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ABSTRACT 

Hydrogeophysics is a discipline that emerged and had a great development in the last two 

decades. The aim of this discipline is the subsurface hydrological and hydrogeological 

characterization via non-invasive geophysical techniques. Conventional sampling techniques, for 

characterizing or monitoring the shallow subsurface, are typically sparsely distributed or acquired at 

an inappropriate scale. Non-invasive geophysical datasets can provide more dense 2D/3D 

information. The present work focused on the hydrological characterization of the vadose zone, as it 

is a challenging issue that may be more deeply and extended understood. 

The dependence of the geophysical response on changes in soil moisture content, e.g. via 

changes in electrical resistivity or dielectric properties, is the key mechanism that permits the use of 

non-invasive techniques to monitor the vadose zone in time-lapse mode, i.e. via repeated 

measurements over time. The use of these techniques in different configurations in the shallow and 

deep vadose zones can provide high-resolution images of hydrogeological structures and a detailed 

assessment of dynamic processes in the subsurface environment. The data from non-invasive 

techniques can subsequently be used to calibrate physical-mathematical models of water flow in the 

unsaturated zone. The understanding of fluid-dynamics is the key to all hydrologically-controlled 

environmental problems. The hydrogeophysical approach is based on links that can be established 

between geophysical quantities and hydrological variables, such as water content and solute 

concentration, generally in the form of empirical or semi-empirical petrophysical relationships. 

The classical hydrogeophysical approach in hydraulic parameters evaluation starts from the 

measured geophysical data to estimate the hydrological state, albeit careful is need at this step: 

essential is the knowledge achievable from field data and the relative accuracy in the physical 

translation. Anyway this is the starting point for the hydrological simulation. Subsequently the 

hydrological modelled parameters may be compared and evaluated with the hydrological quantities 

obtained from geophysics through the petrophysical relationships. This approach can lead to 

erroneous parameter inference, if the spatial resolution of the geophysical techniques is not taking 

into account. 

A different approach can be proceed, to overcome this issue. In spite of translating geophysical 

parameters in hydrological quantities, the comparison may be done directly on the not-inverted 

geophysical data. The geophysical surveys can be simulated with a forward model, starting from the 

hydrological modelled properties distribution and applying the petrophysical relationship to 

reconstruct the geophysical spatially-distributed parameters. At this point geophysical measured and 

simulated data can be compared, with the aim of calibrate and validate the hydrological model 
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under examination. This second approach, not requiring geophysical inversions, is able to overcome 

artefacts deriving from the inversion procedure; but the resolution of the surveys must be 

considered, because an hydrological state should not be reproduced from geophysical 

methodologies, even if the two datasets, both simulated and measured, are in a perfect fitting. 

The work is divided in two complementary parts. The first part is centred on the hydrological 

quasi-steady state characterization from cross-hole radar measurements. In many studies cross-

borehole zero offset profiles (ZOP) are used to infer subsoil moisture content, which are a key topic 

in hydrological modelling and consequently in hydraulic parameters estimation. The principal aim 

of this work is to have a more complete view of how boreholes GPR ZOP measurements are 

informative of the subsoil geometry and distribution of relative permittivity. This is essential in 

moisture content estimation, uncertainty quantification and in the initial setting of parameters 

necessary for starting an hydrological model. For this purpose three different ZOP datasets are 

analysed: a synthetic dataset and two field-measured datasets. 

The second part of the work is the hydrogeophysical inversion of a tracer test in the vadose 

zone, conducted at the Hatfield site (near Doncaster, UK). The path of a tracer in vadose zone may 

be masked from the variations of the physical status surrounding the dispersive plume; this could 

lead to erroneous interpretations of the evolving plume. The load of the new water, that moves 

under gravitational forces, produces the raising of the degree of saturation in the media just below 

the plume. This incidental effect could significantly contribute to geophysical signals and 

hydrological characterizations. The aim of this study is the recognition and distinction of the paths 

of the new injected fluid from the groundwater, already present in the system and activated from 

pressure variations, in a sort of “piston” effect. The discrimination between the new percolating 

water and the old pushed-down water is a key issue in aquifer vulnerability and soil pollution 

migrations, which can affect the vadose zone. In this second part the hydrogeophysical inversion is 

conducted: the simulated hydrological quantities are used to obtain a geophysical forward model of 

ZOP surveys, that should be compared with measured ZOP soundings. An estimation of the 

goodness of the hydrological model is then possible. A particle tracking code is then run to detect 

the exact evolution of the tracer plume in the subsurface. A comparison with the results from the 

inverted geophysical datasets is able to discriminate the tracer fluid from the old water of the system 

and to individuate where the geophysical imaging could be deceptive and misleading. 

The present work is an example of the hydrogeophysical inversion methods, where great 

emphasis is focused on the characterization of the hydraulic state preceding the tracer injection test. 

Anyway the system must be stressed under artificial hydraulic states to force the parameters 

estimation and to limit the range of probable hydrological models. 
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1. INTRODUCTION 

The field “hydrogeophysics” emerged in the 1990a as a multi-disciplinary subject that focuses on 

the use of geophysical methods for characterising subsurface features, determining hydrogeological 

properties and monitoring processes relevant to soil and groundwater processes. Hydrogeophysical 

methods can allow large scale aquifer characterisation, previously unobtainable through 

conventional hydrogeological techniques. In addition, time-lapse deployment of appropriate 

methods can give useful insight into complex subsurface processes, aiding hydrological model 

development and the assessment of groundwater restoration strategies. 

Hydrology has traditionally relied upon the availability of point measurements: precipitation at 

rain gauges, stream discharge at stream gauges, groundwater potentiometric surface at boreholes 

and, more recently, soil moisture content as measured, for example, by time-domain reflectometry 

(TDR – Topp et al., 1982). This body of information is necessary, but often far from being complete. 

In particular, it has been largely demonstrated (e.g. Beven and Binley, 1992) that, given the point 

information above, there will always be a number of different models that reproduce equally well 

the observed hydrological data (such as river discharge). This equifinal nature of different models is 

limited to their capability of matching the observed limited and local data, and may not be reflected 

in their prediction capability, i.e. the model forecasts may differ substantially should the forcing 

conditions (e.g. precipitation) be changed beyond the observed values. This critical model limitation 

is essentially driven by the fact that the actual structure of the subsurface is poorly known in terms 

of geometry, geology and hydraulic properties; this limitation often forces the models to be black 

boxes, either explicitly or implicitly due to the poor knowledge of the actual system characteristics. 

Overcoming these serious limitations of hydrological modelling is not related to the nature of the 

models, but rather requires extra information. This is one of the fundamental needs addressed by 

hydrogeophysical measurements. 
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Hydrology research has developed a number of sophisticated tools to try and account for model 

uncertainty, particularly with respect to the limited knowledge of the subsurface in terms of its 

hydraulic property distribution. This is the reason for the focus in the present work on simply, but 

well developed and tested hydrological models; we are convinced that more interest must be centred 

on the information achievable from subsoil, especially in terms of widespread hydrological 

properties distributions. To overcome this lack, heavy reliance was initially put on densely 

monitored sites with hundreds of boreholes drilled over few hectares (e.g. LeBlanc et al., 1991), but 

this approach could not be realised except at a few advanced research sites. As a consequence, 

during the 1990s there was a rapid growth in the use of geophysics to try and provide spatially 

dense quantitative information about hydrological properties and processes. This need, in addition 

to the growing availability of fast field acquisition instruments and powerful computational tools, 

has led to much of the current developments in hydrogeophysics. 

In addition to the above, important new requirements have been posed lately upon hydrological 

characterization and modelling: in particular, the growing issue of water quality requires that the 

presence and location of contaminants be assessed, and their migration in the hydrological system 

be monitored. The limitations of hydrological modelling and point measurements are even more 

severe in the case of water quality than in water quantity assessment. Here too geophysical methods 

have a potential role. 

In summary, hydrogeophysics is asked to provide data for these three central purposes: 

subsurface structural characterization, fluid-dynamics description, and the recognition of presence 

and motion of contaminants. 

Geophysics has long been used to support hydrogeological studies, but mainly for lithological 

boundary delineation (e.g. Giustiniani et al., 2008), i.e. to support structural and geometrical 

characterization of aquifers. This use of geophysics does not fully exploit the geophysical 
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measurements, but rather seeks to highlight contrasts in whatever physical property can distinguish 

one geological formation from its neighbours. This classical approach is anyway of basic interest in 

those subsurface system that are not well known, the essential first step before exploring and 

relating physical quantities estimated from geophysical soundings. In fact, geophysics has long been 

used also to exploit the physical nature of measurements, and translating these measurements into 

quantitative estimates of the soil/rock properties of interest. This translation requires that suitable 

constitutive laws link physical and structural properties of soil/rock, and the relevant discipline is 

petrophysics (e.g. Mavko et al., 2009). 

In view of the needs above, the current developments in hydrogeophysics are aimed at providing 

quantitative information on the hydrological and hydraulic characteristics of the soil and subsoil, as 

well as quantitative data on the presence and motion of fluids and solutes in and out of the  

subsurface. Hydrogeophysics is therefore becoming a key instrument towards an effective 

characterisation of hydrological systems. 

Among the available geophysical methods, not all of them are equally suitable for 

hydrogeophysical applications. Each geophysical technique measures at least one physical quantity: 

 SEISMICS: elastic moduli and density 

 GRAVIMETRY: density 

 MAGNETICS: susceptability and permanent magnetization 

 GEOELECTRICS (DC resistivity, e.g. electrical resistivity tomography (ERT)): electrical 

conductivity 

 GEOELECTRICS (induced polarization (IP)): complex electrical conductivity 

 ELECTROMAGNETIC METHODS (EM): electrical conductivity 
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 SELF POTENTIAL (SP): electrical conductivity and potential sources 

 GROUND PENETRATING RADAR (GPR): dielectric constant, electrical conductivity 

 NUCLEAR MAGNETIC RESONANCE (NMR): number or protons, free pathway in pores, 

electrical conductivity. 

 

In view of the hydrological aspects described above, potentially all geophysical methods can 

have some useful hydrogeophysical application, particularly in terms of structure characterization. 

However, some techniques have a more specific link to hydrological properties and to the 

presence/motion of water: these are underlined above. In particular the physical quantities more 

specifically affected by water presence or motion are, among the ones most commonly measured, 

electrical conductivity via ERT (Binley  and  Kemna, 2005) and dielectric constant via GPR (Annan, 

2005). Other more specialized measurements (IP, SP and NMR) have strong connection to the pore-

medium structure and presence/motion of water, solutes and free-phase contaminants, but are still 

of less common use as the relevant signal can be either below ambient noise or of uncertain 

attribution to hydrological causes. 

In this work the focus is centred on ERT and GPR techniques, since these measurements are 

highly informative of the subsurface status, fast acquiring in boreholes arrays and the signals are 

clear linked to hydrological properties, especially in time-lapse monitoring. 
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 Structure Fluid dynamics Contamination 

Gravimetry + ++  

Magnetics +   

Seismics + + +  

DC resistivity + + + + + 

Electromagnetics + + + + 

Induced 

Polarization 
 + + + + 

Self Potential + + + 

GPR + + + + 

NMR + + +  

Table 1: Use and effectiveness of geophysical methods for hydrological studies. 
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1.1 HYDROGEOPHYSICS IN HYDROLOGICAL SYSTEMS 

Hydrological studies are always subdivided in two large categories, depending on the 

environmental compartments of interest: saturated zone or vadose (unsaturated) zone. These 

compartments are not really separated in nature, belonging to the same underground system, but 

they present high differences. They diverge not only in terms of their hydrological role and 

mechanisms, but also in terms of the hydrogeophysical measurements that can be conducted 

profitably on them. 

 

1.1.1 The saturated zone 

On time, the focus on saturated zone has been progressively shifting from water quantity to 

water quality problems. Transport of dissolved substances in groundwater is the most important 

mechanism controlling the migration of pollutants in the subsurface and is strongly controlled by 

geological heterogeneity at a variety of scales. In particular, hydraulic conductivity can vary by up 

to thirteen orders of magnitude. This fact has as a consequence a strong spatio-temporal variability 

of solute concentrations, that makes conventional monitoring techniques, based on few boreholes 

and limited water sampling in space and time, often incapable of capturing the variability of 

transport properties, as well as the complexity of transport processes. Hydrogeophysics can provide 

spatially and temporally dense information on the evolution of solute plumes, particularly during 

tracer tests (Kemna et al., 2002; Kemna et al., 2006; Cassiani et al., 2006a; Monego et al., 2010). 

The geophysical time-lapse data are used as equivalent concentration data to infer the timing and 

location of tracer breakthrough. In conjunction with transport models, such data can be directly 

interpreted in terms of transport parameters, such as flow velocity and dispersivity (Slater et al., 

2002; Kemna et al., 2002; Singha and Moysey, 2006; Singha and Gorelick, 2006a,b; Day-Lewis 

and Singha, 2008). 
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1.1.2 The vadose zone 

While the saturated zone has the long-established attention of aquifer studies, a traditional area 

of interest of subsurface hydrology, the vadose zone usually is poor studied and understood. It‟s due 

to the difficulties of achieving knowledge with the classical hydrological methods, that most in this 

case can provide few sparsely point data, not sufficient for a widespread and detailed properties 

distribution. The present work focused exactly on the hydrological characterization of the vadose 

zone, as it is a challenging issue that may be more deeply and extended understood. 

The vadose zone, i.e. the part of subsurface above the water table, is home to a number of key 

processes that control the mass and energy exchanges between the subsurface and soil surface. 

Vadose zone hydrology provides information about exchanges with the soil compartment, and from 

there with the atmosphere, and subsurface water migration, with strong implications in water 

resources management: aquifer recharge is controlled by movement through the vadose zone. 

Contaminants released from the surface invade the vadose zone and, before reaching the aquifer 

system underneath, can be altered, retarded or wholly removed by biological, chemical and physical 

processes in the vadose zone. Unsaturated processes control also the availability of water for 

agriculture, and are the driving mechanisms in slope stability, floods and other major engineering 

geology problems. 

As mentioned previously, the hydrology of the vadose zone is poorly known, mainly because of 

technical limitations in sampling and access just at one or two metres below ground. The most 

useful measurements of unsaturated zone conditions (moisture content via TDR and suction via 

tensiometers) are limited to no more than a couple of metres depth. Extensive monitoring over large 

areas is labour intensive and time consuming, and they are essentially local scale measurements. 

The vadose zone deeper than a couple of metres below ground surface can be mapped from the 

surface, at the expense of severe resolution losses, and more efficiently using borehole geophysical 
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methods: single-borehole, borehole-to-borehole and borehole-to-surface geophysical measurements 

achieve a resolution sufficient for quantitative hydrologic interpretation (Slater et al., 1997b; Binley 

et al., 2001, 2002a,b; Binley and Beven, 2003; Cassiani et al., 2004; Cassiani and Binley 2005, 

Chang et al., 2006, Deiana et al., 2007, 2008, Looms et al., 2008a,b; Koestel et al., 2008; Cassiani et 

al., 2008 ,2009b; Cassiani et al., 2006a). In most cases the ultimate goal is the identification of 

hydraulic properties and parameters of the vadose zone. The dependence of the geophysical 

response on changes in soil moisture content, e.g. via changes in electrical resistivity or dielectric 

properties, is the key mechanism that permits the use of non-invasive techniques to monitor the 

vadose zone in time-lapse mode, i.e. via repeated measurements over time. The use of these 

techniques in different configurations in the shallow and deep vadose zones can provide high-

resolution images of hydrogeological structures and, in some cases, a detailed assessment of 

dynamic processes in the subsurface environment. Both natural infiltration processes and 

specifically designed tracer tests can be monitored over periods of time that can last from a few 

hours to several years. The data from non-invasive techniques can subsequently be used to calibrate 

physical-mathematical models of water flow in the unsaturated zone. 

 

1.2 GENERAL HYDROGEOPHYSICAL APPROACHES 

The understanding of fluid-dynamics is the key to all hydrologically-controlled environmental 

problems. The hydrogeophysical approach is based on links that can be established between 

geophysical quantities and hydrological variables, such as water content and solute concentration, 

generally in the form of empirical or semi-empirical relationships. Consider e.g. the classical 

relationships proposed by Archie (1942) for electrical conductivity and by Topp et al. (1980) and 

Roth et al. (1990) for the dielectric constant. Using such relationships, it is possible, albeit not 

always straightforward, to obtain quantitative estimates of hydrologic data. 
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These constitutive relationships are the base of the hydrogeophysical inversion, since the 

estimated hydrological quantities may be used in hydrological model calibration. In this manner 

hydrogeophysics is able to calibrate and validate models that may infer more knowledge on fluid 

dynamics and on the identification of the parameters of interest. The scheme in Fig. 1.1 summarizes 

the classical hydrogeophysical approach in hydraulic parameters evaluation. Measured geophysical 

data estimate the hydrological state, albeit careful is need at this step: essential is the knowledge 

achievable from field data and the relative accuracy in the physical translation. Anyway this is the 

starting point for the hydrological simulation. Subsequently the hydrological modelled parameters 

may be compared and evaluated with the hydrological quantities obtained from geophysics through 

the petrophysical relationships. This approach can lead to erroneous parameter inference, if the 

spatial resolution of the geophysical techniques is not taking into account. There are in fact portions 

of the subsurface exploration that are less covered from the soundings, and it depends on the 

specific geophysical methodology and on the adopted survey configuration. 

A different approach can be proceed, to overcome this issue (Fig. 1.2). In spite of translating 

geophysical parameters in hydrological quantities, the comparison may be done directly on the not-

inverted geophysical data. The geophysical surveys can be simulated with a forward model, starting 

from the hydrological modelled properties distribution and applying the petrophysical relationship 

to reconstruct the geophysical spatially-distributed parameters. At this point geophysical measured 

and simulated data can be compared, with the aim of calibrate and validate the hydrological model 

under examination. This second approach, not requiring geophysical inversions, is able to overcome 

artefacts deriving from the inversion procedure; but the resolution of the surveys must be 

considered, because an hydrological state should not be reproduced from geophysical 

methodologies, even if the two datasets, both simulated and measured, are in a perfect fitting. 
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Fig. 1_ General scheme of classical hydrogeophysical inversion based on calibration of 

hydrological models on estimated hydrological quantities derived from geophysical data. 

 

Intuitively, the calibration of hydrological model requires that the system is adequately stressed 

so that different states of the variables are explored. This condition is not guaranteed to be met 

under natural conditions. Consequently, it is faster and more informative to conduct controlled 

experiments that can be monitored in a time span of hours, days, or weeks depending on the 

dynamics of the system. Key to the possibility of using this approach is the capability of measuring 

geophysical quantities repeatedly over time. It is interesting to note that although numerous 

synthetic model studies have been utilised to demonstrate quantification of hydraulic properties 

from time-lapse geophysical studies, very few (e.g. Binley et al., 2002a) have illustrated the 

approach in field-based studies. 
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Fig. 1.2 _ General scheme of alternative hydrogeophysical inversion based on calibration of 

hydrological models on calculated geophysical data derived from hydrological quantities. 

 

Today many shallow geophysical techniques have the potential to highlight two concurring 

aspects of the subsurface: 

(a) its static aspects, i.e. the characteristics that do not change over time, principally the 

geology; 

(b) its dynamic aspects, i.e. the characteristics that do change over time, and that are 

inherently linked to the motion of fluids, water above all. 

If time-lapse measurements are made, changes in geophysical response at the same spatial 

location are generally linked to hydrological changes, e.g. in the vadose zone to changes in water 

saturation. Features that are not changing over time can be reasonably attributed to geological 

control: e.g. water saturation may be consistently different at different spatial locations as a 

consequence of lithological differences . This use of geophysical data requires: 
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1. that the collected geophysical data have a clear, identifiable and possibly quantitative 

meaning in terms of environmental variables of interest, e.g. water saturation; 

2. that the resolution and sensitivity of geophysical methods in space and time is fully 

understood, in order to assess the actual information content in the data, and prevent, e.g., 

the erroneous interpretation of artefacts; 

3. that hydrologic modelling be devised to be able to incorporate the non-invasive data 

in the most profitable and effective way, accounting for resolution, sensitivity and scale 

effects.  

The three points above are, as of today, only partly achieved, and the actual work wants to 

examine at least part of these challenging issues . 

The potential of hydrogeophysics faces also a number of limitations; challenges for the future are 

to overcome or at least circumvent some of these limitations. The most notable once are: 

1. Geophysical data are limited in terms of resolution. This is true even in cross-hole 

configuration (Cassiani et al., 1998; Day-Lewis and Lane, 2004; Day-Lewis et al., 2005). The 

key consequence of this is that not the entire geophysical “image” has the same degree of 

accuracy and practically all inversion methods require some sort of a-priori information (e.g. 

smoothness) to ensure convergence. Interpreting (also, quantitatively) these hydrogeophysical 

images with no account for resolution limitations can lead to serious problems. The most notable 

one is the mass balance errors very often present in tracer tests monitored e.g. via ERT both in 

the saturated and the unsaturated zones (Binley et al., 2002a; Singha and Gorelick, 2005; Deiana 

et al., 2007, 2008). 

2. Scale issues: most hydrogeophysical work has been conducted to date at the small scale. But 

hydrology needs large scale evaluation. For this reason some techniques that hold the promise to 
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develop into large scale time-lapse monitoring tools should be considered as top priority research 

areas. 

3. Inversion and joint inversion is still computationally very expensive, especially in 3D and 

time-lapse. This, together with the acquisition time in the field, still limits out capability of fully 

exploiting the conceptual potential of hydrogeophysics. 

4. There is a need to demonstrate the information content obtained from geophysical methods 

in hydrogeophysical studies. Much of the literature, to date, has focussed on developing and 

testing methods and approaches. For some problems, geophysics may not be an appropriate tool 

and there is a danger of overestimation (or assumed knowledge) of the information available 

from geophysics in some cases. Objective approaches are, therefore, needed in order to test the 

value of geophysics in hydrological investigations. 

In summary, a number of key issues shall be considered when approaching hydrogeophysics as a 

hydrological tool: 

1. The hydrologic behaviour of the shallow subsurface can be pictured via non invasive 

methods. 

2. The information is maximized by time-lapse measurements and strong changes. 

3. Constitutive laws linking hydrology and geophysics are essential. 

4. The acquisition and inversion characteristics of the adopted hydro-geophysical methods 

have critical impact (e.g., scale effect). 

5. The importance of auxiliary information concerning lithology and geology cannot be over-

stressed. 
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1.3 APPLIED METHODOLOGY 

The present work is focused on the application of the hydrogeophysical method on field 

measurements, regarding the vadose zone. Geophysical data are collected at different sites, where 

boreholes are installed for ERT and GPR soundings. 

The work is divided in two complementary parts. The first part is centred on the hydrological 

quasi-steady state characterization from cross-hole radar measurements. In many studies cross-

borehole zero offset profiles (ZOP) are used to infer subsoil moisture content, which are a key topic 

in hydrological modelling and consequently in hydraulic parameters estimation. The principal aim 

of this work is to have a more complete view of how boreholes GPR ZOP measurements are 

informative of the subsoil geometry and distribution of relative permittivity. This is essential in 

moisture content estimation, uncertainty quantification and in the initial setting of parameters 

necessary for starting an hydrological model. For this purpose three different ZOP datasets are 

analysed: a synthetic dataset and two field-measured datasets. 

The second part of the work is the hydrogeophysical inversion of a tracer test in the vadose 

zone, conducted at the Hatfield site (near Doncaster, UK). The path of a tracer in vadose zone may 

be masked from the variations of the physical status surrounding the dispersive plume; this could 

lead to erroneous interpretations of the evolving plume. The load of the new water, that moves 

under gravitational forces, produces the raising of the degree of saturation in the media just below 

the plume. This incidental effect could significantly contribute to geophysical signals and 

hydrological characterizations. The aim of this study is the recognition and distinction of the paths 

of the new injected fluid from the groundwater, already present in the system and activated from 

pressure variations, in a sort of “piston” effect. The discrimination between the new percolating 

water and the old pushed-down water is a key issue in aquifer vulnerability and soil pollution 
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migrations, which can affect the vadose zone. In this second part the hydrogeophysical inversion is 

conducted as summarized in the scheme of Fig. 1.2: the simulated hydrological quantities are used 

to obtain a geophysical forward model of ZOP surveys, that should be compared with measured 

ZOP soundings. An estimation of the goodness of the hydrological model is then possible. 

A particle tracking code is then run to detect the exact evolution of the tracer plume in the 

subsurface. A comparison with the results from the inverted geophysical datasets is able to 

discriminate the tracer fluid from the old water of the system and to individuate where the 

geophysical imaging could be deceptive and misleading. 
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2. PART I: STEADY STATE HYDROLOGICAL PARAMETERS ESTIMATION 

 

“STOCHASTIC ANALYSIS OF CROSS-HOLE GPR DATA FOR SUBSURFACE 

CHARACTERIZATION” 

 

M. Rossi 1, G. Cassiani1, A. Binley2, R. Deiana1 

1 Dipartimento di Geoscienze - Università degli Studi di Padova  

2 Lancaster Environmental Centre - Lancaster University 

 

2.1 INTRODUCTION 

Ground penetrating radar (GPR) is a well-established geophysical technique, that has been 

applied for about two decades. In particular GPR is used, via specific relationships, to estimate 

hydrological parameters in vadose zone, i.e. moisture content, both from the surface and in 

boreholes (e.g. Cassiani et al., 2006; Kemna et al, 2002; Binley et al., 2002). 

The velocity of electromagnetic waves in a medium, v, is related to the bulk relative dielectric 

permittivity (or bulk dielectric constant), εr [-], of  the medium itself: 

           (2.1) 

where c is the radar wave velocity in air ( 0.3 m/ns). There are relationships that link εr to 

volumetric moisture content ( ), as the empirical Topp equation (Topp et al. 1980) 

     (2.2) 
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or the semi-empirical complex refractive index method (CRIM) (Roth et al., 1990) 

      (2.3) 

where  is the permittivity of the sediment grains,  is the permittivity of water,  is the 

permittivity of air and  is porosity. 

In many studies cross-borehole zero offset profiles (ZOP) are used to infer subsoil moisture 

content, which are a key topic in hydrological modelling and consequently in hydraulic parameters 

estimation (e.g. Deiana et al., 2008; Looms et al., 2008; Cassiani et al., 2004). ZOP  borehole 

measurements are very useful to detach subsoil dielectric properties, due to their simplicity in data 

collection, treatment and analysis. 

Different approaches were developed to obtain hydraulic parameters from ZOP surveys. The 

easiest is the direct-wave approach, where point ZOP travel times are converted into velocity and 

subsequently to εr estimates using eq. 2.1. This approach could be misleading as it does not take 

into account two essential factors: volume averaging (Fresnel zone) and critical wave refractions, 

that can occur between sharp εr boundary transitions. 

Cassiani and Binley (2005) analysed the crosshole radar response over a long time series. The 50 

MHz radar-derived moisture content profiles were obtained taking into account the vertical scale of 

measurements, with an averaging window size of the order of the antenna length and the Fresnel 

zone width. The authors performed a stochastic inversion (Monte Carlo approach), averaging the 

simulated moisture content profile on a moving window of 2 m and comparing it with the moisture 

content profile inferred from the measured ZOP. The best simulation that matches the measured 

profile shows a geometry very different from the averaged profile. This result confirms that caution 

is needed in the interpretation of radar  ZOPs. 
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Rucker and Ferré (2004) analysed the impact of critically refracted waves on a first arrival travel 

time profile, derived from ZOP measurements in a layered system with sharp changes in water 

content. The improvement, via an inversion with a refracted ray tracing method, is essential to 

correct the moisture content profile calculated from direct wave interpretation. 

The principal aim of this work is to have a more complete view of how boreholes GPR ZOP 

measurements are informative of the subsoil geometry and distribution of relative permittivity. For 

this purpose an electromagnetic (EM)  wave simulator has been applied within a stochastic Monte 

Carlo framework. In this manner both averaging and critically refracted wave effects are taking into 

account. Results from synthetic and real ZOP datasets are statistically analysed to deduce what kind 

of subsoil εr-distributions are resolvable and well defined with a degree of uncertainty. 

 

2.2 METHODOLOGY 

The approach adopted in this study has the aim of analysing borehole ZOP measurements to 

infer knowledge about the distribution and the relatively uncertainty of the achieved εr values. The 

simply direct-wave method is compared with the results obtained from a stochastic inversion. A 

Monte Carlo framework is carried out, generating several thousand possible system geometries, 

which are capable to explore the underground complexity of dielectric materials. The aim of the 

stochastic approach is to reconstruct what kind of dielectric properties distributions are capable to 

produce the signal measured with the ZOP sounding. 

The inversion is performed running a Monte Carlo simulation of several tens of thousands 

realizations (Fig. 2.1). Every realization generates a random εr geometry, used as input for the EM 

wave propagation simulator GprMax2D software (Giannopoulos, 2005), from which the first arrival 

travel time profile is extracted, and subsequently statistically compared with the real measured ZOP 
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sounding. For the generation of εr distributions, the subsurface is idealized as horizontally layered, 

with anisotropy only on the vertical direction. This simplification is essential to limit the potential 

variability of spatial distributions. The mono-dimensional approximation is reasonable in sediment 

covers, because transmitting and receiving antennae are not so far (boreholes are  usually less than 

10 m apart), so the underground materials are not expected to vary significantly. Moreover ZOP 

soundings are not appropriate to detect lateral variabilities as the multiple offset gather, due to the 

restricted and embedded information of a borehole ZOP sounding and the lack of coverage of 

crossing ray paths. 

The material properties generated are limited to dielectric permittivity, all media are considered 

as perfect conductance (electrical conductivities of 0 S/m) to avoid wave attenuation and 

individuate a more precise first arrival travel time. 

In GprMax2D the physical structure of the GPR antenna is not included in the model, then the 

antenna is modelled as an ideal Hertz dipole. The 2D code is run instead of GprMax3D software, in 

spite of the real underground system is three dimensional. This choice is due to the more time 

consuming 3D code,  not useful computing a Monte Carlo simulation. To validate the use of the 2D 

code, a comparison between 2D and 3D software is performed (Fig. 2.2). The 3D model has the 

same 2D layered subsoil system, but extended in the third direction. 

Several synthetic εr-profiles are used as input for three cases: one 2D and two 3D models. Here 

only the results of one profile are shown, anyway the other tested profiles give similar outcomes. 

The first case is performed running GprMax2D, where the antennas are perpendicular to borehole 

directions. The second case with GprMax3D has the same orientation of antennas as the two-

dimensional case. The third case is achieved running GprMax3D with the antenna dipole oriented 

vertically, exactly as in a borehole field experiment. 
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The results show a perfect match between the first-arrival travel times obtained from the three 

models, as it is clear in Fig. 2.2. Small differences are simply due to the picking of first arrival EM 

wave propagation. This result justifies the use of the 2D code in the stochastic analysis, computing 

lighter than the corresponding 3D code. 

 

Fig. 2.2 – Comparison between results of 2D and 3D codes (with different antenna orientation).  

 

From every single Monte Carlo realization, derived from a random relative permittivity profile, 

the calculated first-arrival travel times are extracted. Calculated and true travel times are compared 

and evaluated with the aim to obtain the unknown dielectric permittivity layering with an estimation 

of the goodness of fit and a subsequent uncertainty range. 
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Measured and simulated travel time profiles are not compared entirely, but each travel time is 

compared individually. This is done to increase the information suitable from the low number of 

realizations, due to very long computational times and the low probabilities to obtain travel time 

profiles that fit the measured data at every shot. In fact a generated travel time profile may 

reasonably match the field derived travel times in a reduced portion, but it could show an extremely 

poor fit on the other segments, especially in complex heterogeneous subsoil. Analysing every single 

travel time, the differential fitting between the profiles is overcome; nevertheless the contribute 

from surrounding media must be considered in every shot position, at least for a reasonable large 

Fresnel volume. 

For every single ZOP shot, real (TTr) and simulated travel times (TTi ) are statistically compared 

using chi-squared factor to estimate the goodness of fit: 

         (2.4) 

where n are the degrees of freedom, in this case equal to 1, and σ is the measurement error 

standard deviation. The measurement error is unknown and it depends on many features: operators, 

environment, media properties; for this reason different values of standard deviation, realistic for 

the cases reported in this study (from 0.5 to 1.5 ns), are employed. 

Only values of less or equal to 1 are stored (reduced chi-squared factor): 

           (2.5) 

The interest is focused on εr values related to all simulated travel times (TTi ) that satisfy 

equation (2.5). For these values, the Fresnel volume is calculated in a interactive method, starting 

with the velocity obtained directly from TTr plus 50%. At each iteration the Fresnel volume is 

computed and the mean εr value inside it is achieved. Then the posterior velocity is deduced from 
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the mean εr value and compared with the prior velocity;  this procedure goes on until the error 

between the two subsequent velocities is less than 5%. 

In the end, the magnitude of the vertical segment around the position of each transmitter-receiver 

depth is obtained, i.e. the Fresnel ellipsoid minor axis. The distribution of εr values, generated at 

that realization and related to each detected vertical segment, is stored. Where overlapping 

segments are present, εr-distributions are intersected to preserve only values present in both εr sets. 

This is useful to prevent erroneous data storage as consequence of the averaging εr values inside the 

Fresnel volume; this is essentially caused to an overestimation of the mean velocity and of the 

Fresnel ellipsoid minor axis at that precise shot. This procedure is applied to all travel times for 

every single realization and the results are merged to achieved, in conclusion, an overall 

permittivity distribution with depth, as it is shown in Fig. 2.3. 

At this point, an uncertainty quantification of εr in function of depth is possible. Deriving median, 

mean and data variance, in some cases an estimation of permittivity geometry is feasible, while in 

other instances a large confidence range leads to the impossibility of layers definition. 
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2.3 ANALYSIS AND DISCUSSION 

Three different datasets are analysed. First, a synthetic cross-hole GPR dataset is considered, 

where a first arrival travel times profile is obtained from a well known εr distribution. The other 

datasets are measured ZOPs collected from two field sites: Hatfield (UK) and Gorgonzola (Italy). 

 

2.3.1 Synthetic dataset 

A synthetic case is first analysed, since the results can be validated with the established 

permittivity geometry of the system. In real field cases the  media distribution is unknown, being 

the focus of the geophysical inversion. 

The synthetic case is an alternating sequence of fine, thin layers (highest εr values) and coarse, 

thick layers (lower εr values). Alternating lithological sequences are common in shallow sediment 

covers and they are hard to define from ZOP sounding, usually unable to recognise a complex 

system with changing material properties, as mineralogy and moisture content. 

The synthetic profile, taken as the true field-measured εr profile, is a one-dimensional εr 

distribution with homogeneous values in each layer (Fig. 2.1 syn and Chi syn). To recognise the 

validity of the stochastic method, sharp or softer εr contrasts are introduced. 

The EM simulator GprMax2D is then run to obtain the first arrival travel times profile from the 

true εr geometry (Fig. allTT- εr syn). Transmitter and receiver antennas of 100 MHz frequency are 

virtually placed in different boreholes, 5 m apart, and lowered simultaneously of 0.25 m from -1.5 

to -8 m depth. The first shot is located at -1.5 m depth to avoid critically refracted waves in air, that 

kind of analysis is not in the purpose of this study. 
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The geometry of the system is made to vary in a Monte Carlo simulation, albeit with some well-

defined constraints: ranges of thickness and approximate location of the layers; to maintain the 

alternating sequence, but exploring layers displacing and properties. Relative permittivity ranges are 

chosen according to the literature. 

  

 

Fig. allTT- εr syn _ On the left, all the 20000 simulated εr profiles (grey dashed lines) and the 

real εr distribution (solid black line). On the right, all the 20000 travel times profiles (gray dashed 

lines) and the real travel time profile (solid black line). CAMBIA QUESTE IMMAGINI???? 

 

The methodology described in the previous 2.2 section is applied in a Monte Carlo simulation 

with 20000 realizations (Fig. 2.2). Fig. 2.3 shows the resulting εr distributions as a function of depth 

with four different standard deviation values (Δ= 0.75, 1.0, 1.25, 1.5 ns), applied in the reduced chi 

squared analysis, which are related to different grades of probable measurement errors. The true εr 

profile and the εr profile directly derived from first-arrival travel times is also plotted in Fig. 2.3. 

As the error variance is changed, so change the goodness of fit. The broader ranges at the top and 

the bottom of the profile are due to poor constraints, derived from the lack of shots in those 

fractions and from the superimposition of few Fresnel volumes. 
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The red dashed lines in Fig. 2.3 reproduce the εr curve deduced directly from the true first-arrival 

travel times (eq. 2.1). A large discrepancy is present between the curve and the true εr profile (solid 

black line): the sharp geometry is smoothed and slower media are underestimated in εr. The finer 

high permittivity layer at about -2.6 m depth is not reproduced in its features and the εr value is 

underestimated. The narrow fine layer located at about -4.3 m is completely invisible for the direct-

wave profile, in spite of its relevance in hydrogeological characterization. 

The variance of εr, derived from the stochastic approach, is about centred around the real profile, 

meaning that the results are close to the real physics of the system. Fig. 2.4 shows statistical 

parameters for the four different  error standard deviation assumptions in the reduced chi-squared 

factor analysis (eq. 2.4). 

It is evident that the stochastic method defines the layers geometry with more accuracy and it is 

able to reproduce sharper boundaries than the direct-wave approach. A relevant aspect of this 

analysis is the clear vision of what can be solved from cross-hole radar measurement. Note that thin 

layers with high εr are not well defined, and the corresponding ranges are spread over broad 

permittivity values. This evidence is clear in Fig. 2.4 at depth of  about -2.6, -4.3 and -6.5 m, where 

the „true‟ εr values are underestimated from statistical analysis, due to the broad dispersion in these 

thin and slower layers. Anyway relevant improvements, respect the direct-wave method, are the 

individuation of a thin layer centred at -4.3 m and the higher mean permittivity values detected at -

2.6 and -4.3 m. In fact the direct-wave approach is not able to reproduce the magnitude of real εr 

values. This aspect is the consequence of refraction phenomena: first arrivals are characterized from 

a path that involves faster and thicker layers. 

The statistical analysis, consequently, demonstrate that in real cases thin clay layers, for example, 

could be invisible to investigation, underestimated or misinterpreted, in spite of their high relevance 
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in hydrological processes. Thicker layers have, on the contrary, narrow range boundaries, where 

permittivity could be determined with a good degree of uncertainty. 

 

  

  

 

Fig. 2.3 _ Synthetic dataset. Distributions of εr values (light-grey crosses) after the reduced chi-

squared analysis on 20000 realizations, with different standard deviation values ( 0.75, 1.0, 1.25, 

1.5 ns) in the reduced chi-squared factor. Black line is the true 1-D εr profile and red dashed line is 

the εr profile obtained from the direct-wave approach. 

 



 
29 

  

  

 

Fig. 2.4 _ Synthetic dataset: different error standard deviation values ( 0.75, 1.0, 1.25, 1.5 ns) in 

the reduced chi-squared factor. Grey lines are εr -range boundaries as function of depth, accounted 

as two times the data standard deviation around the mean value. Orange line is the median of the 

data distribution, blue dashed line is the ‘true’ εr profile and black dashed line is the εr -profile 

from the direct-wave approach. 
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2.3.2 Hatfiled field site 

A field dataset is also considered. The field site is located at Lings Farm, Hatfield (near 

Doncaster, UK) on the outcrop of the Sherwood Sandstone. Binley et al. (2001) show lithological 

logs from two cores extracted from the site. The main lithology is medium-grained sandstone, 

interspersed with interlaminated fine and medium grained sandstones, particularly in the zone 

around -6 m depth, and between -8 and -9 m. Drift at the top of the section at the site is typically 2-3 

m thick, and consists mainly of fluvio-glacial sands, derived from the underlying sandstones, with 

frequent large pebbles/cobbles. The cores were extracted about 20 m apart the radar boreholes, so a 

direct comparison with the results of the study is not possible, due to the lateral variability in 

positions and thicknesses of layers. 

During March 2003 a ZOP sounding was performed (Winship et al., 2006) with a Sensors and 

Software Pulse EKKO PE100 system (Sensors & Software, Mississauga, ON, Canada) and 100 

MHz antennas. The antennas were lowered at 0.25 m increments from -2 to -10 metres below the 

surface. 

The same stochastic methodology for the synthetic dataset was applied. The geometry of the 

system was varied within a Monte Carlo simulation (20000 realizations), but constrained in a range 

of thickness and location of the layers, to maintain the alternating sequence of materials observed 

from drill cores taken at the site. 

The results are show in Fig. 2.5. The εr distribution is set around the εr profile derived from 

direct-wave inversion (red dashed line), using experimental travel times. The representation of 

statistical parameters in Fig. 2.5is helpful to individuate uncertainties in the profile. The poor 

definition of the fractions from -2.5 to -3.5 m and from -9 to -10 m is due to the high and sharp 

media contrast, not well resolvable with 20000 realizations and low error standard deviation values. 
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The abrupt change in material properties could not be well reconstructed with the direct-wave 

approach, which shows a smooth profile, while stochastic approach individuates sharper εr 

transitions, as is well described in the core logs. Sharp media boundaries are clear individuated at -

2.8, -4.6 and -9 m depth. Three broader εr ranges are located around -2.5, -4.3 and -6.5 m depth. The 

larger uncertainty at these positions could be related to finer and thinner sediments, as found in the 

synthetic case. 

This thin layers could be essential in an hydrological characterization for their low fluid 

conductivity and high residual moisture content, anyway they could not be defined with accuracy 

due to the higher uncertainties, that derived from refraction and averaging effects. 
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Fig. 2.5  – Hatfield site dataset. Distributions of εr values (light-grey crosses) after the reduced 

chi-squared analysis on 20000 realizations, with different standard deviation values (0.75, 1.0, 1.25, 

1.5 ns). Red dashed line is the εr profile directly obtained from experimental first-arrival travel 

times (direct-wave approach). 
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Fig. 2.5_ Hatfield site dataset: different error standard deviation values ( 0.75, 1.0, 1.25, 1.5 ns) 

in the reduced chi-squared factor. Grey lines are εr -range boundaries as function of depth, 

accounted as two times the data standard deviation around the mean value. Orange line is the 

median of the data distribution, and black dashed line is the measured εr -profile from the direct-

wave approach. 
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2.3.3 Gorgonzola field site 

The second experimental dataset considered is from a field site located at Gorgonzola, few 

kilometres east of Milan, in the Po River valley, northern Italy. The water table at the moment of 

sounding, on 07 April 2005, was at -20 m depth. The unsaturated zone are composed of Quaternary 

sediments with a fairly coarse sand–gravel grain size distribution (Deiana et al, 2008). 

Analysis of a soil core, extracted about 3 m apart the measurement boreholes, has provided direct 

knowledge of the site stratigraphy, two interesting features are: the presence of a 2-m-thick layer of 

cemented gravel and sand between -12 and -14 below ground and the existence until -6 m depth of a 

large fraction of fine to very fine sediments that is not observed in the deeper sediments (Fig. 2.8). 

A Pulse EKKO PE100 system was used with 100 MHz borehole antennas, which were lowered 

with 0.25 m vertical spacing from -3 to -18 m. Boreholes are 6.65 m apart. 

The stochastic approach was applied. The geometry of the system was varied within a Monte 

Carlo simulation (16000 realizations), but constrained in a range of thickness and location of the 

layers, to maintain a link with materials analysed from the drilled core. In this case we do not reach 

the 20000 realizations, as in the previous cases, because the mesh dimension for the EM simulator 

is larger, so the computational time is very long. 

Fig. 2.6 shows the εr distributions. The higher complexity of the near surface system results in a 

poor definition of the εr profile for 16000 realizations and an error standard deviation less or equal 

than 1 ns: there are present many layers with extremely sharp transitions. Nevertheless the error 

standard deviations of 1.25 and 1.5 ns delineate a complete εr profile with a narrow and well defined 

range of uncertainty (Fig. 2.7). 

Also on this dataset, the direct-wave approach is not able to reproduce the sharper 

heterogeneities, the profile is rounder and smoother than emerging from the stochastic approach. 



 
35 

From -10 to -18 meters a large discrepancy is present between the two methods. Stochastic 

approach detects very sharp and defined changes in material properties, while the direct-wave 

method shows a very smoothed profile. 

In the shallower ten meters dielectric properties change with high frequency, but with a narrow 

range of variability (essentially from 7.5 to 9 εr values); consequently the direct-wave and the 

stochastic estimations are similar. Nevertheless the larger permittivity ranges in some segment of 

the stochastic profile leads to an uncertain estimation of the media properties, an essential 

knowledge that may not be inferred from simply direct-wave analysis. 

In this case the drilled core was extracted very close to the radar boreholes, so a direct 

comparison is possible. The core log and the εr profile from the stochastic approach, below -10 m 

depth, are in perfect accordance, reproducing the geometry of the system (Fig. 2.8). In particular the 

cemented layer between -12 and -14.5 m and the above gravel-sandy layer are perfectly defined 

with a sharp geometry, as evinced by abrupt changes in core lithology. 

The lithological boundaries at -14.5 and -17 m are perfectly reproduced, while between this 

interval two different media properties are recognised. A clear and sharp permittivity limit is 

present at -15.5 m depth, where the core log does not report any difference in sediment stratigraphy, 

a physical and hydrological layering that is not direct linked with macroscopic lithology. A slightly 

but remarkable trend deviation is evident also in the direct-wave profile at the same depth. This 

phenomenon is probably caused by depositional changes, mineralogical or physical, i.e. porosity; or 

eventually by an extremely thin sedimentary layer, situated at about -15.5 m and that acts as a 

barrier for the hydrological vertical flow, raising the upper level water content. 

The comparison between the geophysical inversion methods and the core log let us confident on 

the validity and applicability of the stochastic approach in this heterogeneous and complex subsoil 

system, especially for the relevant hydrogeological and hydrological information achievable from 
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this new application. The detection of the cemented layer, between -12 and -14.5 m, as an high 

permittivity material is a key point for the identification of the subsurface hydrological behaviour. 

 

  

  

 

Fig. 2.6 – Gorgonzola site dataset. Distributions of εr values (light-grey crosses) after the 

reduced chi-squared analysis on 16000 realizations, with different standard deviation values (0.75, 

1.0, 1.25, 1.5 ns). Red dashed-line is the εr profile directly obtained from experimental first-arrival 

travel times (direct-wave approach). 
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Fig. 2.7 _ Gorgonzola site dataset: different error standard deviation values ( 0.75, 1.0, 1.25, 1.5 

ns) in the reduced chi-squared factor. Grey lines are εr -range boundaries as function of depth, 

accounted as two times the data standard deviation around the mean value. Orange line is the 

median of the data distribution, and black dashed line is the measured εr -profile from the direct-

wave approach 
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Fig. 2.8 _ Gorgonzola site dataset: comparison between the core log (on the right) and 

stochastic εr -range boundaries with 1.5 ns as error standard deviation (on the left). 
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2.4 CONCLUSIONS 

An analysis, of how a cross-hole ZOP sounding could be informative of media properties, is 

conducted. A stochastic Monte Carlo framework is applied, with the aim of inferring knowledge 

about the subsoil geometry, the permittivity distribution and the related uncertainty on the physical 

underground system. One synthetic and two experimental field cases are analysed. The synthetic 

case is relevant in the validation of the stochastic approach, since the material properties, targets of 

the method, are a priori defined. 

Both real and synthetic datasets illustrate how the often employed direct-wave approach is not 

able to take into account the complexity of the system. It usually reconstructs a smooth profile, 

sometimes underestimating the real permittivity: particularly a high εr layer might be 

underestimated, when it is enclosed between low εr media. Results show that care must be used 

inverting ZOP data for physical parameter estimation, subsurface stratification could be more 

complex than that apparent from direct ZOP evidences. Misleading assignment of material 

properties could make the evaluation significantly diverge from reality. 

The evidence, from the synthetic and the experimental Hatfield datasets, is that thin layers with 

high permittivity values, e.g. thin clay layers or lens, are not well defined. A large uncertainty is 

linked to this areas which could be invisible to investigation or misinterpreted. Where the 

subsurface is characterized by thicker layers, both high or low εr values are well defined in a narrow 

uncertainty. 

The comparison with core logs, in the case of Gorgonzola field site, shows a perfect match of 

system geometries, allowing more confidence on the validity of the analysis and on the one 

dimensional underground simplification. 
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The way hydrological parameters are deduced from geophysical data is a key point, every 

misleading alters the results and moves them away from the true hydraulic state of the system. The 

understanding of the uncertainty is essential to improve knowledge on the probable parameter 

distribution, ignoring thin finer layers or underestimating media properties leads to inaccurate 

hydrological assumptions. 
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3. PART II: HYDROGEOPHYSICAL INVERSION VIA TRACER TEST MONITORING 

 

“VADOSE ZONE „PUSH DOWN‟ EFFECT DETECTED VIA PARTICLE TRAKING 

ANALYSIS” 

 

M. Rossi 1, G. Cassiani1, A. Binley2 

1 Dipartimento di Geoscienze - Università degli Studi di Padova  

2 Lancaster Environmental Centre - Lancaster University 

 

3.1 INTRODUCTION 

Hydrogeophysics is a discipline that emerged and had a great development in the last two 

decades. The aim of this discipline is the subsurface hydrological and hydrogeological 

characterization via non-invasive geophysical techniques. It can be described as the use of 

geophysical measurements for mapping subsurface features, estimating properties and monitoring 

processes that are related to hydrological studies, such as those associated with hydrogeological 

mapping, water resources, seepage throughout vadose zone, contaminant transport, and ecological 

and climate investigation. 

Conventional sampling techniques, for characterizing or monitoring the shallow subsurface, 

typically involve collecting soil samples or drilling boreholes from which to acquire hydrological 

measurements. These direct measurements are typically sparsely distributed or acquired at an 

inappropriate scale. When the scale of the study area is large relative to the scale of the hydrological 
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heterogeneity or when the hydrology is complex, data obtained at point locations or within wells 

may not capture key information about the field-scale heterogeneity. Geophysical datasets can 

provide more dense 2D/3D information, are non-invasive, acquired faster and cost-effective. 

Associating geophysical measurements with classical hydrological measurements, it can be a great  

improvement in hydrogeological knowledge and hydrological processes definition. 

The non-invasive investigation of the shallow subsurface to understand its hydrological and 

environmental properties is a very active field of research. A number of studies have appeared 

recently in the literature, with particular emphasis on ground-penetrating radar (GPR) (Cassiani et al. 

2004b) and electrical resistivity tomography (ERT) (Binley et al., 2002). These techniques work not 

only as powerful imaging methods but also as means to measure changes in water saturation or 

solute concentration by conducting time-lapse measurements (Cassiani et al., 2004; Deiana et al., 

2008). Consequently these applications can be very effective as supporting techniques for the 

quantification of flow and transport characteristics of soil and subsoil. 

Many studies focus on the characterization of the unsaturated zone, where classical hydrological 

techniques are poor informative and where geophysical methods are an improving tool in 

hydrological parameter estimation. As it evinces from some cases, well-proved studies from 

literature, the vadose system must be stressed to obtain a clear and certain signal from geophysical 

techniques (Cassiani et al. 2005, Cassiani et al. 2009). The translation of geophysical parameters 

into hydrological quantities is a key issue that sometimes may be achieved only with a perturbation 

of the natural hydraulic state. In some cases, controlled irrigation tests and subsequently time-lapse 

monitoring are essential to link hydrological parameters and geophysical measurements with a 

reasonable degree of uncertainty. 

Tracer tests in saturated media are often monitored with satisfying results, tracer plumes are 

usually well outlined with ERT soundings. In unsaturated subsurface the signals derived from 
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changing moisture content are more influent than the salinity concentration of the injected fluid. 

The salinity of the injected water may not be too elevated, because of the increasing density of the 

fluid, that as consequence drops down at higher speed. So the salinity contrast of the new water is 

close to the salinity of the soil moisture. 

The path of a tracer in vadose zone may hence be masked from the variations of the physical 

status surrounding the dispersive plume; this could lead to erroneous interpretations of the evolving 

plume. Mass balance calculation between simulated hydraulic states and geophysical evidences may 

be in agreement, but both results may show a plume larger than the effective tracer fluid injected. 

The load of the new water, that moves under gravitational forces, produces the raising of the degree 

of saturation in the media just below the plume. This incidental effect could significantly contribute 

to geophysical signals and hydrological characterizations. 

The aim of this work is the recognition and distinction of the paths of the new injected fluid from 

the groundwater, already present in the system and activated from pressure variations, in a sort of 

“piston” effect. 

The discrimination between the new percolating water and the old pushed-down water is a key 

issue in aquifer vulnerability and soil pollution migrations, which can affect the vadose zone. 

Solvents and heavy metals migrations are poor understood, due to the complexity of achieving 

knowledge of the unsaturated system, in spite of the high importance in contamination monitoring 

and in predictive dispersive paths. 

So the approach adopted in this work is subdivided in two parts: the first is a hydrological 

parameter estimation via hydrogeophysical inversion. The hydraulic state is simulated with an 

appropriate finite element code and the results are validated from the geophysical monitoring 

evidences, in particular zero offset profile (ZOP) radar soundings. High importance is given to the 

characterization of the initial non-perturbed state. If high level knowledge is achieved from 
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geophysical data, the reconstruction of the initial steady-state is closer to reality; this is the essential 

input to obtain an accurate hydrological simulation. 

The second part of the study is the application of a three-dimensional particle tracking code, 

availing of the simulated hydrological parameter evolution, i.e. flow velocities and directions on 

discretized times. The motion of particles in time recognizes the development of the new injected 

water: the shape of the plume, i.e. the centre of mass and the dispersion, may be accurately 

reconstructed. Also the probable position of pollutants may be achieved, both they are contained in 

the injected fluid or they are present in the soil and moved for the altering pressure state. A 

comparison is hence made with the simulated hydrological state and the geophysical data. 

 

3.2 SITE DESCRIPTION 

At the Hatfield site (S. Yorkshire, UK) an array of six boreholes were drilled in 1998 in order to 

monitor tracers injected into the Sherwood Sandstone (Fig. 3.1). Four of these boreholes (H-E1, H-

E2, H-E3 and H-E4) were designed for 2D and 3D ERT, these boreholes were drilled to a depth of -

12 m and completed with 16 stainless steel mesh electrodes. Two boreholes (H-R1 and H-R2) were 

installed for radar cross-hole measurements. An injection borehole (H-I2) was in addiction drilled to 

a depth of 3.5 m and about at the centre of the geophysical arranged boreholes. 

Two cored boreholes (H-M and H-AC) were drilled at the site, about 20-25 m apart from 

geophysical arrays and the log analysis can be find in Pokar et al. 2001. The main lithology present 

in the core is medium-grained sandstone, interspersed with interlaminated fine- and medium-

grained  sandstones, particularly in the zone around -6 m depth, and between -8 and -9 m. Drift at 

the top of the section at the site is typically 2–3 m thick, and consists mainly of fluvio-glacial sands. 
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Fig. 3.1 _ Field layout with installed boreholes locations. 

 

3.3 MONITORING TRACER INJECTION TEST 

During March 2003 a saline tracer was injected into the sandstone using borehole H-I2. Changes 

in bulk resistivity and dielectric constant of the sandstone were then monitored using cross-borehole 

radar and ERT (Winship et al., 2006). Radar soundings were performed with a Sensors and 

Software Pulse EKKO PE100 system (Sensors & Software, Mississauga, ON, Canada) and 100 

MHz antennas. In the ZOP sounding the antennas were lowered at 0.25 m increments from -2 to -10 

meters below the surface. In this work we focus on ZOP cross-hole radar, high informative on 

mono-dimensional moisture variations, to validate simulated hydrological models; while ERT and 

multiple offset gathers (MOG) surveys are applied in the comparison with the particle tracking 

results. 
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The tracer consisted of 1200 l of water, dosed with NaCl to give a density of 1001.67 g/m
3
 and 

an electrical conductivity of 2200 µS cm
–1

 (groundwater conductivity measured at the site was 650 

µS cm
–1

). The saline tracer was injected over a period of 3 days, from 14 to 17 March 2003, at a 

steady rate of approximately 17 l h
–1

. The flow was monitored to gave the precise cumulative 

injection volume over time. The water table was observed at approximately 10 m depth. 

 

3.4 HYDROLOGICAL MODELS 

3.4.1 Initial steady water flow state 

Great emphasis was given to the characterization of the initial, pre-injection, steady-state. The 

quasi-steady water flow is confirmed from the geophysical soundings, that show very similar 

responses during the monitoring of the two months before the tracer test, especially in the portion 

below 3.5 m depth, where the injection is set. 

The knowledge on the initial state is the essential input to start an hydrological simulation that is 

able to reproduce the evolving characteristics of the system during the water injection. If the steady-

state flow is not described with a good accuracy, the results of the simulations could diverge from 

reality, also if the hydrological state shows a good match with geophysical evidences. 

Many tries had initially be done on the easiest direct derivation of permittivity from ZOP travel 

time velocities (v): 

           (3.1) 

where εr is the bulk relative dielectric permittivity (or bulk dielectric constant) of  the medium 

itself and c is the radar wave velocity in air ( 0.3 m/ns). The steady-state moisture content profile 

was employed in several 3-D hydraulic finite element simulations, varying the state parameters in a 

broad range. The results show a not stable initial state: percolations were observed in some areas 
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before the injection. So a statistically-based analysis became crucial in the preliminary properties 

estimation. 

In a previous study (see chapter 2) the background ZOP data are analyzed to obtain a one-

dimensional relative permittivity profile. For this purpose an electromagnetic wave simulator has 

been applied within a stochastic Monte Carlo framework, in this manner both averaging and 

critically refracted wave effects are taking into account. Results from synthetic and real ZOP 

datasets are statistically analysed to deduce what kind of subsoil permittivity distributions are 

resolvable and well defined with a degree of uncertainty (Fig. 3.2). 

On the basis of the stochastic approach a permittivity distribution is fixed. The εr profile is 

subdivided in homogeneous layers, where media are identified in an alternating sequence of 

medium and fine sandstone with the same frequency that evinced from core logs. So the subsoil is 

subdivided in several layers, combined in only three different media: the upper sandy soil (drift) 

until a depth of -2 m ( media 1) and the underlying alternating sequence of the Sherwood Sandstone, 

fine (media 2) and medium (media 3) grained materials as synthesized in Fig. 3.3 and Fig. 3.2. 

The relative permittivity of each layer is then easy linked to moisture content with the 

application of the semi-empirical complex refractive index method (CRIM) (Roth et al., 1990): 

      (3.2) 

where  is the permittivity of the sediment grains,  is the permittivity of water (assumed to be 

81 [-]),  is the permittivity of air (assumed to be equal to 1 [-]) and  is porosity.  is fixed at a 

value of 5 [-], since it is appropriate for the main lithological unit of the core and for 100 MHz 

frequency measurements, as it is shown by West et al. (2001). 

The derivation of dielectric property in moisture content requires a saturated moisture content 

estimation. Further knowledge on the initial hydrological steady-state is then necessary before 
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starting with a hydrological simulation, i.e. unsaturated Van Genuchten parameters (Van Genuchten, 

1980). These information are not achievable from non-invasive measurements, so an estimation is 

needed. 

 

Fig. 3.2 _ Hatfield steady-state conditions from stochastic approach. Grey lines are εr -range 

boundaries as function of depth, accounted as two times the data standard deviation around the 

mean value. Orange line is the median of the data distribution, and black dashed line is the 

measured εr -profile from the direct-wave approach (eq. 3.1). On the left is reported the chosen 

layers subdivision. 
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Fig. 3.3 _ Vertical mono-dimensional layers subdivision with statistical illustration of the 

permittivity distribution, achieved from stochastic approach. On the right is reported the media 

alternating sequence. 

 

3.4.2 Selection of the hydraulic parameters  

At this point a stochastic approach is adopted, via the semi-analytical hydrological simulator 

ss_infil (Rockhold et al., 1997), where the hydrological parameters are made to vary inside the 

pervious predetermined layer positions and locations (Fig. 3.3). The choice of the semi-analytical 

code is necessary, due to the faster computing time respect to a finite element software; as 

consequence, a broad range of parameters distribution may be explored. The code implements an 

integral solution for one-dimensional steady vertical water flow in layered soils with arbitrary 
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hydraulic properties: Ks, saturated hydraulic conductivity [L/T
-1

]; θr, residual moisture content [L
3
/ 

L
3
]; θs, saturated moisture content [L

3
/ L

3
]; van Genuchten model α parameter [L

-1
]; van Genuchten 

model n parameter [-]. For this model, the adopted logarithmic hydraulic conductivity function must 

be discretized in a number of piecewise-linear curve segments. In this work 50000 segments are 

employed. For the natural steady flow conditions the mean net infiltration rate is adopted: 3.5 e
-4

 

meters/day, based on rainfall data and actual evapotranspiration estimates over the period of 

monitoring at the site. 

Two millions of realizations are run in a Monte Carlo framework with parameters randomly 

sampled from appropriate ranges of variability, in according with literature values for site materials. 

Tab. 3.1 shows the parameter ranges adopted in the stochastic model. The large number of 

realizations is essential, since an hydrological quantity could differently influence the system if 

associated with others properties; so an extended exploration of the multi-dimensional parameter 

space is achieved. 

Fixed the saturated moisture content magnitude, i.e. the porosity, the natural moisture content 

profile is calculated using CRIM (eq. 3.2) and including the permittivity distribution from the prior 

stochastic analysis on the ZOP dataset (Fig. 3.3). 

At each realization of the stochastic framework, the semi-analytical code returns a mono-

dimensional profile of moisture content, that at this point could be compared with the input 

moisture content distribution: closer the degrees of saturation are, more stable is the system and 

more reasonable the simulated Van Genuchten parameters array. To evaluate the goodness of fit the 

statistical efficiency index (or Nash–Sutcliffe model efficiency coefficient; Nash and Sutcliffe, 1970) 

is calculated between the initial and the final moisture content profile: 

        (3.3) 
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where θf is the final moisture content profile resulted from the ss_infil model, θi is the initial 

moisture content profile used as input in the model and achieved from the stochastic analysis of the 

background ZOP sounding, σ
2
 is the variance of the moisture content distribution. The E is an index 

that can vary from –∞ to 1. An efficiency of 1 (E = 1) corresponds to a perfect match of modeled 

discharge to the observed data. 

VAN GENUCHTEN PARAMETERS MIN VALUE MAX VALUE 

Ks [m/d] 0.04 1.4 

θr [-] 0.03 0.1 

θs [-] 0.25 0.35 

α [m
-1

] 0.1 2 

n [-] 1.5 2.5 

Tab. 3.1_ Ranges adopted in the stochastic framework for the Van Genuchten parameters. 

 

In this work the best efficiency indexes are around -80, that are not very good values. Anyway it 

must be noticed that the efficiency is a severe indicator of the goodness of fit and that it is an useful 

tool to select those models that are closer to reality. In Fig. 3.5 the two millions Van Genuchten 

parameters for the media 3 (medium grained Sherwood Sandstone) are plotted versus the efficiency 

index. Similar results are achievable for the two remaining media. It is clear that some parameters 
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are better defined with this analysis and that ranges of variability may be restricted: θs, α, n. The 

other parameters show sparse clouds in the scatter plot: no restrictions are possible, so the goodness 

of fit should depend on the singular parameter combination and on the interaction of the hydraulic 

properties. 

An analysis on the correlation of the best 500 realizations of Van Genuchten parameters (lower 

efficiency coefficients) is pursued via the principal component analysis (PCA). The result shows 

that no correlations are present between the parameters and the efficiency index, as it is clear from 

the scores plot (Fig. 3.4). 

 

Fig. 3.4 _ Scores plot resulting from the PCA on the best 500 realizations, selected by the 

efficiency coefficient (eq. 3.3) and obtained from the Monte Carlo framework on the semi-analytical 

hydrological model (ss_infil). 
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This method is helpful to recognize those parameter combinations that are linked to a steady 

vertical water flow, the necessary starting point for an hydrological model able to follow the 

progress of an injected tracer. The best realizations, in term of efficiency index values, are selected 

for a further analysis: the three–dimensional finite-element hydrological simulations, able to 

reproduce the tracer injection and evolution in the vadose subsurface. 
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Fig. 3.5 _ Two millions Van Genuchten parameters for the media 3 (medium grained Sherwood 

Sandstone) plotted versus the efficiency coefficient. 
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3.4.3 Tracer injection simulations 

The best 100 arrays of hydraulic parameters are taking into account for further analysis. For 

every selected array of the hydraulic parameters, the three-dimensional finite-element hydrological 

simulator FEMWATER (Lin et al., 1997) is run. In FEMWATER, the Van Genuchten model (Van 

Genuchten, 1980), describing the relationships among unsaturated hydraulic properties, is adopted. 

The vadose physics are described by the following relationships: 

       (3.4) 

and 

      (3.5) 

where ψ is the pressure head and Se is effective saturation [Se = (θ – θr )/θs –θr)]. 

A model was set up to represent a parallelepiped of 11 m x 11 m in plan, to allow specification 

of zero horizontal flow-boundary conditions, and 10 m in depth, since the water table measured just 

before the tracer test was at about -10 m depth. The mesh model was composed of 195112 six-node 

prism elements and 101054 nodes. The system was obviously composed of the same vertical 

geometry adopted in the semi-analytical code (Fig. 3.3). The injection took place in the coarser 

sandstone material at -3.5 m depth. The solution to the system of non-linear equations was achieved 

with a convergence threshold for hydraulic head equal to 0.001 m. The total simulation time was 

362.6 h, coinciding with the last ZOP monitored survey. 

FEMWATER is based on a pressure head formulation, so the initial pressure head at each node 

of the mesh is required. It is calculated with eq. 3-4 from the one-dimensional moisture content 

profile and the fixed hydraulic properties for that specific simulation. 
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3.5 HYDROGEOPHYSICAL MONITORING 

The hydraulic 3-D simulations produce an evolving dynamic state, that must be corroborated by 

some experimental measures in order to validate the calculated parameters with the real physics of 

the system. For this purpose the time-lapse geophysical measurements are taking into account. 

The field plume dynamics were monitored with ZOP soundings at several time-steps. For every 

single time-step the moisture content profile was calculated from the hydrological model. At this 

point the possible approaches are fundamentally two: 

a) Geophysical inversion approach 

 translate the geophysical quantities from ZOP surveys, i.e. relative permittivity, in 

measured moisture content profiles with the petrophysical relationship accounted in eq. 

3.2; 

 extract an averaged one-dimensional moisture content profile from simulated 

hydraulic quantities distribution; 

 calculate the goodness of fit between the two moisture content profiles. 

b) Geophysical forward model approach 

 extract the hydrologically-simulated moisture content 2D-distribution between the 

GPR boreholes; 

 translate the calculated moisture content distribution in a relative permittivity 

distribution with the application of the CRIM petrophysical relationship (eq. 3.2); 

 run an electromagnetic (EM) simulator to obtain the forward model; 

 calculate the goodness of fit between the measured dataset and the calculated dataset. 

These different approaches are summarized in Fig.1.1 and Fig. 1.2, respectively. 
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The usage of the first method, directly deducing the dielectric property distribution from radar 

travel times, could lead to misleading due to critical refraction and averaging effects, as it is 

demonstrated in chapter 2. So the advantage of the second approach is the possibility of a direct 

comparison with the acquired first-arrival travel times, without the requirement of the conversion of 

these data. As consequence, the calculated velocities could be the result of a properties distribution 

that cannot be achieved from the direct-wave approach. Nevertheless, as explained in the previous 

work (see chapter 2), some material distributions could not be reproduced: there are layers that are 

quasi-invisible at the first-arrival travel times analysis, due to the singular electromagnetic wave 

propagation paths that do not involve, or only partially involve, these media. 

The approach adopted in this work is the second method. So, from the 3D hydrological model, 

the moisture content distributions are extracted at precise time-steps, which coincide with ZOP 

surveys timing. For each time-step a 2D moisture content distribution is obtained, interpolating the 

3D distribution on a 2D vertical plan, that includes the exact locations of the GPR boreholes (see 

Fig. 3.6). The moisture content values are then translated in relative permittivity with the semi-

empirical CRIM relationship (Roth et al., 1990) (eq. 3.2), including the saturated moisture content 

profile set for that specific FEMWATER simulation. At this point the εr distribution is used as input 

for an EM simulator, where the measuring survey is reproduced. The adopted EM wave propagation 

simulator is a finite-difference time-domain MATLAB code by Irving and Knight (2006). The 

modelled survey geometry reflects the measured ZOP sounding: transmitter and receiver 100 MHz 

antennas were simultaneously lowered at 0.25 m increments from -2 to -9.5 metres below the 

surface. The modelled receiver responses are then employed for the picking of the first-arrival 

travel times. 
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Fig. 3.6 _ The moisture content distribution achieved from the hydrological model. The 2-D 

representation is extracted on the vertical plan that intersects the boreholes equipped for the GPR 

measurements: H-R1 and H-R2. It is clearly visible the tracer plume evolution in time. 

 

At this point a comparison between the calculated and the measured travel times is done via the 

efficiency coefficient calculation, as exposed in eq. 3.3, but this time using travel times quantities in 

spite of moisture content (fig. Zop_confr). These results lead to an accuracy estimation of the 

simulated hydrological model: closer the calculated and the measured ZOP datasets are, more 

realistic are the simulated hydraulic parameters. This method is helpful to recognise those simulated 

hydraulic systems that are able to reproduce the real properties distributions, for an estimation of 

not-directly measurable quantities. 
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fig. Zop_confr _ Comparison between calculated and measured ZOP travel times profiling at 

different time-steps, during the monitored tracer injection test, reporting the efficiency and root 

mean square indexes. 

 

3.6 PARTICLE TRACKING ANALYSIS 

Chosen the hydraulic simulation that better matches the real subsurface system with the aim of 

the hydrogeophysical inversion, a particle tracking analysis is applied to the evolving subsoil model. 

A particle tracking code, written in MATLAB, reads the outputs of the FEMWATER hydraulic 

software at different time-steps. Time-steps must be short enough to avoid the loss of information in 

the developing hydrological state: a time interval of 2 hours is established. 

Particles are generated at the surface of injection, at -3.5 meters from ground surface (the base of 

the H-I2 borehole, see Fig. 3.1), in a fraction that is depending on the measured water flux during 

the experiment. Each particle has the same weight, that is a consequence of the total number of 

particles and the entire amount of injected tracer; so if the flux rate changes, the number of particles 

adequately varies. For this analysis 10‟000 particles are employed. 
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The particles are then moved in the three-dimensional space on the basis of the flux velocities 

extracted from the FEMWATER outputs. In this way tracer paths may be monitored and the exact 

evolution of the new water plume may be achieved. 

A subsequent comparison with the 3D inverted ERT datasets and 2D inverted MOG dataset at 

every time-step is done. The resistivity, achieved from the 3D ERT inversion, may be shown the 

tracer plume evolution in time. The centre of mass of the particles may be compared with the centre 

of resistivity variation respect to background dataset. In the 3D volume it could also be calculated 

the dispersion of the particles and of the resistivity changes, if the variations of resistivity respect to 

the background survey are achieved. The same comparison may be done on the 2D inverted MOG 

radar datasets, looking at the centre and the spreading of the dielectric property variation respect to 

the background. 

 

3.7 RESULTS AND DISCUSSION 

The applied methodology is projected for the hydrological characterization of the vadose 

subsurface zone in an experimental field. The accuracy, regarding the characterization of the pre-

injection physical state, is a focal point, essential for a following plausible hydrological model. Also 

without a previous work on the steady water flow description, the hydrological properties may be 

estimated via an hydrogeophysical inversion; nevertheless a restriction on the starting modelled 

hydrological parameters is a key point in the validation and corroboration of the simulated physical 

state. The stochastic approach leads to satisfactory results in the hydrological model able to 

reproduce the true physical state. 

Furthermore the particle tracking analysis shows interesting results. The subsoil system shows a 

push-down effect during the tracer injection, as it evinced by the comparison between the 
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hydrological model, the two- and three-dimensional ERT inversions, the two-dimensional MOG 

inversions and the particle tracking evolution. 

Both ERT and MOG imaging reproduce the true hydraulic state, taking into account the different 

resolutions of the techniques. The hydraulic synthetic model is close to that  

The discrimination of the new injected water from the old water, already present in the ground 

and moved under varying pressure forces, may interestingly be informative on the waste hazards 

and pollutant migrations. 
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The discrimination of the new injected water from the old water, already present in the ground 

and moved under varying pressure forces, may interestingly be informative on the waste hazards 

and pollutant migrations. 
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4. CONCLUSIONS 

The present work is an example of the hydrogeophysical inversion methods, where great 

emphasis is focused on the characterization of the hydraulic state preceding the tracer injection test. 

Anyway the system must be stressed under artificial hydraulic states to force the parameters 

estimation and to limit the range of probable hydrological models. Also under these condition an 

uncertainty on the hydrogeophysical inversion method must be considered, due to the challenging 

issue: the measured geophysical data are subjected to experimental errors, the resolution of the 

geophysical techniques is limited, the a priori knowledge on the site hydrogeology is imperfect, the 

complex three-dimensional hydrological state is simplified and approximated, the computational 

power and time are restricted. 

Nevertheless the results of the study report a plausible scenario concerning the hydrogeological 

characterization, the distribution of hydrological parameters and the vadose fluids mechanisms; 

crucial point for previsions and forecasting. 
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