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Abstract

The high intensity accelerators are one of the world-wide leading edge research in the beam
dynamics studies. The upgrades of the existing accelerator LINAC4, FERMILAB, FAIR
and the new applications on the neutron technologies such as ESS, IFMIF, MUNES, both
for science research, medical treatment and material testing require an increase knowledge
in the high intensity beams treatment. One of the most difficult part to be treated and
which represent the first obstacle in increasing the beam intensity in the accelerators, is the
injector part: the large number of charge particles at low energy forms a strongly interacting
system, subjected to the Coulombian interaction. The situation further complicates due to
the presence of different species which produces a plasma-like behavior of the beam. On
the behalf of the INFN-LNL team, I participated to the commissioning of the high intensity
injector (source and low energy transfer line) of the IFMIF/EVEDA project. Via experiments
and simulation model developments I contributed to the study of the beam behavior in this
specific framework. In particular I upgrade the emittance measurement routine in order to
manage correctly the artifacts; I develop and benchmark with measurements self-consistent
simulation models of the LEBT and extraction transfer line, which includes the secondary
electron from residual gas and from metal due to collisions; I design a modification of medium
and high energy line in order to test the CW steady state of the longest radio frequency
quadrupole in the world, an in-kind contribution of INFN. All the development routines and
experience will give important contributions for the next high intensity facilities. The first
chapter presents the motivation of the IFMIF project and the main characteristics required by
the accelerator. The main challenges of such accelerator are also listed. The second chapter
introduces the main concepts of the beam dynamics of space-charge which will be used in
the thesis. The third chapter presents the IFMIF/EVEDA project, with a description of the
main elements; particular focus is made onto the source, the low energy beam transfer line
and on the radio frequency quadrupole. Scaling law derivation for the extracted beam with
contaminants is shown. The commissioning phases are introduced, each with its specific
challenges. The fourth chapter presents the modification of the emittance analysis routine
which can manage the ghost infested signal of the IFMIF/EVEDA emittancemeter. The fifth
and the sixth chapters contains the simulation models developed to estimate the space-charge
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beam behavior under neutralization regime: the model with constant neutralization and
the one with the full secondary plasma evolution are presented and benchmarked with the
measurements. In the fifth chapter the measurements refers to 60−55 mA proton beam at 50
keV, while for the sixth chapter the beam considered is composed of 140−135 mA deuteron
beam at 100 keV. In these chapters, the variation of the radio frequency quadrupole beam
input characteristics with respect to the electromagnetic plasma confinement of the low energy
transfer line is studied. The original contribution in these simulations is given by the emitted
secondary electron from metal, which as some effects on the space charge compensation
process, on the emittance value. Deep study of the multispecies distributions and behavior
was performed. The four chapter defines, for the experimental proton point considered, the
solenoid variations where searching the maximum radio frequency quadrupole transmission.
The output beam behavior of this one is studied in commissioning perspective. In the
sixth chapter, after testing the radio frequency quadrupole transmission with the secondary
plasma model (also said dynamic neutralization model) with a realistic beam distribution, the
simulations of the extraction system are presented. The benchmark with the measurements
are also performed. The seventh chapter presents the design of the modification of the
medium and high energy transfer sections of the accelerator in order to allow the test of the
CW of the radio frequency quadrupole, bypassing the superconductive cavities. Extensive
simulations of the system robustness to the errors are explored. The last chapter reports the
conclusions.
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Chapter 1

Introduction

1.1 Neutron spectra from the future fusion reactors

The fusion technology is one of the main challenges of the modern era, with the aim to
produce large density and carbon free power sources.

Fig. 1.1 Sketch ITER tokamak fusion reactor. The pink is a representative picture of the
plasma confined into a magnetic confinement field. [1]

The idea is to reproduce the nuclear fusion mechanism of the stars: the confinement needed
in the stars is given by the gravity force which opposes to the reaction pressure. In that
way, it is possible to create an equilibrium between the two forces. However, this kind of
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confinement would require a large mass (comparable to the Sun) in order to overcome the
Coulomb barrier and to keep the fuel/reaction confined.
There are several way to overcome this problem. One of them consists in the usage of the
magnetic force in order to supply the confinement. Examples of this solution are the facility
of DEMO [1] and ITER [1], which will use a tokamak type reactor. The tokamak can be
described as a toroidal metallic vessel in which the plasma is confined via a magnetic systems,
as it can be seen in Fig. 1.1. The reaction which will be used in order to supply power is the
deuterium-tritium fusion, described by Eq. 1.1:

2
1H+3

1 H →4
2 He+1

0 n (1.1)

The 14.1 MeV generated by the reaction are given to the neutrons while 3.5 MeV to the 4
2He.

The neutron spectra is shown in Fig. 1.2: there is a large neutron flux with energy above 12
MeV compared to a fission reactors.

Fig. 1.2 Comparison between the neutron-energy spectra in fission and fusion reactor (DEMO
is taken as example). In (a), the full energy spectra is shown, while in (b) the range above 1
MeV is shown. It is possible to notice the significant amount of neutron flux above 12 MeV
respect to the fission reactor, with a wide peak around E=14 MeV, in agreement with reaction
described in 1.1 [2]

The neutrons escape the plasma confinement and are absorbed by the wall of vessel. The
intensity of the expected neutron flux is about 100 times the current fission power reactors,
being at the same time the main carriers of the energy produced by the reaction and the main
source of the material degradation.
At working regime of a future fusion plant, the amount of displacements per atom foreseen
will be 15 dpa/y (displacement per atom/ year)[3]. Such large radiation field poses serious
challenges for the maintenance of the compounds which composes the reactor core. Therefore,
similar irradiation source is required in order to test the reactor materials under this large
irradiation flux.
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1.2 Accelerator solution

1.2.1 Required characteristics

In order to test the material of the future fusion reaction it is important to reproduce a similar
neutron spectra: the material microstructure degradation is related to the energy and to the
flux of the colliding neutrons.
Therefore, two main characteristics need to be fulfilled by the candidate neutron source:

1. It shall have a neutron spectra peaked at 14.1 MeV

2. It shall produce a similar neutron flux, of the order of Jn = 1018 m−2 s−1

The first requirements excludes the fission reactor as candidate; as a matter of fact, their
neutron flux depleted rapidly after 12 MeV, as it can be seen in the Fig.1.2.
On the contrary, an accelerator based neutron source can fit the requirements because it is
possible to control both the energy of emitted neutrons and their flux. However none of
the long existed facilities is compliant with the spectra characteristics. In fact, the existing
spallation neutron sources produce a wide range of neutrons (not peaked at 14 MeV) up
to order of hundreds of MeV, leading to different damage of the materials. Also the ion
implantation facilities are not suited for such purpose, due to a reduced irradiation volume.
Therefore, a specific accelerator needs to be built in order to produce the requested neutron
spectra.

1.2.2 The IFMIF project

The International Fusion Materials Irradiation Facility, (IFMIF), is a projected materials
test facility in which the candidate materials for a fusion reactor can be fully qualified. The
reaction chosen in order to get an equivalent neutron spectra peaked at 14 MeV is based on
the deuterium-litium Li(d,Xn) stripping reaction.
This kind of source shows an energy distribution around a peak flux that can be adapted to 14
MeV: the design value of the projectile is 40 MeV, which ensures a board peak flux between
14-15 MeV, after the beam collides on the Liquid target.
Another characteristic remains to be fulfilled from 1.2.1: the neutron flux intensity. In
order to reach equivalent Jn, the number of deuteron collisions onto the target should be
1.56× 1018 s−1, which corresponds to 250 mA delivered by the accelerator in continuous.
Considering the energy and the current of the beam, the total power delivered on target is
5 MW, which will make this accelerator one of the most powerful in the world. Several
consequences derive from this point: such a large current will make critical the Columbian



4 Introduction

Fig. 1.3 Comparison between the different neutron source accelerator facilities and the
DEMO neutron spectra.[4]

effects in the low energy chains of the accelerator as it will be explained later. Moreover, the
large density power deposition due to possible beam control failures makes the control of the
beam behavior critical inside the accelerator: a correct beam dynamics characterization in all
part of the accelerator minimizes such risk.
The IFMIF accelerator will be composed of two twins linac’s. This kind of machines proved
to be able to manage such high intensity beams [5]. They will send the 2 × 125 mA D beam
at 40 MeV on a liquid screen target as shown in Fig. 1.4. The single linac is composed of
several parts, which are categorized by the energy of the beam:

• the ion source: D+ beam will be produced continuously by the ion source. The
deuterons will be emitted at 100 keV.

• the LEBT (Low Energy Beam Transfer): it is the line that connects the ion source with
the first stage of acceleration.

• the RFQ (Radio Frequency Quadrupole): it will accelerate and bunch the particles
coming from the source. The input beam will be accelerated from 100 keV to 5 MeV.

• the MEBT (Medium Energy Beam Transfer): the output of the RFQ will be managed
by this line and sent to the final acceleration step.
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• the SRF (Superconducting Radio Frequency) cavities: the last step of acceleration,
which will accelerate the beam up to its final energy (i.e. 40 MeV), via HWR (Half
Wave Resonators) super conductive cavities.

• the HEBT (High Energy Beam Transfer): the beam at its maximum energy will be sent
to the Liquid target, through a magnetic separator (in order to eliminate the residual
contaminants). This line will be equipped by magnetic lens which will provide a
uniform beam footprint of 200×50 mm2 on the liquid litium target.

Fig. 1.4 Sketch of the IFMIF facility, which is composed by two twins Linac accelerators
described above. The main parts of the machine are shown as well as the machine which will
be powered by the RF.





Chapter 2

Beam dynamics models

2.1 Rms quantities and multiparticle beam formalism

2.1.1 Emittance of a beam

The beam occupies a 6D volume in the 6D phase space (x,y,z, px, py, pz). If the Liouville
theorem applies to the system, the hyper-volume is maintained during the system evolution.
If the system is subject to linear forces, the shape is also maintained.
Suppose that the shape of this volume is an hyper-ellipsoid. Projections of this hyper-ellipsoid
onto transverse and longitudinal planes (x, px), (y, py) and (z, pz) are called phase space
projections and design an elliptical area. In transverse and longitudinal planes the obtained
ellipse can be described by Courant-Snyder parameters (also called Twiss parameters) via
this equation (example shown for x component):

γxx2 +2αxxx′+βxx′2 = εx (2.1)

where αx, βx, γx are the Twiss/Courant-Snyder parameters and define the orientation and the
extent of the ellipse. The emittance εx multiply by π is the 2D area of the ellipse in the phase
space.
If the motion of single particle is governed by linear forces, the εx results an invariant of
the motion, called Courant-Snyder invariant. For a defined emittance and considering the
longitudinal coordinate s which indicates the position of the beam center along the accelerator,
it is possible to calculate the beam "extent" in space (envelope) and divergence at any point s
by the following equation.
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a(s) =
√

εxβx(s) a′(s) =

√
εx

(
1+α2(s)

βx(s)

)
(2.2)

βx is called betatron function and depends on the focusing strength K(s) of the applied fields.
It is possible to show that the single particle dynamics is related to the envelope beam motion
via the Courant-Snyder parameters. Considering a lattice with periodic focusing strength
K(s) = K(s+L) (L is the spatial period) the single particle of the beam is governed by Hill
equation:

x′′+K(s)x(s) = 0 (2.3)

The solution of the Hills equation represents a particle tracing out in the phase space:

x(s) =
√

εxβx(s)cos(σ0 −φ) (2.4)

where σ0 is the phase advance. The phase advance is related to number (multiplied by 2π) of
the phase space oscillations that a particle makes in L; it is defined as it follows:

σ0 =
∫ s+L

s

ds
βx(s)

(2.5)

Finally, βx is governed by the below differential equation which depends only on the focusing
strength K:

1
2

βxβ
′′
x − 1

2
β

2
x +

1
2

β
2
x K(s) = 1 (2.6)

Taking Eq. 2.4 and its derivative, eliminating the phase variable, it is possible to obtain again
the Courant-Snyder invariant expressed in Eq. 2.1. Substituting into Eq. 2.6 the first equality
of Eq. 2.2 and derivating the a terms, it is possible to obtain the envelope equation:

a′′(s)+K(s)a(s)− ε2

a3(s)
= 0 (2.7)
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If the beam is cylindrically symmetric, a = r

2.1.2 Rms definition of emittance

It is useful to introduce a statistics formalism which can be applied to the experimental
data or tracking simulations, in order to extract informations for the beam dynamics treatise
considered above. Considering the ensemble of particles, it is possible to associate the spread
of the distribution of 2D phase space to a single value, based on the root-mean square formula
[6].

εrms,x =

√
⟨x2⟩⟨x′2⟩−⟨xx′⟩2 (2.8)

where the ⟨x⟩ indicates the average over the phase space of the quantity x. εrms,x is called
rms emittance: the related equation is the same as 2.1, but with the subscript rms. In this
case, the Twiss rms parameters can be calculated at each point s starting from εrms,x and each
particle phase space coordinates (xi,x′i):

αrms,x =− ⟨xx′⟩
εrms,x

, βrms,x =

⟨
x2⟩

εrms,x
, γrms,x =

⟨
x′2
⟩

εrms,x
, (2.9)

The rms quantities allow to calculate the xrms =
√

εrms,xβrms,x(s) and the x′rms(s) in similar
manner to Eq. 2.2, but considering the rms quantities. Multiplying the rms emittance by an
appropriate factor, it is possible to include more or less particles of the beam population,
depending on the choice (see Fig. 2.1).
From now on the subscript rms will be dropped from the Twiss parameters in order to simplify
the formalism. The εrms,x is invariant under the same condition of εx: if the self/applied
forces are not linear, or for a certain s interval the equation of motion are coupled between
planes x,y,z (such as within the solenoid fields) the rms emittance is not conserved. From
this thesis work point of view, the rms emittance growth is the main observable in order to
detect the effect of the self/applied field non-linearities.
Under the non-linearities, the shape in the phase space moves away from the elliptical contour,
developing tales, curvatures, halos. As an example, if a group of particles of the distribution
changes the phase advance respect to the central part of the distribution, the ellipsoid starts to
stretch out not uniformly. It is straightforward to notice that the rms formulation of the ellipse
does not fit anymore to the distribution: forcing to apply this formalism to such deformed
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Fig. 2.1 Measured beam emittance, rms (violet) and 9rms (green) ellipses. The beam
considered is a 55 mA H+ at 50 keV.

phase space will result in larger emittance area, because the fit tries to extend in order to
cover the tales of the distorted distribution.

2.1.3 Other useful Rms quantities

Instabilities and non-linear fields could destroy beam emittance or even disrupt beam. For
example consider the particles at the boundary of the beam (far from the core) which oscillates
at applied field frequency, given for example from a periodic focusing system), whereas those
within core oscillate at frequency which depends on the space charge.
The particles between the core and the boundary oscillates at intermediate frequency: this
makes possible the occurrence of resonances in periodic focusing channel, such as the RFQ.
In this last case, the situation is complicated by the intrinsic non-linearity of the RFQ bucket.
Example of such instabilities are the envelope/quadrupole breathing mode and centroid
(driven by image charges on the beam pipe for high current beam at relatively low energy)
instabilities, described in [7].
The PIC simulations are useful tools to study the halo formation (besides the analytic models)
and space charge effects. One parameter which can be used in order to calculate the halo
from a known distribution is defined by Wangler and Crandall [8].

H =

√
3I4

2I2
−2 (2.10)

where I4 and I2 are based on the second and fourth order moments of the phase space
distribution. I2 = ε2

rms,x, while I4 takes the expression as follow:
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I4 =
⟨
x4⟩⟨x4⟩+3

⟨
x2x′2

⟩2 −4
⟨
xx′3
⟩⟨

x3x′
⟩

(2.11)

For all the beam with elliptical symmetry in phase space it is possible to define the values of
H depending on the phase space distribution. As a reference, H = 0 for K-V distribution, 0.25
for 4-D Waterbag and 1 for Gaussian distribution. Halo occurs when H > 1 in multiparticle
simulation.

2.1.4 Mismatch

If the injected beam ellipse is not matched to the focusing system, there will be additional
oscillations of the rms beam projections. Generally, beam matching means that the beam-
density contours coincide with the ellipses corresponding to particle trajectories. Consider
a beam with a phase space which can be well described with phase space ellipse traveling
through a periodic focusing lattice. For every s axial coordinate the matched beam Twiss
parameters exist αm, βm. If the beam Courant-Snyder parameters are αx, βx, it is possible to
define mismatch parameter [9] such as:

M =

[
1+

∆+
√

∆(∆+4)
2

]
−1 (2.12)

Where ∆ = ∆α2
m −∆βm∆γm and ∆αm = αx −αm. The mismatch factor has the property that

the maximum beam size for the mismatched beam is larger than the one for a matched
beam by a factor 1+M. Thus, a mismatched beam with M = 0.1 would have a 10% larger
maximum projection. This may lead to losses and/or excitation of space charge instability of
the beam along the focusing channels, with consequent emittance degradation.

2.2 Plasma parameters and beam space-charge

When the beam current is high enough that the self fields cannot be neglected in comparison
to applied fields, the mathematical treatise of the beam dynamics gets more difficult. The
self-fields are function of the charge and current distributions of the beam. At the same time,
the charge and currents distributions are affected by the applied/self fields in such a way that
a loop is created.
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The force between the particles in the beam can be divided between "smooth" and "col-
lisional". The collisional forces is given by the interaction of the single particle with its
immediate neighbors: this force depends on the coordinate of each particles. On the contrary,
the "smooth" part allows to describe the mutual interaction between particles as smoothed
average force: in this case the force on the particle depends on the general coordinates which
apply on the charge or current distribution. If the collisional force can be neglected, the
self-field potential can be calculated via the Poisson equation:

▽2
Φ =− ρ

ε0
(2.13)

where Φ is the self-field potential, ρ is the charge distribution density and ε0 is the vacuum
dielectric constant. For a cylindrical beam with uniform density (radius 1 cm) and infinite
length, the solutions of the Poisson equation for different beam currents are shown in Fig. 2.2.
The beam is propagating in a grounded drift (V = 0, radius 7 cm). ρ depends on β = 0.0103
(relativistic ratio), I beam current, rp pipe radius and a:

(a)
(b)

Fig. 2.2 Solution of Poisson equation for uniform density infinite length cylinder. (a) Φ is
shown vs radial coordinate. The beam and the pipe radius are shown. (b) Sketch of uniform
infinite length cylinder propagating in a drift grounded,

As far as the current increases, so does the maximum of potential. Thus, the potential
maximum Φpeak indicates the "strength" of the space-charge interaction between the beam
particles. Later on, the self-field potential given by single species will be called Φun, while
the over-all potential given by the ensemble of ions and electrons will be indicated as Φ.
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It is possible to determinate which part of the mutual force is predominant looking at the
Debye Length λD, and, in particular, looking at the number of particle enclosed in sphere
of radius λD (plasma parameter). If a test charge is placed into a neutral plasma having
temperature T and equal positive ion and electron densities n, the excess electric potential
set up by the charge is effectively screened off in a distance λD by charge redistribution of
the plasma. This effect is known as Debye shielding. The Debye length in an non relativistic
plasma is defined by the ratio between the rms-thermal velocity vth = (kBT/m)1/2 and the
plasma frequency ωp. The plasma frequency can be associated with the beam intensity I:

ωp =

(
q2n
ε0m

)1/2

=

(
qI

πε0mcβa2

)
(2.14)

where a is the beam radius, m is the particle mass, c is the light velocity, q is the particle
charge, I is the current, ε0 is the dielectric vacuum constant. Substituting the above quantities
in the ratio it is possible to get:

λD =
vth

ωp
=

(
ε0kBT

q2n

)
(2.15)

where kB is the boltzamnn constant. when the plasma is composed of different species which
are not in thermal equilibrium (such can be the case of ions and electron in a LEBT transfer
line) the Debye length becomes [10]:

λD =

√ ε0kb/e2

ne
Te +∑i

z2
i ni
Ti

(2.16)

e is the electric charge, Te and Ti are the electron and ion temperatures, ne and ni are the
electron and ion densities respectively. The volume of the sphere of sphere of radius λD is
called plasma parameter: depending on the number of particles enclosed into the sphere, it is
possible to classify the different plasmas:

Λ =
4π

3
nλ

3
D ∼

(
kBT
qΦip

)1/2

(2.17)
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where Φip is the average potential energy due to its nearest neighbor distance. Comparing
the Debye length with the beam radius:

• if λD >> a the screening will be ineffective and single particle behavior will dominate.
In low current beams, the particle density is low and therefore the Debye length
diverges.

• if λD << a the collective forces plays important role, due to the fact that the Debye
screening plays an important role.

If the second case is verified, it is important to evaluate the contribution from the "collisional"
and "smooth" part of the force. In order to do so, the Debye length can be compared with the
interparticle distance: in other words, the plasma parameter. If Λ >> 1, "smooth" functions
can be used in order to described the system: the charge density and the fields of the system
can be described as a continuous function which does not depend on the single particle
position (xi,yi,zi) but on the system coordinates (x,y,z). This is possible due to the fact
that the particle density in phase space can be described differently form the not smoothing
varying function (in 1D) N(x,v) = ∑i δ (x− xi)δ (v− vi). In fact, it is possible to demonstrate
[7] that if the collisional component of the forces acting on the system is negligible, N can be
averaged over some box in phase space obtaining the function f :

f (x,v) =
1

∆x∆v

∫∫
∆V

N(x,v)dxdv = ⟨N(x,v)⟩ (2.18)

which is a "smooth" varying function. If Λ << 1, then the mutual forces becomes dominated
by the collisional part and N = f +δ f , where ⟨δ f ⟩ ̸= 0. In the IFMIF/EVEDA LEBT, the
plasma parameters are shown in Fig. 2.3. The electron energies mainly varies from hundreds
to tens of eV depending on the region of the LEBT and on the residual potential of the beam.
The densities are of the order 1015 −1016 m−3.
The plasma parameter for the IFMIF/EVEDA LEBT is on the order of 105- 106: therefore it
is possible to describe the theoretical model via smooth functions on the charge and field
distribution.
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2.3 Envelope equation with space-charge

Before writing the envelope equation for not negligible space charge field, it is convenient
to define the concept of generalized perveance. The plasma frequency, as well as the
Debye length depends on the radius of the beam distribution a. As far as a decreases, the
plasma frequency increases such as 1/a. As an example, in the beam waist region in the
IFMIF/EVEDA LEBT, the dimension of the beam can decrease down to 3 mm. For a
deuteron beam of 135 mA, ωp = 91.7 MHz.

IFMIF/EVEDA 
LEBT beam

Fig. 2.3 Te vs ne plot. The IFMIF/EVEDA reference area is displayed [10], for the electron
population at the steady state.

In the middle of the LEBT, the dimensions of the beam can increase up to 23 mm of equivalent
distribution rms radius, leading to plasma frequency of 19.0 MHz. It is therefore convenient
to introduce an independent variable (respect to the beam radius) which takes into account
the "strength" of the collective effects respect to the beam energy. This variable derived
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from the plasma frequency is called by generalized perveance Q. Considering an elliptical
symmetry beam:

Q =
qI

2πε0mγ3β 3c3 =
ω2

pr2

2γ3β 2c2 (2.19)

where γ = 1/(1−β 2)(1/2).
The perveance term indicates the ratio between the potential energy respect to the kinetic
energy of the beam. Considering a uniform density axial symmetric beam in a focusing
lattice with focusing strength K(s) the envelope equation for the matched beam obeys to the
following equation:

a′′(s)+K(s)a(s)− Q
a(s)

− ε2

a3(s)
= 0 (2.20)

where ε is the emittance of the beam. The beam is defined emittance dominated when,
considering the point where the beam radius is equal to a, the ratio between the two defocusing
terms Qa2/ε2 → 0; on the contrary, when Qa2/ε2 → ∞ the beam is space-charge dominated.
In reality, the emittance is not constant due to the nonlinear forces generated by the space-
charge field. In order to follow the evolution of this parameter, it si possible to express the
moments of the KV distributions [6] directly from the beam distribution. The moments needs
to be calculated at each step from the "real" distribution:

a = 2
⟨
x2⟩1/2

ε
2 = 4[

⟨
x2⟩⟨x′2⟩]−⟨xx′

⟩2
] (2.21)

The Eq. 2.21 is exact for the KV distribution, while it is a good approximation for the other
distributions [11]. It is clear from the envelope equation that proton beam with 50 keV and
deuterons beam with 100 keV with equal emittance and same applied focusing term (K) must
have half proton beam current respect to deuteron (i.e. same perveance than deuterons) in
order to obey the same dynamics. This fact influenced the commissioning plan because it
supplies a powerful tool to test the BD of RFQ and the other parts of the machine with a
lower power beam (a factor of 4 less than deuteron case, half energy and half current).
In the magnetostatic like IFMIF/EVEDA LEBT, the electrons generated due to several
phenomena are accumulated by the positive charge of the main beam, compensating the
space-charge potential. Therefore, Q = Q(s) term varies with the axial coordinate.
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Q and ε have not-constant behaviors of the defocussing terms lead to a very complicate
description from the beam dynamics point of view. An example of the trends of the thermal
(ε2/a3) and space-charge (Q/a) terms are shown in Fig. 2.4, for the case of H+ 55 mA and
50 keV beam. The emittance growth (given by the coupling from the solenoid nonlinearities
and space charges) and the neutralization level of more than 95% between the solenoids
imply that the beam becomes more emittance dominated along the LEBT . The sensitivity to
the percent of the level of neutralization is very high, as can be seen in 2.4

Fig. 2.4 Trend of the thermal term and space charge term respect to the LEBT axial coordinate
in space charge neutralization regime.

As far as the beam approaches to the end of the LEBT (at 2 m) the beam radius decreases,
the thermal term diverges as 1/a3, while the space-charge term diverges as 1/a. The two
bumps in the thermal term are due to the solenoids effect: in the field area the emittance is
not an invariant of the motion as anticipated before.

2.3.1 Depressed phase advance

If the space charge forces are not negligible, it is convenient to distinguish between the
the phase advances in the absence of space-charge (already defined in Eq. 2.5), called un-
depressed and the depressed phase advance (when the space charge effects are not negligible).
Calculating β = a2

0/ε , Eq. 2.5 becomes:



18 Beam dynamics models

σ0 = ε

∫ si+L

si

ds
a2

0
(2.22)

The depressed phase advance, based on a from Eq. 2.20 is given by:

σ = ε

∫ si+L

si

ds
a2 (2.23)

The ratio σ/σ0 indicates the strength of space-charge respect to the applied focusing. If the
ratio is lower than 0.5, the regime is space-charge dominated, otherwise, the beam dynamics
is kinetic (emittance) dominated.

2.3.2 Space charge neutralization

The theory treated up to here takes into account a single species beam. In reality, in the low
energy high intensity transfer line the beam transport is affected also by other species: in
particular, the space charge compensation phenomena (or space charge neutralization) can
occur with the generation and superposition to the primary beam by opposite charge particles.
Therefore, an important part of the beam dynamics characterization of this kind of transfer
line concerns the estimation of the so called secondary plasma effect.
Two s.c.c. models are considered in this thesis: the constant/static and dynamic model. In
a constant model of neutralization, the perveance is simply reduced of a factor η which is
called the space charge compensation ratio:

Q = Q0(1−η(s)) (2.24)

where Q0 is the un-neutralized beam preveance, and η is the s.c.c. term. The value can be
determined by external measurement, such as from the four grid analyzer (see Chapter 3),
via the ratio between the compensated respect to the uncompensated beam potential (i.e.
∆Φ/∆Φun = Φpeak/Φun,peak)
In dynamic model of neutralization, the s.c.c. is calculated directly from the electron charge
distribution which is superimposed to the ion distribution. Therefore, for this model both the
ions and electrons dynamics need to be calculated. In such case η = η(r,z).
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In a magnetostatic LEBT (such as IFMIF/EVEDA) electrons are supplied mainly by two
sources: the reaction between the beam ions and the residual gas, or the collisions with the
pipe.
As far as the s.c.c., which belongs from the interaction between the beam and the residual gas,
it depends on the following factors: the gas density ngas, the cross section σi (which contains
the dependance on the target atomic properties) and the velocity of the ions v. The cross
sections trend were described in [12] via semi-empirical formulas, where the parameters are
fitted with experimental data. It is possible to calculate the time needed by the electrons to
compensate the space-charge field [6] of uniform beam density drifting in a field free region
of space filled with constant gas pressure background:

τN =
1

ngasσiβc
(2.25)

were ngas is the scatter centers of the gas, σi is the ionization cross section. If the gas is
constituted by several species uniformly mixed, Eq. 2.25 can be expanded as follows:

τN =
1

N
∑

i=1
βicng,iσi

(2.26)

Similarly, also the new electrons undergo ionization process with the residual gas. The cross
section ranges from 10−20 −10−21m2

Concerning the electron ejected from the metal boundaries due to ion collision, the processes
depends on the energy exchange between the ion traveling in the metal and electrons in
the metal. The emission can be related to the kinetic energy of the projectiles (K.E. kinetic
energy emission) or to the sum of potential to produce a respective ion (potential emission).
In case of deuterons and protons at 100 and 50 keV respectively, the velocity is in the range of
kinetic emission. The secondary electron emission γ depends then on the electronic stopping
power Se(E0) [13]:

γ(E0) =
1
2

PL
Se(E0)

J
(2.27)

where J is the mean energy that the projectile must spend in order to create an electron pair,
P is the average escaping probability and L is the mean attenuation length. For the considered
energy and materials, the SEY’s are not negligible (γ > 1).
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The cross section implemented in the code for both the process will be presented in Chapter
6.

2.4 Beam Dynamics softwares

Three beam dynamics softwares were used for this thesis work, each covering a part of the
accelerator: Tracewin[14] was used for describing the LEBT in the constant neutralization
approximation and the RFQ with TOUTATIS [15] code, AXCEl-INP [16] was used to
determine the extracted beam from extraction column properties and the curvature of the
plasma meniscus. In WARP [17] it was model the entire LEBT starting from the partial
part of the extraction system. In the last part of the work the entire extraction system was
simulated, starting from the plasma meniscus.

2.4.1 Tracewin

The Tracewin code is a Particle in Cell Code: at each step a mesh is superimposed on
the bunch, which allows a smoothing of the fields to reduce the effects of artificially large
forces that would otherwise be caused by binary encounters between macro-particles. The
number of particles in each cell is counted, and the smoothed space-charge force acting
on each particle is obtained by summing the fields from the charges in each cell. Finally,
the forces are applied to deliver a momentum impulse to each particle. The particle pusher
integrates the equation of motion in space via the Leap Frog Method. The choice to integrate
in space considerably speed up the calculation time, but only the steady state is represented
and only one particle species interaction per time can be followed. The code calculates
the self-filed potential from the Poisson equation within the beam boundaries. After the
beam boundaries, the electric field trend of a Gaussian charge distribution with the sigma of
the beam and infinite boundaries is assumed. The code can gather the information on the
applied field from the used input field map or the analytic models. For simulating the RFQ,
TOUTATIS is implemented in the code. TOUTATIS is a PIC code that uses the finite element
method accelerated by multigrid technique to solve the Poisson equation. The multigrid
methods is based on the usage of several multigrids (coarser and finer) in order to estimate
the residual (which is the solution of the itertive Poisson equations). Both Tracewin and
Toutatis implement adaptive mesh refinement in order to keep the beam/mesh ratio fixed.
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2.4.2 WARP

WARP is an extensively developed open-source particle-in-cell t-code designed to simulate
charged particle beams with high space-charge intensity. There are many possible field
solvers that can be used in order to solve the Poisson equation. In this thesis the multigrid
Poisson solver with mesh refinement was chosen in order to simulate the LEBT system.
The particle pusher is integrated in time with the Leap Frog Method, but also the hybrid dirft
Lorentz pusher can be used in order to correctly estimate the charged particle gyroradius. At
each time step the PIC cycle performs the following loop:

Fig. 2.5 WARP PIC cycle [18]

WARP code is capable of transporting multispecies beam (such as electrons and deuteron) as
well as to perform, at each step, Montecarlo simulation for ionization process and secondary
particle emission. The t integration takes more time respect to a s-code to be performed, but
allows to study the transient time. The runs were parallelized with the MPI: in particular, the
simulation volume was divided in 20 longitudinal domains. Each domain was covered by a
physical core of the machine.

2.4.3 AXCEL

AXCEL-INP is an axial symmetric Vlasov-solver, which uses the finite difference method in
order to solve the equation. That implies to solve the Poisson equation and to determine the
particle distribution function which influences the Poisson equation itself.
The first iteration calculates the potential from the self fields solving the Laplace equation. In
the second step, the particles are tracked. The new potential map, computed with the Poisson
solver which takes into account the charge particle distribution projected on the grid from the
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tracking rays, is generated. New iterations of the second step are done up to the steady state
is reached, ensuring the self consistency.
The AXCEL-INP software assumes a plasma in thermal equilibrium and no collisions or
ionization are implemented. Due to the large perveance of the beam (5.0×10−3), in order to
obtain reasonable estimation at 19.6 mm from the plasma electrode, a constant neutralization
was set to 97% after the −100 V equipotential lines on axis. No plasma heating is considered;
within the plasma sheet, the electrons have a Maxwell-Boltzmann distribution which depends
on the plasma potential Φp and the electron temperature Te. The electron density follows:

ne(Φ) = ne,0e
Φ−Φp
kBTe (2.28)

The code adds this electron distribution to the computed ion distribution when solving the
Poisson equation for in the region before the plasma sheet.



Chapter 3

IFMIF/EVEDA, the test facility

3.1 The engineering test facility

In order to minimize the risks of project failures due to the demanding performances, as
explained in the Chapter 1, it is important to test the accelerators parts which will face the
main technological and physical challenges.

Fig. 3.1 Sketch of the LIPAc accelerator with the contributors for each part of the machine

This project phase is called IFMIF/EVEDA (Engineering Validation Engineering Design
Activity) ) and it is jointly developed by Europe and Japan. The purpose is to install and to
commission in Rokkasho, Japan, an accelerator prototype called the Linear IFMIF Prototype
Accelerator (LIPAc). The European countries are responsible to built the accelerators parts,
while the infrastructure is provided to the Japan.
The LIPAc is composed of the key parts of the IFMIF accelerator. In such a way, it will
obtain a CW beam of 125 mA at 9 MeV, which will collide onto a high power beam dump
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specifically designed for such purpose. The target performances are 1.125 MW power onto
the beam dump, which will make this machine one of the most powerful of its kind [19].

Fig. 3.2 Sketch of the LIPAc accelerator with its different parts and energies

The accelerator components and the in-kind contributions are the following:

• the ion source: the ECR (Electron Cyclotron Resonance) ion source is designed and
built by CEA Saclay [20]. It consists of a 2.45 GHz RF power source with a 2 coil
magnetic structure. The nominal CW beam extracted consists in 140 mA D+ at 100
kV. For commissioning purposes, the source can extract also tens of mA of H+ at 50
kV.

• the LEBT : is also built by of CEA Saclay [21], this final part of the injector of 2.05 m
length (from plasma electrode to the end) is equipped with two solenoids of 310 mm
length which are able to provide 0.76 T axial field. These two lenses need be tuned in
order to match the output beam characteristics from the source exit to the RFQ input.
Chopper system and a diagnostic boxes are installed in order to allow commissioning
and beam control.

• the RFQ [22, 23]: is designed and built by INFN-LNL, INFN-Padova, INFN-Torino
and INFN-Bologna. It consists of a CW 9.8 m long 4-vane RFQ, which will accelerate
130 mA CW D+ up to 5 MeV. During the commissioning it will accelerate also H+ up
to 2.5 MeV with 70 mA current, which has the same beam dynamics of the nominal
beam.

• the MEBT: the MEBT is an in-kind contribution of the CIEMAT [24]. It is roughly
2 m long and it is composed by one triplet ( three quadrupole lens in a FODOF
configuration), one doublet (two quadruples in a FODO configuration) for transverse
focusing and two five-gap IH resonator bunchers for longitudinal focusing into the
SRF cavities.

• the SRF Linac: (in-kind contribution of CEA [25]) accelerates deuteron from 5 MeV
to 9 MeV via 8 superconducting HWRs cavities, alternated by 8 superconducting
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solenoids. These last elements ensure the transverse focusing. All of these devices are
contained in a 6 m long cryostat cooled down by liquid helium.

• the HEBT and the power beam dump: the HEBT transports the 9 MeV D+ beam onto
the beam dump (HPBD High Power Beam Dump), via two triplets and one doublet. A
20◦ magnetic dipole is used in order to separate the not nominal energy particles.

3.2 The injector

The injector will inject an appropriate beam into the RFQ. It can be divided in two parts: the
source and the LEBT.

Fig. 3.3 Photo of the LIPAc injector installed at Rokkasho

3.2.1 The source

The source generates charged particle beam in the following way: the magnetron generates
around 1 kW RF power at 2.45 GHz, which travels through the wave guide up to the matching
transformer. The matching transformer matches the impedance to the plasma chamber. In
the plasma chamber, the free electrons are moving in a spiral orbit following the Eq.3.1:

ωg =
eB
me

(3.1)
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extraction 
column

solenoid 1

injection 
cone

EMU
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source coils

solenoid 2

Fig. 3.4 Sketch of the LIPAc injector. The values are in mm

where B is the magnitude of the static magnetic field, e is the electron charge and me is the
electron mass. The magnetic field is generally supplied via electromagnetic solenoids.
When the RF power with a frequency (ωRF) is applied, the electrons coincidentally in phase
with the electric field get accelerated, whereas the others get decelerated. The maximum
energy gain occurs when the Eq. 3.2 is satisfied:

Becr =
ωRFme

e
(3.2)

Every time an electron passes the resonant region, defined by Becr, it gains energy from the
electric field, heating up. In the IFMIF case, for the RF frequency of ωRF = 2.45 GHz, the
magnetic field resutl Becr = 0.0875 T. The hot electron ionizes the neutral atom, generating
another electron. For the IFMIF-EVEDA source, the magnetic field in the plasma chamber is
given by two electromagnetic coils, placed around it (see Fig. 3.5).
Then, the positive ion is extracted through the extraction hole, due to certain potential applied
within the electrodes. The application of the extraction voltage leads to the formation of a
narrow plasma meniscus (defined by ne = 0 or ∇Φ = 0), shown in Fig. 3.6.
It depends on the ion density, the plasma potential, the external potential and the electron
temperature. The equilibrium is reached when dynamic potential is set up between the
applied fields and the plasma.
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Fig. 3.5 Sketch of the center region of the source complex in cylindrical coordinates. The
main parts are shown: the two source coils, the plasma chamber, the RF and extracted beam
direction, the iron shielding and the extraction electron region.

The curvature and the shape of this meniscus (see Fig. 3.6) is an important phenomena to
take into account for the beam optics. It is possible to evaluate its shape (convex or not) via
the Child-Langmuir law.

Fig. 3.6 Example of plasma meniscus in a diode system. The extraction is shown as well as
the beam and the shape of the plasma meniscus. The plot presented considers the first two
electrode of the extraction system.

The Child-Langmuir law

Consider a 1D problem where a single species particle of charge q and mass m0 is at rest at
the z = 0 coordinate. Consider two parallel plates with a distance d and potential difference
of V0 between them (diode system 3.7). If the particle at the end of the extraction is not
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relativistic (qV0 << m0c2) it is possible to calculate analytically the maximum current density
that can be supplied by this system (described in Eq. 3.3).

Fig. 3.7 Sketch of the diode system from which the 1D Child-Langmuir model applies.

The limitation on the extractable current comes from the longitudinal repulsion of the charged
particles. The model is limited to the fixed plane emitter (the region from which the particle
of mass m0 emerges). In an ECR ion source the emitter coincides with the plasma meniscus,
which can vary depending on the species densities, temperatures and plasma voltages. In
general, it may be not flat, as shown in Fig. 3.6. Eq. 3.3 calculates the maximum current
density obtainable from the diode system:

J =
4
9

ε0

(
2

q
m

)1/2 V 3/2
0
d2 (3.3)

where J is the current density. It is worth to compare the Child-Langmuir with the experi-
mental value of the current extracted. If the ratio between the current density extracted and
value obtained with the Child-Langumir law is Jext/JCL < 1, a concave plasma meniscus
should be expected. Otherwise a convex plasma meniscus will be set. When the Jext = JCL

the plasma meniscus is expected to be plane.
Eq. 3.3 suggest a way to scale the current density (thus the extraction optics properties)
between two different species. In IFMIF/EVEDA case, it may be requested to scale between
deuteron and proton: to have half current density for a half mass beam m/2 and the same
charge q, for the same extraction geometry (i.e. the same d), the quantities must be related in
this way:
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JD

2
= JH =⇒ V0,H =

V0,D

2
(3.4)

However, in a real source, like for the IFMIF/EVEDA case of proton beam generation, the
main problem encountered for the direct scaling is the approximation of single species beam
included in the model, which follows a trend of (q/m)1/2.
As a matter of fact, the different contaminant presence may not be negligible and therefore
must be included in the treatise.

Extension to multispecies for the Child-Langumir law

For a multispecies extraction it is important to expand the validity of Eq. 3.3. For a
unidimensional system of parallel plates as shown in Fig. 3.7, with N number of species with
mass mi, charge qi and ρi the following equations need to be solved:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

d2Φ

dz2 = ρ

ε0

ρ =
N
∑

i=1
ρi

Jtot =
N
∑

i=1
ρivi

If, at the end of the diode, for any i it is verified that qiV0 << mic2 (not-relativistic approxi-
mation), it is possible to explicitly calculate the velocity for any i. Substituting Eq. 3.3 into
the Poisson equation of the above system:⎧⎪⎨⎪⎩

vi =
√

2qiΦ
mi

d2Φ

dz2 = 1
ε0

[
N
∑

i=1

Ji
vi

]
If the chosen species to be accelerated is i = 1, it is possible to re-write the equation
explicating the factor

√
m1/2qiΦ:

d2Φ

dz2 =
1
ε0

√
m1

2q1Φ

[
N

∑
i=1

Ji

√
mi

qi

q1

m1

]
(3.5)

Calling the Jeq =
N
∑

i=1
Ji

√
mi
qi

q1
m1

, which depends on the species fractions and on the charges,

the familiar form of the differential equation is retrieved, but with Jeq instead of the single
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current density J:

d2Φ

dz2 =
1
ε0

√
m1

2q1Φ
Jeq (3.6)

Eq. 3.6 can be solved, and taking into account the initial condition Φ(0) = 0 and Φ′(0) = 0,
it is possible to write the scalar potential as a function of z:

Φ(z) =
(

3
2ε0

)4/3 (
Jeq
)2/3

(
m1

2q1

)
z4/3 (3.7)

If we apply the boundary condition Φ(d) = V0, the standard form of the Child-Langumir
equation is obtained, but with Jeq defined as Eq. 3.6.

Jeq =
4
9

ε0

(
2q1

m1

)1/2 V 3/2
0
d2 (3.8)

Comparing Eq. 3.8 with Eq. 3.3: for any choice of V 3/2
0 /d2 the current density of m1 species

sustainable in case of single species fraction is always larger than in the case of multispecies
extraction. The net effect results in changed optics between the two cases. J is the sum of
all the current densities of the different species defined in the system above. Defining ξi the
current density fraction of the single species respect to J, it is possible to write:

Ji = ξiJ (3.9)

Therefore Eq. 3.8 becomes:

J
N

∑
i=1

ξi

(
mi

qi

q1

m1

)1/2

=
4
9

ε0

(
2q1

m1

)1/2 V 3/2
0
d2 (3.10)

For the IFMIF/EVEDA case, the ion charge qi = 1 ∀i = 1, ..N; in this case, the scaling for
the multispecies depends on the mass ratio:

J
N

∑
i=1

ξi

(
mi

m1

)1/2

=
4
9

ε0

(
2e
m1

)1/2 V 3/2
0
d2 (3.11)

If proton beam is extracted, the molecular ions H+
2 and H+

3 are expected as contaminants.
Taking the normalized current density J/Jmax, where Jmax is the maximum current density
obtainable with a single species extraction for a maximum potential Vmax, a fixed gap distance
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and a normalized gap potential V/Vmax it is possible to see the effect on the extracted current
on the plot in Fig. 3.8.

Fig. 3.8 Normalized current densities J/Jmax with different contaminant species for a fixed
ratio of 50%, respect the normalized gap voltage V/Vmax. The maximum current density
correspond to the smaller mass species singly extracted extraction.

As the contaminant mass becomes larger, the sustainable current decreases, in agreement
with the increased Coulomb repulsion term in the source, which depends on the m/q ratio.
In conclusion, Eq.3.11 shows that in order to maximize the extraction performance it is
important to minimize the contamination. As an example, in order to scale a deuteron beam
density current of 140 mA/cm2 with a deuteron fraction of 93%, for a H fraction of 60% the
current density needs to be reduced from 70 mA/cm2 (simple scaling) down to 65% mA/cm2

The extraction system

The extraction system is the source part where the ions are extracted and accelerated from
the plasma. In IFMIF/EVEDA case, the extraction is composed of an accelerator column
made by a system of five electrostatic lens, as shown by Fig. 3.9:

• The plasma electrode (P.E.) is the first electrode of the system and it is placed at the
nominal voltage (i.e. 100 kV for d, and 50 kV for p). Within the PE, the plasma
meniscus is generated, whose shape depends on the plasma parameters.

• The intermediate electrode can have a varying voltage, in order to tune the plasma
meniscus generated in the P.E. This is possible due to the fact that it sets the voltage
difference in the first gap and in the second gap.
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• The first ground closes the extraction gaps system and protects the following electrodes
form uncontrolled beam.

• The repeller electrode has a negative potential. The main effect is to repel the electrons
coming from the LEBT, in order to avoid them to enter in the plasma chamber with
tens of keV of kinetic energy. As a second effect, it defines a geometric boundary
where the neutralization starts to apply. This have an huge effect on the final extraction
output beam.

• The 5th and last electrode is placed at ground potential (2° G).

The main difference with respect the diode system is the presence of the intermediate
electrode, which creates two gaps instead of one. Changing the potential in the intermediate
electrode helps to tune and modify the plasma meniscus, but with the price of creating two
gaps. A focusing/defocusing kick between the two gaps is then generated. It depends on the
electric fields before and after the intermediate electrode hole, as described in [6]. Its effects
is not negligible in the extraction optics.

P.E.
I.E.

1° G

Rep.

2° G

Fig. 3.9 RZ plot of the extraction system with a typical extracted beam of 156 mA with a 20
kV potential different between the P.E. and the intermediate electrode: the equipotential lines
and the beam trajectories are shown

In order to evaluate its effect, combined with the plasma meniscus shape, it is important
to simulate the system with an appropriate software. Nevertheless, the scaling optics can
be used in order to predict the beam behavior, via the formula expressed in Eq. 3.11, and
was verified via simulations. In order to do so, for this kind of extraction, the five electrode
system is reduced to the plasma and intermediate electrode; the extended Child-Langmuir
and all the other considerations about the plasma meniscus apply to the this reduced system.
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The charged particles in the extraction system is also affected by the fringe field of the
magnetic field generated by the source coils. The effect of decreasing magnetic field results
in a rotation of the beam, which leads to an emittance increase given by Eq. 3.12:

εrms,n =
r2B0

8c
q
m

(3.12)

where r is the plasma extraction hole, q is the charge and B0 is the axial magnetic field.
Considering r = 6 mm, B0 = 0.0880 T and a deuteron beam the result is εrms,n = 0.05 mm
mrad, which is not negligible considering that the requirements of the emittance at the end of
the LEBT is εrms,n ≤ 0.3 mm mrad. This effect is a direct consequence of Busch theorem [6]:
the azimuthal momentum is a constant of the motion in an axis-symmetric magnetic field,
such as the source coils. At the plasma electrode position, the ion beam has a low temperature
(order of 0.1 eV/kB). Therefore, the kinetic component of the azimuthal momentum is almost
0.

pθ = mr2
θ̇ +

1
2

qBzr2 ≃ 1
2

qBr2 (3.13)

the azimuthal momentum at the position where Bz ≃ 0 (generally coincidents with the end of
acceleration), becomes, due to the Bush theorem:

pθ = mr2
θ̇ =

1
2

qBzr2 (3.14)

Thus, the gain of azimuthal momentum at the end of the acceleration section (where the Bz

is supposed to be negligible) is directly dependent on the magnetic field on axis and on the
square of radius. In order to obtain the magnetic field data to be studied and simulated, it
was necessary to simulate the magnetic field of the source coils with finite element method
due to the presence of the iron shield which surrounds the plasma chamber; its role consists
indeed of avoiding the fringe field propagation in the extraction system. The effect of the
iron shielding onto the extraction part is shown in Fig. 3.10:
The shield substantially reduces the magnetic field on the extraction region, changing the
beam transport and the other charged species behavior, such as the free electrons.
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Extraction regionPlasma chamber region

Fig. 3.10 Trend of the axial magnetic component respect to the axis distance: two trends
are shown:one with the magnetic shielding opened (blue line) and the other one with the
complete magnetic field. It is possible to notice the larger field in the extraction region.

3.2.2 The LEBT

The LEBT is composed of two solenoids, one diagnositc box and an injection cone. For
commissioning purpose another diagnostic box is available for studying the beam behavior
during commissioning operations. The diagnostic boxes are equipped with beam diagnostics
(which will be discuss later) and a chopper for pulse beam operation.
In the injection cone an electron repeller is installed, whose purpose is to built up a Coulomb
barrier in order to deplete the electron presence at the RFQ entrance.
As far as the vacuum is concerned, two turbo pumps are installed at the exit of the extraction
column and between the two solenoids.
A smaller pump is placed at the injection cone, in order to aspirate the outgassing caused by
the contaminant or by the chopped beam collisions. A spare pump is used in case the third
diagnostic box is installed.
In order to improve the space charge compensation, the LEBT foresees the possibility to
inject an external gas (such as Kr) in the first diagnostic chamber, located in the middle of
the two solenoids.
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Solenoids

The LEBT focusing system is composed of two solenoids of 310 mm length (iron shield
included) and 120 mm radius bore (beam axis windings). The Bz field profile for example
values of solenoids for D beam is shown in Fig. 3.11

Source coils

solenoid 1

solenoid 2

Fig. 3.11 Trend of Bz along axis for the LEBT and injector. Example values for D beam are
shown

The focusing strength of the solenoid with respect to a certain species can be evaluated with
the following equation (in paraxial approximation):

1
f
=

(
q

2mcβγ

)∫ z2

z1

B2dz (3.15)

for Bz = 0.31 T the result is fd = 0.828 m in case of deuterons, while fe = 2.2× 10−6 m
for electrons with 1 keV energy. Due to the sensitivity of the electrons to lower values of
magnetic fields, the entire LEBT map was imported into the simulations which involve the
secondary electrons.
The solenoids incorporate two xy steerers, in order to correct the beam orbit at the RFQ
injection.
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3.3 Beam instrumentation of the LEBT

This section reports the main beam instrumentation used in the LEBT during the commis-
sioning operation.

Fig. 3.12 Sketch of the LEBT complex and injector with the diagnostics, the focusing
elements and the second diagnostic box.

3.3.1 Allison scanner

One of the most important diagnostic is the Allison scanner emittancemeter (EMU). Its
working principle is based on the following: a beamlet is selected from the main beam by
the entrance slits of the Allison scanner at some coordinate x; then, the beamlet propagates
between two metallic parallel plates. At each plate a certain potential is applied. Thus, the
beam is deflected depending on the initial x′ and the V applied on the plates, following the
formula:

x′ =
V D
2gVb

(3.16)

where V is the applied voltage between the plates, g is the gap between the plates, D is the
effective electric length, and eVb is the kinetic energy of the beam particle. If the trajectories
are deflected enough to enter into the exit slits, the current is collected by a Faraday Cup.
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Therefore, at each position x several x′ are scanned varying the potential, and for each doublet
an intensity Ii is associated.
The result is 2D surface made by triads of (xi,x′i, Ii), from which it is possible to estimate the
phase space (see Fig. 2.1 for an example of measured phase space). The analysis of such
data will be discussed in the next Chapter.

Fig. 3.13 Sketch of the IFMIF/EVEDA EMU. The entrance and exit slit apertures are written
(d1 and d2). All the values are in mm

3.3.2 Allison scanner measurement error estimate

The error on the emittance measurements made by the Allison scanner can be divided:

• analysis errors

• hardware errors

The total contribution on the error follows Eq. 3.17:

σerr =
√

σ2
an +σ2

hw (3.17)

The analysis errors σan depend on the post analysis process of the output. In particular, it
relies on the routine which interferes the emittance from the background. Their contribution
will be discussed in Chapter 4.
Four possible error sources were identified. The discussion of the most significants are
reported.



38 IFMIF/EVEDA, the test facility

Thermal effects to power deposition

As anticipated by the previous chapters, the power deposition of such large current ion beams
may have not negligible effect even at low energy. As far as the emittancemeter is concerned,
the beam power which ranges from 13.5 to 3.5 kW at 100% D.C. can deform the entrance
slits, leading to emittance over-estimation.
In order to estimate this effect, several thermo-mechanical simulations were done with
different D.C. and beam input sizes. The software used is COMSOL. The beam impacting
onto the emittancemeter is a Gaussian-spatially distributed D+ beam of 130 mA and 100 keV.
The σ of the distribution was estimated from a self-consistent beam dynamics simulation
done with WARP. The geometry of the emittancemeter and the surface power deposition is
shown in Fig. 3.14. A cylindrical aperture drift was added in order to allow the heat transfer
via irradiation when the temperature on the slits reaches over 500◦ C.

Fig. 3.14 EMU thermal power deposition: surface power density distribution is shown for
the case of Gaussian distributed (σ = 10 mm) d+ at 100 keV and 130 mA current.

The results of the displacement for various D.C. and beam sizes are shown in Fig.3.15. Above
10% D.C. the slits starts to deform, invalidating the measurement: when the beam intensity
is maximum, the central part of the fissure shrinks, thus the current at the F.C. is indeed
lower than what should be. As far as the beam intensity is maximum in the center of the
distribution, the measured phase-space of that zone receives a lower intensity.
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Fig. 3.15 Displacement field of the EMU entrance slits due to power deposition for 3% 10%
and 50% D.C. beam of 130 mA.

The ratio between the tales and the center of the beam is drastically modified, with an increase
of statistical weight of the external part of the beam. Therefore, the emittance estimation,
which is based on the intensity of each zone of phase space, results larger than the reality.
This effect is not negligible above 10% (Fig. 3.15). All the measurements and commissioning
working points studied in this thesis are below that level.

Finite slit size induced error

The slits width affects the measurement accuracy: increasing the width lowers the emittance
measurement resolution, depending on the beam divergence and dimensions (thus on the
Twiss parameters). The resulting emittance growth, in case of a Gaussian spatial distributed
beam, can be estimated with [26]:
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where εm,αm,βm are the measured Twiss parameters of the beam, while d1 and d2 are the
entrance and exit slits, d1 = d2 which are 0.1 mm. The results can vary from −1.7% to 2%
depending on the beam parameters.

Space charge effects

When the residual beam has passed through the slits, it propagates along the emittancemeter
gap. Eventually, it may increase its width due to the space charge field. Therefore, the beam
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at the exit slits can be larger than expected; as a results, the current read at the Faraday Cup
may be lower. Thus, it is important to determine if the beam transverse dimension growth at
the exit slits, caused by space charge, is negligible or not respect to those one induced by the
intrinsic divergence of the beam.
In order to estimate this effect, a flat constant density zero emittance beam is considered. If
the beam is Gaussian distributed in space, the deflection of the ions at the beam-boundary
can be calculated via [26]:

∆x =
1
2

eEs

mi

(
Ls

βc

)2

(3.19)

where Ls is the slit to slit distance, Es is the self-electric field at surface. The relative increase
∆x respect to the aperture slits can give an estimate of the contribution of the space charge.
The equation becomes [26]:

2∆x
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(3.20)

where Ib is the residual beam current after the front slits and σ is the Gaussian distribution
sigma at the emittancemeter. Substituting the variables with the IFMIF/EVEDA deuteron
beam of 135 mA beam at 100 keV, Ib = 1 mA and σ = 1 cm from a Tracewin simulation,
the grow ratio respect to the aperture slit is 0.13%. Therefore, the space charge induced
displacement is small respect the beam x occupancy at the exit slits (i.e. 0.3 mm) and its
contribution is negligible.

Random measurement errors

The overall reproducibility of the emittance measurements (when enough stable beam
extraction were ensured) was normally within 8% for the rms parameters for the majority of
the cases. For few cases the largest differences ranged from 10% for the emittance, to around
15% for Twiss parameters βx and αx.
These contributions are the major contributors to the errors from the hardware side. It
was decided then to assign an error of 7% to the emittance data, while 10% to the Twiss
parameters, in order to be conservative.
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3.3.3 Faraday cup

Two Faraday cup are installed in the LEBT system. Their working principle is based on
collecting the charges from a charged beam onto an insulated metallic cup, and measuring
the current using a calibrated resistor.

Φc =
I
q

(3.21)

where Φc is the charged particle flux (number of ions per second), I is the measured current
and q is the charge. When the beam collides with the cup, it may create secondary electron.
This electron can escape the Faraday cup region, leaving in the metal another positive vacancy.
The current is therefore artificially increased by the ion and the vacancy. In order to avoid
this problem, a negatively biased suppressor ring is placed at the entrance of the cup, in order
to send back into the metal the emitted electron. The vacancy is then neutralized and no
current overestimation is to be expected.
In IFMIF/EVEDA LEBT, the first FC is placed between the two solenoids and it is biased
with a negative potential, to suppress secondary electrons that give an artificial increase of the
read current. The second one is the beam stop, situated at the end of the second diagnostic
box.
During commissioning, the beam stop shows an underestimation of the beam current due
to the secondary electrons emitted from the surroundings. Therefore, in the last two com-
misioning campaigns, dipole magnets were installed in order to deflected the out-coming
electrons.
For phase B, the low power beam dump (LPBD) at the end of the MEBT will be transformed
into a Faraday Cup, electrically insulating the structure and adding a repeller electrode at the
exit of the LPBD. The 5 MeV D beam will collide onto the surface of the low power beam
dump, generating secondary electrons. In order to check the potential needed on the repeller,
WARP[17] simulation with POSINST module was used; the results shows that a voltage of
−5 kV is enough to stop the out-coming electrons.

Measurement errors

The experimental error on the measured current is composed of two contributions:

• noise: given by the read-back system and the beam instabilities. The current oscillates
of about ±1 mA
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Fig. 3.16 Steady state regime of simulation of secondary electrons generated by the collisions
of 5 MeV deuteron beam energy onto low power beam dump. The electron are colored in
blue

• secondary electrons: when the BS does not intercept all the beam, some particles
collide with the end of the diagnostic chamber. Back streaming electrons can be
then emitted. If these secondary electrons are absorbed by the BS, they cause an
underestimation of the current [27]. From previous measurements, the difference on
the current was about 11% of the current transmitted. As a safety margin, it was
decided to add this uncertainty contribution for any transmission lower than 85%.

3.3.4 Doppler shift spectrometer

The Doppler shift species portion measurement is a technique based on the Doppler effect,
which allows to determine the species fraction in a non destructive manner.
As an example in the proton case, the H+ are extracted with some contaminants from the
ion source: the H+ beam and its contaminants (H+

2 , H+
3 ) interact with the residual gas in

the beam pipe, in such a way that they undergo dissociative charge-exchange collisions with
the residual gas molecules, emitting photons. Neutral hydrogen atoms with three different
energies are formed: the energy of these atoms are, for the above case, eVext , eVext/2 and
eVext/3 (Vext is the ion source potential). Therefore, the emitted wavelength will depend on
the neutral ion velocity in such a way that, observing the beam direction with a certain angle
θ , the shifted wavelength becomes:
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λ = λ0(1−βcos(θ)) (3.22)

where λ0 is the unshifted wavelength and θ is the angle between the viewing line of sight
and the beam direction of propagation. Therefore, the contaminant ratio is determined from
the light intensity (analyzed by a monochromator) associated with each Doppler-shifted line.
In the IFMIF/EVEDA LEBT, the Doppler Shift Spectrometer is placed between the two
solenoids, in the first diagnostic box.

3.3.5 The Four Grid Analyser

The aim of the four grid analyzer is to evaluate the beam neutralization by measuring the the
residual gas ions or electron kinetic energy. The ions and electrons belong to the secondary
plasma generated by intense ion beams due to ionization processes. Thus, their energy
are related to the beam residual potential (the beam potential which has been reduced by
the electrons contributions); therefore, an estimate of their energy gives an estimate of the
residual self-field potential.
In order to do so, the FGA is generally composed by 4 grids placed at specific potential:

1. the first grid defines the ground equipotential.

2. the second grid is set to some potential in order to accelerate or reject the ion or the
electrons, depending on which species the study is set.

3. the third grid is the analyzer grid: the potential is scanned within the energy range
the user wants to study; depending on the kinetic energy, the residual gas ions which
arrive on the grid will pass through or will be rejected. The percentage of ions/electron
that passes through the grid and reaches the FC, gives the signal of the FGA related
to the 3th grid potential. The reading (V3, I), in first approximation, is the cumulative
function of the secondary plasma energy distribution.

4. the last grid is the electron repeller suppressor of the final Faraday cup collector

For the above considerations, the current collected by the FGA obeys the following equation:

I(Φ) =
∫

∞

Φ

f (u)du (3.23)
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(a) (b)

Fig. 3.17 (a) FGA sketch: the position respect to the beam pipe is shown [28] (b) FGA
example with 5 eV particles and 3rd scanning grid voltage of 15 V

where f is the energy distribution of the residual gas ions/electrons. In order to calculate this
integral, a possible choice is to consider the ions from the residual gas to have a Maxwellian
distribution in velocity. In first approximation an ion reaches the FGA with a velocity equal
to v2 = v2

i +2eVp/mi, where v is the final velocity, vi is the initial velocity, Vp is the residual
plasma potential and mi is the ion mass. The contribution to be analyzed is given by the
plasma potential, which contains indeed the information on the space charge compensation.
vp can be expressed as v2

p = 2eVp/mi = v2−v2
i . Substituting vp into the Maxwell distribution

equation, the formula becomes:

f (v) = 4π

(
− mi

2πkBTi

)3/2

e
mi(v

2−v2
i )

2kBTi (v2 − v2
i ) (3.24)

where Ti is the ion temperature and, kB is the Boltzmann constant. Considering that v2
peV ,

the Maxwell distribution can be expressed in terms of energies. Taking into account that
the energy selection made by the FGA is done with V3 (3rd grid potential), the expression
becomes:

f (V3) =
4√
π

(
mi

kTi

)1/2

e−
eV3−eVi

kTi
eV3 − eVi

kTi
(3.25)

The cumulative distribution function of the 3.25 can be expressed as:
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I f ga(V3) ∝ er f
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V3 −Vi
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V3−Vi
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∆

∆
(3.26)

where ∆ is a factor proportional to kTi and the σ of the distribution, and contains all the
information on the space charge residual potential hole.

Deviation from theoretical treatise

The condition Ep > eV3 (Ep is the particle kinetic energy) for a particle to pass through the
3rd grid and to be collected by FC is necessary but not sufficient. As an example, if a particle
with an energy higher than the selecting grid gains a transverse component in velocity (i.e.
orthogonal the FGA axis) due the previous grids (which act as focusing/defocussing lens),
it may be deviated in such a way to collide against the metal part of the detector. As a
consequence, its charge is not collected by the FC. The same situation may not occur with a
different ion energy (provided the kinetic energy is still higher than 3rd grid voltage), due to
the different focusing/defocusing effect of the grid.
Therefore, there is a dependence of the transmission function (through the 3rd) respect to the
velocity components of the ions (v⊥ and v∥) which can bias the measurement.
Another source of uncertainty refers to the potential drop between each wire of the 3rd grid:
it determines the resolution of the system. Indeed, if a particle with 14 eV passes right in
the center between two wires, where the potential drop brings the value from 14 V (value
applied on the grid) to 13 V, the particle will pass the grid, generating spurious signal. The
system has a resolution worse than 1 eV.
Therefore, the output signal of the FGA is not the simple CDF of the Maxwellian distribution,
but it is a convolution of the response function (which takes into account all the above
considerations) and of the CDF. Therefore, if the CDF of the Maxwellian distribution is
chosen as a fit of the FGA signal, it may encounter difficulties in the fitting at the beginning
and the end of the V3 interval values. This uncertainty was added to the estimate.
Other sources of errors may came from the voltage amplifier stability: these errors are taken
into account when deriving the fitting parameters.

3.4 The RFQ

The RFQ is a linear accelerator which focuses, bunches and accelerates a continuous beam
(coming from the ion source).
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Fig. 3.18 RFQ installed at LIPAc facility

The transverse focalization strength is managed by the apertures of the electrodes (a is
the minimum distance while ma is the maximum distance from axis of the electrodes, see
Fig.3.19 and R0 is the average radius). Eq. 3.27 shows the focusing factor B f oc, which
depends on the electrode apertures, the vane potential V and the electrode geometry.

B f oc =
qV

c2M
λ 2

R2
0

(3.27)

where M is the ion mass (here called M instead of m in order to avoid confusion with the
modulation factor m). The bunching and accelerating effect, given by the Ez component of
the electric field, is obtained by a longitudinal modulation of the quadrupole electrodes. An
example of 3d view of the RFQ electrodes can be see in Fig. 3.19. The modulation is given
by the parameter m (modulation factor).
The RFQ is particularly suited for low energy beams, due to the fact that the transverse
focusing system is supplied by the electric field, which is the most convenient way (in terms
of focusing strength) to manage low velocity particles.
In order to ensure the synchronization between the particles and the cavity RF field, it is
necessary to set the spatial period of longitudinal fields equal to βλ , λ being the wavelength
of the RF field. Only the particle with given velocity is synchronous, at the beginning of the
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RFQ, or given electrostatic pre-acceleration, only a given A/q ratio will be accelerator. As an
example, for the IFMIF/EVEDA case, this property forces to choose the energy of the proton
beam as 50 keV instead of 100 keV, in order to be synchronous.

Fig. 3.19 3d view of the RFQ electrodes

Another effect of the periodicity of the longitudinal forces is that the bunching effect can
be done adiabatically over several cells (the cell length is βλ/2). This is the reason why
the RFQ structure maximizes the longitudinal capture (> 90%) and minimize the emittance
growth: the phase spaces of the beam are indeed not subjected to strong solicitations, the
longitudinal kick is distributed along many cell, applying many longitudinal weaker forces at
each chosen cell. Therefore the preservation of the beam quality is ensured.

SHAPER GENTLE 
BUNCHER

ACCELERATION

Fig. 3.20 RFQ parameters with the shaper, gentle buncher and accelerating section reported.
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From the design point of view, the RFQ is divided in three sections: the shaper, the gentle
buncher and the accelerating section. The shaper prepares the beam for being bunched,
starting the modulation. In this section, the synchronous phase falls within −90o −80o

(for IFMIF-EVEDA RFQ). Then, the gentle buncher section bunches the beam, with a
minimum phase of about −60o (for IFMIF-EVEDA RFQ). When the gentle buncher ends,
the acceleration starts and continues up to the end. The IFMIF-EVEDA RFQ design method
ensures the optimization of the voltage and R0 (average radius defined as (ma+a)/2) law
along the RFQ, and the enlargement of the acceptance in the final part of the structure. As it
can be seen from Fig. 3.21 plot (b), the power density is increasing at the end of the RFQ,
due to the accelerated particles. The smaller aperture at the beginning ensures a safe design,
since the particle are mainly lost in that zone with a smaller energy instead to the end section,
with higher energy.
The resulting design parameters are shown in Fig. 3.20 and refers to 125 mA matched (see
Chapter 2) deuteron beam of εrms,n,x = 0.25 mm mrad at 100 keV. The Table 3.1 shows RFQ
design parameters:

Table 3.1 RFQ main parameters

Parameter Value

Length 9.814 m, (5.7 λ )
Total Cell number 489
Voltage Min/Max 79.29/132 kV

Max modulation m 1.799
Min aperture a 3.476 mm

R0 min/max 5.476/7.102 mm
Ratio ρ/R0 x,y,z 0.75 constant

Final Synchronous phase −33.5o

Total RF power + Beam power 1.6 MW
Transmission (Gaussian) 93.7%

εrms,l 0.2 MeV deg
εrms,n,x 0.25 mm mrad

Nominal beam power loss (Gaussian) 1291 W
Max surface field (1.76 Kp) 24.7 MV

3.4.1 RFQ input requirements

At the entrance of the RFQ, the converging beam changes from a time independent solenoid
focusing (in IFMIF/EVEDA case the beam is coasting) to a time dependent FODO. Moreover,
compared to the solenoid channel, the RFQ FODO focusing channel is much stronger. The
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radial matching section of the RFQ (placed at the very begin of the RFQ) provides a
transition zone where the beam from time-independent structure becomes time-dependent,
adapting from the solenoid to RFQ focusing channel: in order to do so, the B f oc is increased
adiabatically, starting from very small value at the RFQ input.
It is possible to find the input parameters of the beam (given by the Courant-Snyder parame-
ters) which ensure the periodic trend of the beam envelope, avoiding uncontrolled excursions
of the beam. This procedure minimizes the losses due to uncontrolled growth of the beam
envelope, which makes some part of the beam to collide with the rfq electrodes. If this
condition is not satisfied, the beam is said to be mismatched respect to the focusing channel
and it is possible to assign a mismatch factor defined in Chapter 2.
Moreover, when the beam has a not negligible space-charge field, any small mismatch may
excite the instabilities such as envelopes and kinetic alike, or even higher order modes. This
problem increases the probability of beam losses along the accelerator.
Therefore, it is very important to ensure beam matching. The Courant-Snyder parameters
needed for the input beam in order to ensure the matching are listed table 3.2.

Table 3.2 RFQ Twiss

Parameter Value

αx 1.3
βx 0.109 mm/mrad
a 1.63 mm
a′ 24.36 mrad

These input beam conditions need to be supplied by the LEBT solenoids: the smaller
and convergent beam is needed, the more challenging will be the LEBT tuning in case of
space charge dominated beam. Moreover the matching itself from the LEBT is intrinsically
difficult due to several factors: transition from the space-charge compensated regime to the
space-charge beam; the not equilibrium state of the distribution at the entrance of the RFQ.
Despite the new low B design of the IFMIF/EVEDA rfq requires less focused beam at
entrance [23], this is still one of the most challenging aspect from the LEBT point of view;
three conditions need to be satisfied at the same time: matching (see table 3.2), emittance
rms normalized below 0.3 mm mrad and the nominal intensity 135 mA deuteron beam. As it
will be shown in Chapter 5, these values are strictly correlated to the injector beam output,
and therefore, it is not always possible to ensure all requirements at the same time.
The beam behavior in case of 0.3 mm mrad normalized rms emittance, matched beam
Gaussian distributed is shown in Fig. 3.21. The RFQ is not the ideal one, but contains the
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information of built errors and real tuned voltage profile. The transmission is 92%, while in
the case of the 0.25 mm mrad design emittance, it is 94.4

(a) (b)

Fig. 3.21 x (a) and power (b) densities respect to axis of the as built RFQ. The beam is
gaussian distributed, the input emittance is 0.3 mm mrad and the Twiss parameteres are the
matched ones

3.5 The MEBT and HEBT

The MEBT and HEBT are transfer lines composed by several quadruples and bunchers.
As far as the MEBT is concerned its role is to match the beam longitudinally and transversally
from the RFQ onto the SRF cavities. Due to the relative large perverance of the beam at 5
MeV, the MEBT is as much short as possible, in order to avoid space-charge induced halo on
the beam. For the same reason the focusing period is smaller than in the HEBT.
After the SRF, the HEBT takes in charge to deliver the 9 MeV beam, up to the power beam
dump. There are no bunchers, the transverse focusing system is composed of 2 triplets and
one doublet. Before the last triplet, a magnetic dipole depletes the residual contaminants
which may come from the source. Due to the higher energy of the beam (thus the lower
perveance), the focusing period is larger than the MEBT. This design characteristics will be
a key point if a commissioning of the RFQ without the SRF cavities is planned.

3.6 Commissioning phases

The complexity of this accelerator and of the beam physics underlying requires a careful
commissioning of each part of the machine [29]. In order to do that, 3 phases have been
identified, corresponding to the three energy sections of the accelerator: low energy (β =
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0.0103) which involves the injector, medium energy (β = 0.0729) which involves the RFQ
and the MEBT and the high energy section (β = 0.0976), composed by the HEBT and the
high power beam dump.
Many reasons justify this subdivision: any interface between the accelerator sections can be
considered a strong perturbation on the beam dynamics; as a consequence, it changes the
beam stability status which may cause possible losses; an excellent example is the interface
between the LEBT and the RFQ, where, from the transverse point of view, the beam is
transiting from a smooth focusing channel of the solenoids to the strong focusing channel,
alternating gradient type of the RFQ. Moreover, from longitudinal point of view, the beam is
being accelerated and bunched from its previous coasting state.
Therefore, the complete study of the beam behavior at the interfaces are essential for mini-
mizing such perturbations.
Another important point comes form the maintenance and machine protection point of view:
the average power deposition Pav of the beam is directly proportional to the kinetic energy,
the number of particle per second I/e and the duty cycle (D.C.) of the accelerator Eq. 3.3:

Pav = Kbeam
I
e

D.C. (3.28)

where I is the average current per bunch. As the energy increases, so does the average beam
power. Therefore, higher energy sections can have larger risks for the machine integrity
in case of losses. It is worth to mention that at the beam final energy 9 MeV, nuclear
reactions may happen due to the collisions of the beam with the accelerator parts: as the
beam energy increases, more nuclear channels open, leading to possible activation of the line.
In conclusion, besides the obvious recommendation to avoid losses, the subdivision in such
phases allows to manage the different working backgrounds in the most efficient way from
safety and maintenance point of view.

3.6.1 Phase A

The injector is tested in order to find the optimal source and LEBT tuning for injecting the
beam into the RFQ. This phase is also very useful in order to benchmark the simulation
models to the experimental data. Within this phase, several other sub-phases were performed.
The commissioning phases are not presented, in this list, in chronological order, but in a
logical order.
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Phase A3

The phase A3 consists of the source and extraction column test. As shown in Fig. 3.22 the
line consists in the source and one diagnostic box attached together. There are no focusing
elements but the extraction column. The available diagnostics are: the emittancemeter, the

Fig. 3.22 Sketch of the phase A3. db1 is the diagnostic box.

F.C., the beam profile monitor and the Doppler shift spectrometer. In this way it is possible to
characterize the extraction column directly, without the influence of the solenoids. However
it is important to notice that the effect of the emittancemeter on the neutralization is not
negligible as it will be demonstrated, and influences significantly the neutralization ratio,
thus the output beam quality. The possibility of injecting Kr gas in the line is foreseen, in
order to change the space-charge compensation in the line.

Phase A1

The phase A1 consists of the insertion of one solenoid lens between the source and the
emittancemeter. In this phase, it is possible to observe the emittance increase due to the com-
bination effect of the non linearities of the solenoid (if any) and the not perfect compensation
of the space-charge field. It is important to notice that this emittance growth depends on the
the beam envelope and thus on the solenoid value. As it will be shown in Chapter 5, this
phenomenon creates restrictions on the matching degree of freedom of the LEBT.
From the commissioning point of view, it is possible to pick up the phase-space plane of
the beam at the emittancemeter position and to extrapolate with the simulation model the
solenoid lens values for injecting the beam into the RFQ. The available diagnostics are the
same of the Phase A3. A gas injection is foreseen between the two solenoids, in order to
improve the space charge compensation.
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Phase A2

Now all the line is assembled: the source is connected to the whole LEBT, which includes
the solenoids, and the injector cone. In order to study the beam characteristics after the cone
(transmission, emittance and current) in function of the injector parameter tunings such as
the solenoid values, a second diagnostic box is inserted after the cone.

Fig. 3.23 Sketch of the phase A2. db2 is the second diagnostic box.

In the second diagnostic box the emittancemeter and a beam stop are placed, in order to
evaluate the current and the emittance after the cone. In the first diagnostic box (placed
between the two solenoids) the F.C., the Doppler Shift Spectrometer and the Four Grid
Analyzer are implemented. As in the other phases, there is the possibility to inject an external
gas species in order to improve the neutralization in the two diagnostic boxes. The main
difficulty of this phase is to evaluate the compensation process in the second diagnostic box,
since the effects of the emittancemeter and of the better vacuum (one order of magnitude
less respect to the other parts) need to be taken into account; otherwise overestimation of the
emittance may occur.

3.6.2 Phase B

In this phase the performances of the RFQ and MEBT are evaluated. Once a working tuning
on the injector is found, it is possible to attach the RFQ, the MEBT and a suited beam dump
in order to continue the commissioning.

Phase B0

Due to the considerably high value of beam power (625 kW), calculated from Eq.3.1 in the
case of 125 mA of deuteron beam at the RFQ output, the beam pulse will be reduced down
to 100 of µs with a D.C. not larger than 0.1%. For this phase, a temporary specific power
beam dump was designed [30] which can sustain up to 1 ms and 1 Hz beam pulsed operation,
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which is called Low Power Beam Dump (LPBD). In this thesis it was estimated the evolution
of the beam parameters at RFQ input due to the space-charge compensation transient

Fig. 3.24 Sketch of the phase B0

As far as the implemented diagnostics, there will be a whole section called diagnostic plate
which includes several instrumentations, as reported in [31]: DCCT and ACCT for current
measurements; the beam centroid will be controlled via four-stripline monitors. As far as
the beam profile is concerned, two types of non-interceptive diagnostics are implemented;
one type works with the residual gas ionization, the other one works with the photons of the
residual gas excitation molecules. These monitors, in combination with the longitudinal and
transverse focusing elements, will give also an estimation of the emittance of the accelerated
beam.

Phase B1-CW

One of the fundamental aspect of the operation of this RFQ is the CW operation. In order
to test such regime, it is required to substain more than 1 ms pulse at 5 MeV and 125 mA
current. Only the high power beam dump can stand such power deposition. In the original
commissioning plan, the CW steady state evaluation is foreseen after the installation of the
SRF-cavities and the HEBT line in order to reach the beam dump. However, it is not worth
to anticipate this study before installing the SRF cavities. In this thesis, the study of the
possible line configurations which can transport efficiently the beam from the RFQ to the
power beam dump bypassing the SRF cavities is presented. The line layout is presented and
studied in Chapter 7.



Chapter 4

The SCUBBEx-ghostbuster

4.1 Problems of beam emittance measurement

The emittance estimate is one of the most important measurement performed during the
LIPAc commissioning.
As it was seen before, the 6D emittance is, if the system is Liouvillian, conserved along
particle orbit. However, it is very difficult to measure experimentally the whole 6D emittance
due to the fact that there are not only the so called diagonal planes (i.e. {x,x′}) but also the
so called off-diagonal planes, like {y,x′}, at the same axial coordinate. All these planes need
to be measured at the same position.
Therefore, it is easier to measure the projection of the 6D phase space in the transverse and
longitudinal phase space: in particular, the root mean squared emittance formula allows to
have an estimate of the 2D emittance from the measurement.
More stricter conditions are needed in order to ensure that the 2D rms emittance is an
invariant of the motion: the applied and self forces must be linear and the equation of motions
(x and y) must be decoupled (this is not verified within a solenoid field). For example, if
the space-charge field introduces non linear forces, the ellipse-like phase space of the beam
starts to deform; as a consequence, the rms emittances measured at different s positions have
different values (generally larger) than the starting rms emittance value.
From the experimental point of view, different emittance at different points indicates an
emittance evolution. Indeed, the rms emittance gives a direct measurement of the quality
of the beam; in this way it is possible to verify if the LIPAc requirements are met; as the
simulation and modeling part is concerned, it supplies an essential input and benchmark test.
Therefore, for all the above reasons it is important to estimate this quantity correctly. The
measurements presented in this thesis were taken with the Allison scanner (positioned in the
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LEBT, in different points) which scans the 2D phase plane via the mechanism explained in
Chapter 3.
The output of this detector are couple of (xx′). Each couple is associated with its current
intensity collected. An example can be seen in 4.1.

Fig. 4.1 Output signal of the Allison scanner measurement. The signal which is significant
for the emittance measurement is the yellow ellipse in the middle of the plane.

Such kind of devices may be affected by several issues:

• particle which does not follow the nominal trajectory defined by the electric field of
the plate.

• electronic noise

• different beam species

• the main beam is a 135 mA at 100 kV, which led to a total power at 100% DC of 13
kW. The power deposition on the tungsten shield of the Allison scanner due to the
beam collision is not negligible and can cause a deformation of the selection slits with
over/down estimation of the beam tales, as shown in Chapter 3.

The net effect of these phenomena is that not all the signal belongs to the real beam emittance:
as a matter of fact (see Fig.4.1), there are several "artifact" that surrounded the beam signal.
In order to look at their effect it is needed to define the rms quantities on which the emittance
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rms is based, in the experimental framework. As it was written in Chapter 2, it is possible to
associate the spread of the distribution on this phase space to a single value, based on the
root-mean square formula 2.8. Experimentally, all quantities are averaged over the intensity
c measured by the Allison Faraday cup, such as:

⟨x⟩=

N
∑

i=1
xic(xi,x′i)

N
∑

i=1
c(xi,x′i)

(4.1)

This weight average is done for each set of (xi,x′i, Ii), where Ii = c(xi,x′i) ; if there are some
artifacts, it is possible to see from the equation 4.1, how they can modify the second order
moments, giving a biased reading of emittance. Their contribution can be identified as the
sum of the three terms. Considering Eq. 4.1, for the sake of simplicity:

⟨x⟩= ⟨x⟩sign + ⟨x⟩backg + ⟨x⟩art (4.2)

Therefore it is crucial to find a way to manage the output signal correctly, clearing the
contribution from the background and the artifact. Similarly, the Twiss parameters can be
affected by the same issue:

αx =− ⟨xx′⟩
εrms,x

, βx =

⟨
x2⟩

εrms,x
, γx =

⟨
x′2
⟩

εrms,x
, (4.3)

4.2 Artifact types

The two main artifacts in the output are: the ghost signal and the background noise.

Fig. 4.2 Sketch of the ghost particle trajectory. The particle collides with the lower plate and
are re-emitted with a different angle x′
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The ghost signal is generated by the collision of the beam particles onto the deflecting plates.
If the particle is deflected (instead of being absorbed), the emittance scanner collects a
divergence which is the results of x′tot = x′plate collision + x′electrical deflection.

Fig. 4.3 Background output signal of the Allison scanner, taken from Fig. 4.2

The first term is not easily predictable and therefore perturbs the Allison signal. In Fig. 4.3
the nominal signal was reduced in order to enlighten the background. The signals above and
behind the emittance (like shadows of the main signal) belongs to the ghosts.
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Fig. 4.4 Particular of Fig. 4.3. The signal peak is on the left, while the ghost depression can
be clearly identified on the right.

The background noise, generated by the acquisition system causes the presence of the corre-
lated backgrounds. As it was said above, their contribution to the emittance overestimation
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is not 0. Therefore, they need to be taken into account in order to properly calculate the
emittance.
In Fig. 4.4 it is shown an x-projection of the measured phase space plane. The peak on the
left is the main beam signal, while the two valleys are the effect of the ghost signal. The
small oscillations are the correlated noise. The main bias at 1425 can be also seen.
There are two different ways to manage the ghost signals: from the hardware or via software
analysis. For the first one, a possible solution is described in [32]: the main idea is to
implement an indented profile for the parallel plates, which re-intercept the ghost trajectory
after its deflection, in order to increase the absorption probability, as shown in Fig. 4.5
In the case of IFMIF-EVEDA this solution was not implemented. Therefore, the removal via
software is necessary. On the other hand, the electronic noise signal cannot be completely
canceled via hardware and therefore needs to be removed via software.

Fig. 4.5 Sketch of the system for the ghost signals. The plates are made with an indent profile
which suppresses the probability of a ghost to be collected by the FC.
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4.3 The SCUBEEx algorithm

One way to remove the noise signal and infer the emittance was described in reference [33].
It combines two other methods: the threshold and the exclusion ellipse method.

4.3.1 Threshold analysis

The threshold method consists in subtracting to all distribution a certain level of signal.
The values above the threshold remain unchanged, while the signals below, which become
negatives are set to zero, before calculating the rms emittance. For each threshold the
emittance is calculated as soon as for small bias increase the emittance does not change.
However, this method shows a strong sensitivity due to even small contributions of positive
signal and small bias at large coordinate in the plane (x,x′) [33].

4.3.2 Elliptical exclusion analysis

The emittance estimate can be improved by excluding pure background data. The most
reliable estimates are obtained when the exclusion boundary surrounds the data tightly
without excluding any real signal. Normally, ellipse shape are chosen due to the fact that
they are best suited to conform tightly typical emittance data. Due to the fact that some
background hides the real signal, it is very difficult to decide the shape and the exclusion
ellipse contour. This led to sensitivity to small bias [33]

4.3.3 SCUBEEx

The SCUBBEx (Self-Consistent UnBiased Elliptical Exclusion) analysis combines the two
above methods in the following procedure:

1. for each exclusion ellipse, the outer data threshold is calculated, as the average value
of the external signal.

2. the threshold is subtracted, with an important difference. The negative values are not
set to zero, but they will contribute to the next threshold estimation. In particular, the
background fluctuation is not anymore considered "unphysical" respect to the signal
of the beam; therefore, its contribution must not be simply put to zero, but integrated
(and canceled) through the emittance estimation process.

3. the procedure is iterated, increasing the exclusion ellipse area, until a steady state is
reached.
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This method provides self consistent bias estimation. Nevertheless, if the emittance data
presents some artifacts like ghost, the emittance estimation becomes unreliable [32].

4.4 Effect of the ghost signal on the SCUBEEx.

As it was said in the previous section, the prerequisite of the SCUBEEx routine is to avoid
the ghost signal from the emittance data.
Since the IFMIF-EVEDA Allison scanner output does not fit this prerequisite, it is necessary
to introduce a pre-routine which reduces these kind of artifacts. Nevertheless if the SCUBEEx
routine is used without taking care of the ghosts, the results is not consistent, as shown by
Fig. 4.6. The beam εrms,n results larger than 1.00 mm mrad (while the measured emittance
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Fig. 4.6 Plots of the current outside the exclusion ellipse (left) and the SCUBEEx emittance
vs the exclusion ellipse area (right). It is possible to see that an asymptotic shape is never
reached, neither in the emittance calculation nor in the average current.

with other methods results around 0.26 mm mrad), which means that the asymptotic trend is
never reached.
The ghost signals and similar artifacts give a non-zero contribution to the emittance. Consid-
ering Eq. 4.4, when appling the SCUBEEx routine (represented by f function which applies
on experiemntal data ensemble ξ = {(xi,x′i, Ii), i = 1...N}), the residual terms are given by
the artifact and the signal, while the background is reduced:

f (ξ ) = εsign +(εback ≃ 0)+ εart (4.4)
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In order to further clean the data another routine is needed to set εart ≃ 0

4.5 The ghostbuster routine

The ghostbuster routine aim is to reduce the contribution of the ghost signal, keeping it
negligible. Due to the working procedure of the SCUBEEx, it is not possible to simply put
their contribution to 0.
This means that the coherent signal of the ghosts must be replaced with an incoherent
signal (whose average sum at each step is approximately 0). Many different signals were
investigated, such as random Gaussian or the same correlate noise of other part of the
measured phase space plot. In the end, it turned out that the uniform noise is the best for this
purpose. The procedure of the ghostbuster routine is the following:

(a) Ghostbuster not applied (b) Ghostbuster applied

Fig. 4.7 Measured phase plane in case without ghostbuster (a) and with ghostbuster routine
(b).

slice_px_of_xxp_natural

Entries  55736
Mean    128.9
Std Dev     23.85

x [mm]
90 100 110 120 130 140 150 160 170

N
um

be
r o

f E
nt

rie
s

800

900

1000

1100

1200

1300

1400

1500

1600

1700

1800

slice_px_of_xxp_natural

Entries  55736
Mean    128.9
Std Dev     23.85

ProjectionX of biny=[82,86] [y=71.4..82.9]

(a) Ghostbuster not applied (b) Ghostbuster applied

Fig. 4.8 Projection on the measured phase plane in case without ghostbuster (a) and with
ghostbuster routine (b).
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1. in a zone of the phase space plot free of ghosts and signal, the routine individuates the
maximum and minimum oscillations of the correlated background intensity [Imin, Imax].

2. for any couple of points, anywhere in the measured phase plane with Ii < Imin, the
routine generates a uniform random noise between the [Imin, Imax] values.

The qualitative results can be seen on the Fig. 4.7 and on 4.8. The ghost signals are busted;
a uniform noise can be seen at their place. As far as the emittance is concerned, a large
difference can be seen. On Fig. 4.9 the two process for emittance estimate (with and without
Ghostbuster) trends at each step are compared. The ghostbuster routine allowed to retrieve
the asymptotic behavior requested for a self consistent calculation.
The value with the ghostbuster is 0.25±0.01 mm mrad (which is in agreement with other
methods), while without is 1.00 mm mrad. There is still a small residual effect due to the

Fig. 4.9 Emittance trends with or without ghostbuster routine. It is possible to see how
the blue curve (no ghostbuster) looses quickly the asymptotic value, while the orange one
maintains it.

ghosts, consisting in small oscillations of the emittance value. However, this effect does not
prevent to retrieve the information, but gives the error in the background estimation. From
the routine point of view, the oscillations are due to the transitions between the correlated
and the uniform background.
In conclusion the routines gives the rms values (εrms,αx,βx) and the associated error from
the oscillations (∆εrms,∆α,∆β )
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4.6 Benchmark and validation via blind tests and compar-
ison

4.6.1 Blind test

In order to validate this method, it was decided to check the routine via blind test: several
type of beam, noise and ghost where generated via software using the simulation program
Tracewin [14] and the analysis software ROOT [34]. The procedure used was the following:

1. a beam with high perveance was simulated with Tracewin in a drift with a given
emittance and Twiss parameters.

2. a script implemented in ROOT simulates the response function of an Allison scanner,
introducing the chosen artifacts. The background could be correlated or uncorrelated,
Gaussian or uniform.

3. the result of the script was analyzed by the SCUBEEx-Ghostbuster. If the routine
estimates correctly the emittance value, then the test is passed.

An example of reprocessed simulated phase space is shown in Fig. 4.10.

Fig. 4.10 Simulated measured emittance phase plane. a): It shows how the phase plane
appears without the background. b): The background is superimposed to the emittance
ellipse, via a ROOT script. First and second order moments are shown for both the plots.
There is a large change on their values between the two cases

As it is possible to see, the reported first and second order moments of the distribution change
a lot between the two cases.
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Table 4.1 Results of the blind tests

Noise type Ghost Correlation Simulated value S.G. estimate

Uniform 0 no 0.10 0.10 ±0.01
Gaussian 1 yes 0.50 0.49 ±0.03
Gaussian 2 yes 0.50 0.47 ±0.04

The results of the script respect to the different background and the presence of the ghosts
are summarized in table 4.1. The script errors became larger when there are superpositions
of the ghosts to the beam emittance, as in the last case reported on the table. In this case the
error (and thus the oscillations) grows up to 8.5%. However, even in such extreme case, the
script succeeds to enclose the real value in the error interval.

4.6.2 Other analysis software

A further validation to the script comes from the CEA developed software [35] used for
the LIPAc commissioning. In this case, both softwares contribute with a reciprocal counter
check. In Fig. 4.11 it is shown the emittance trend of a deuteron beam of 135 mA at 100
keV, versus different LEBT solenoid strengths, calculated by the Scubeex-ghostbuster and
the CEA routine is shown.

Fig. 4.11 Comparison between the SCUBBEx-ghostbuster and the CEA routine [35]. The
abscissa indicates the different solenoid couples at which the emittances were taken. The blu
curve is the result from SCUBEEx-ghostbuster, while the red curve belongs to the [35]. The
values are in good agreement within the error bars.

The two trends are compatible within the error bars and therefore the post-analysis of the
emittance scanner output is reliable. The point 1 has the larger difference between the two
routines: this is due to the larger deformation of the beam distribution resulted from the
optical transport of the beam through the solenoid channel. The phase space distortions due
to solenoid non-linearities have low intensity, mixed with the background; therefore, point 1
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(which is more affected by such distortions) is more sensitive to the different background
evaluation of the two routines.

4.7 Limitations

The SCUBEEx-ghostbuster has some limitations on its validity; one of them was already
discussed in Sec. 4.6. The other two are listed below:

• the routine cannot exclude the contribution of different species (if any) with a signal
superimposed to the main beam. This makes it suitable for the emittance measurement
in phase A3 and A2 (see 3.6), but not in phase A1 (i.e. when the other species are
superimposed with the beam emittance and tilted due to the solenoid 1 lens)

• the routine retrieves the second order moments of the beam distribution. However, it
does not supply the clean beam signal, clearing out the background. As an example, it
is not possible to get the profile x or x′ of the beam from the output. Therefore, another
routine was developed for such purpose,

4.8 Profile routine

Fig. 4.12 Result of the threshold routine. The beam is composed by D+ of 135 mA at 100
keV.

In order to obtain the clean signal of the beam, the threshold method was used. First, a
small threshold, given from the SCUBEEx-ghostbuster, is considered. This threshold is then
subtracted to the whole plane.
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The procedure is repeated increasing with small step the threshold. The emittance is checked
at each value, in order to follow its evolution.
The procedure is stopped when the resulted emittance and Twiss parameters of the cleaned
signal are equal to the SCUBEEx-ghostbuster emittance (or within its error bar). The result
are shown in Fig. 4.12. If there are separated artifacts from the main ellipse that survive the
threshold, they are set 0 graphically and the emittance is recalculated.
This method does not only give the clean signal, but also counter-checks the results of the
emittance calculation.





Chapter 5

Rms trace-forward method with
constant s.c.c.

5.1 Introduction

The first approach to study the system was performed using a simple model described in the
following pages. The main characteristics and the trend of the beam parameters with the line
settings were studied.
Once the main beam dynamics characteristics of the transfer line were identified, the trace-
forward method with constant neutralization was applied with this model. The estimated
beam input was accelerated into the RFQ in order to analyze its behavior. The beam studied
is H+ of the order of 60−55 mA at 50 keV.

5.2 Preliminary study

The implemented model was based on a single species transport, starting 19.8 mm away
from the plasma electrode up to the emittancemeter position or the BS. The line layout is
reported in Chapter 3 and refers to phase A2: the emittancemeter is placed downstream the
injection cone at approximately 367 mm from the cone end.

5.2.1 Extraction simulation

The input conditions are given by preliminary AXCEL simulation of the extraction source,
simulating 80 mA of total extracted current with a 70% proton fraction, 25% of molecular
H+

2 and 5% of H+
3 .
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Fig. 5.1 Trajectory in the extraction system for proton case. The total current extracted is 80
mA

The intermediate electrode potential is set to 25 kV, while the repeller at −3.5 kV. When
the trajectory finds on its path a negative voltage of −100 V, then, a neutralization factor of
0.965 applies.
The resulted Twiss parameters and emittance are applied to a parabolic distribution generated
at 19.8 mm where the transport simulation began. The choice of not using the AXCEL
phase space distribution is related to the possibility of a fast change of the input Twiss and
emittance, directly on the transport simulation.

5.2.2 Line simulation

The line simulation is performed via Tracewin software. The model includes the solenoids
and the repeller cone field map. The line clearance was implemented in the simulation: such
characteristics are important especially in the cone zone, where it acts (with a large mismatch
beam) as a collimator. The symmetry of the system was assumed to be cylindrical. Fig. 5.3
reports an example of the particle density along the line as well as the beam line apertures
and the space charge compensation factors.
As far as the neutralization level along the line is concerned, a constant space charge
compensation factor, radial independent (i.e. ∂η(r,z)

∂ r = 0) was used. In axial interval of 10
cm, almost centered on the repeller cone electrode, the space charge compensation was set to
25%.
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Fig. 5.2 Emittance of the proton beam extracted at 19.8 mm from plasma electrode with
AXCEL-INP

  

85%-95% 25% 65%s.c.c.

Fig. 5.3 rz particle density plot of a typical transport with the preliminary model of 60 mA
proton beam along the LEBT. The beam density and the space charge compensation factor
(s.c.c.) are reported at the top of the plot.
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After the cone repeller, the neutralization was set to 65%, a lower value than the previous line
segment. This was justified by the better vacuum conditions, often one order of magnitude
less than the pipe before the cone. It is important to remember that the following studies
were preparatory to the trace-forward; therefore the focus was on the qualitative response of
the line, not on the quantitative calculations. Despite the not self-consistency of the choices
(but neither not-realistic), this simplified model was still able to give interesting results.
In order to estimate the effect of the beam pipe clearance, the applied and self-fields on
the beam distribution, the macro-particle tracking routine PICNIR [14] was used: 30000
macroparticles for each βλ , 16×8 mesh subdivision in r and z, based on [36] in order to
reduce simulation noise and entropy growth.

5.2.3 Results of the simplified model

The main objective was to discover the response of the LEBT to different beam inputs and
the neutralization on the first segment (see Fig. 5.3).
The tested beam inputs are presented in table 5.1:

Table 5.1 rms parameters of the input beams for the study of preliminary model

Twiss set εrms,n,x αx βx a′rms arms

1 0.15 -15.9 3.4 46.5 9.9
2 0.1 -15.9 3.4 38.0 8.1
3 0.07 -30.0 8.6 37.7 10.8
4 0.08 -12.0 3.4 25.7 7.3
5 0.095 -18.0 4.9 35.0 9.5

At each beam input is associated the relative rms divergence of the beam, which has an
important role on the emittance growth along the line. For each beam input and each
neutralization, the solenoid strengths were varied. The first solenoid (closer to the source)
strength was varied of 25%, while the second solenoid (closer to the RFQ) of 50%.
The observables were: the root mean square normalized emittance εrms,n, the beam current
(i.e. transmission) and the Twiss parameters. The values were taken at different points of the
lines in order to follow the beam evolution.
An important measurement performed during the commissioning involves the beam stop
current vs different solenoid couples. The transmitted current is a function of the extracted
beam characteristics and the geometry of the system:
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IBS = f (εrms,n,α,β ,η ,⟨x⟩ ,
⟨
x′
⟩
,ξgeo,Bsol1,Bsol2)Iext (5.1)

where εrms,n, αx and βx are respectively the rms normalized emittance and the Twiss param-
eters; ⟨x⟩ and the ⟨x′⟩ are the first order moment of the beam; η is the beam s.c.c. factor,
which directly influences the neutralization and ξgeo is the factor which takes into account
the geometry aperture.

(a) (b)

(c)

Fig. 5.4 Transmission up to BS for different Twiss set and s.c.c. (a)Twiss set 1 85% s.c.c.,
(b)Twiss set 1 91% s.c.c., (c)Twiss set 2 91% s.c.c..

In the study misalignments and consequent beam deviations were not taken into account.
Example of how the different Twiss parameters and the neutralization in the first part of the
line can modify the transmission function to the beam stop is shown in Fig. 5.4.
The areas are strongly related to the solenoid strength, while the maximum reachable trans-
mission decreases with smaller compensation degrees. The orientation of the transmission
isobars depends on the extracted Twiss parameters. As a result, it is possible to use these plots
to qualitatively estimate the behavior of the transport: larger area of maximum transmission
indicates a good quality beam through the LEBT, which implies a better emittance at the
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RFQ injection point. Moreover, it is possible to use the measurement of this plot to infer the
input beam.
The simulation allows also to calculate the emittance at different position for several solenoid
couples. The trend of the emittance with respect to the solenoid couple is shown in Fig. 5.5.
In all cases a), b) and c) the emittance is increasing from the lower right (solenoid 1 stronger

(a)
?ng

(b)

(c)

Fig. 5.5 Emittance for different Twiss set and s.c.c. at EMU (emittancemeter): (a)Twiss
set 1 and neutralization 85%, (b)Twiss set 1 and neutralization 91%, (c)Twiss set 2 and
neutralization 91%.

than solenoid 2) to the upper left corner (solenoid 2 stronger force than solenoid 1). This
effect is given by the combination of the non-linearities of the applied fields (solenoid 2)
and the space charges: as far as the solenoid 1 is weakened, the beam radius in the second
solenoid increases. In this way, part of the beam will experience emittance growth due to
the non-linear focusing of the magnetic lens. This behavior was confirmed experim?entally
during the commissioning campaign [9]. The emittance values does not follow a monotonic
trend with respect the s.c.c.: while there is an increase of the emittance growth due to low
neutralization, it is also true that the non linearity of the solenoids and the cone contribute
strongly to the emittance growth/decrease.
The net effect of the above considerations is the possibility to reduce the emittance growth
tuning the solenoid lens. However, the range is not very wide, due to the fact that other
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conditions for the injection into the RFQ need to be fulfilled at the same time (such as
the mismatch and the current). Such consideration is validated by Fig. 5.4: the IBS is not
monotonic from lower right to upper left corner, the maximum current transmitted does not
correspond to the minimum emittance.

(a) (b)

Fig. 5.6 Emittance at EMU position (a) and at the RFQ injection (b) respect to the same
couple range (sol1,sol2)

The emittance is also a function of the axis coordinate z. Fig. 5.6 shows the emittances
plot in two different positions: at RFQ injection and at EMU position (364 mm after). The
maximum values at the EMU position are larger than at the RFQ injection point.
Such behavior indicates a possible overestimation of the emittance, if the emittance itself
is measured tens of centimeter after the injection point. Thus, a careful emittance growth
estimation is required in order to infer the emittance at the RFQ injection point.
The last important parameter trend to be studied is the mismatch at the RFQ input. The
mismatch definition which was used, is explained in [9].
It is worth to compare several beam inputs and line s.c.c., comparing the mismatch and the
emittance at the RFQ injection.
In all the cases, smaller values of mismatch are located in the upper left part of the plot.
Unfortunately, as shown in Fig. 5.9, the maximum emittance values are located also in that
zone.
Collecting all together the requirements (εrms,n < 0.3 mm mrad, M < 50% and I/I0 > 90%)
it is possible to identify specific areas where all the conditions are met simultaneously, as
in Fig. 5.7. For the set studied, all the matching zones falls in the upper-left part of the
scan plot plane. It is important to remember that the results presented up to here belong to a
preliminary study; therefore the matching zones can migrate around the plot but not in the
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Fig. 5.7 Matching zones for different input conditions and s.c.c. degree which respect
εrms,n < 0.3, mm mrad, M < 50% and I/I0 > 90%

lower part (i.e. for values of solenoid 1 larger than solenoid 2) as it will be presented in the
last part of the chapter.

Fig. 5.8 LEFT: rms size of the beam for different input Twiss and s.c.c.. RIGHT: rms
emittance for different input Twiss and s.c.c.

The last information given by this model is related to the emittance growth: more divergent
is the beam at the extraction system, more emittance growth occurs after the solenoid 1. Fig.
5.8 shows this phenomena. The Twiss set 1 has larger divergence than Twiss set 2 (see 4.1),
which means larger beam in the first solenoid: for the same mechanism that brings larger
emittance in the upper left plots (Fig. 5.5), the non-linear focus of first solenoid lens couples
with the space charge effect, leading to larger emittance growth after the first solenoid (see
right plot in Fig. 5.8).
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This emittance growth will affect the following transport, causing a low quality beam at the
RFQ input. Therefore, a crucial commissioning objective is to ensure a low divergence and
low emittance beam after the source extraction. Another result is the high sensibility of this
model with respect to the neutralization: a few percent of beam neutralization changes the
beam behavior of more than 20%.

(a) (b)

(c)

Fig. 5.9 Mismatch and emittance at the RFQ input point. (a)Twiss set 1 s.c.c. 85%, (b)Twiss
set 1 s.c.c. 91% and (c) Twiss set 2 s.c.c. 91%
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5.2.4 Comparison with experimental data

During the proton beam commissioning, a measurement of IBS vs the solenoid couple with
the repeller of the cone grounded (switched off) was performed. The experimental 2D plot
was then compared with the simulations: two input beam parameters were tested: Twiss set
1 and 2. The space charge compensation was put 91% along the line up to the end of the
repeller cone area (see Fig. 5.3). No decrese of s.c.c. are expected in the cone zone because
no electron repulsion is obtained in that area without the electric potential. Therefore, the
s.c.c. are preserved. The result can be seen in Fig. 5.10. The xy axis shows the currents of
solenoid wires.

(a) (b)

(c)

Fig. 5.10 BS transmission vs solenoid couple. Repeller off case. (a) Experimental measure-
ment of the IBS/Iext vs sol1,sol2 with the repeller off. (b) Twiss set 1, s.c.c. 91%. (c) Twiss
set 2, s.c.c. 91%

In order to analyze the agreement quantitatively, the IBS trend was plotted with respect to the
fixed solenoids values, 145 A for solenoid 2 and 140 A for solenoid 1 respectively [27]. The
plots in Fig. 5.11, derived from Fig. 5.10, show the comparison between the measurement
and the simulations currents for a fixed solenoid 1 and 2, for input Twiss set 1 and 2. The
Twiss set 2 follows the trend closer than the Twiss set 2.
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Fig. 5.11 LEFT: plot of the IBS/Iext vs solenoid 1 current, with solenoid 2 fixed 145 A.
RIGHT: plot of the IBS/Iext vs solenoid 2 current, with solenoid 1 fixed at 140 A. The
experimental data are represented by the blue triangles, the simulations with Twiss set 1 and
Twiss set 2 are in black circle and red square respectively.

The difference between the best fit curve and the measured points can be explained by the
approximations of the model with respect to the reality, such as the fixed, radial independent
and arbitrary degree of the space charge compensation. Another important approximation
is the input beam spatial distribution: the ratio of the current transmitted through the cone
depends on the beam spatial distribution at the exit of the source, and, in particular, on the
ratio intercepted by the cone. Therefore, small distribution differences cause deviations on
the current trend on the BS. The source and solenoids misalignment can also change the
curve trend.
In conclusion, despite all the approximations, the maximum deviation between the data with
errors and the Twiss set 2 simulation is less than 20 % in all the plots. However, the precision
of this model cannot reproduce the Twiss parameter and the emittance at the emittancemeter.
Therefore, despite a good insight of the LEBT behavior, the best solenoid LEBT tuning to
match the beam at the RFQ needs a more precise model.

5.3 Rms trace-forward method application to LEBT

The preliminary model can only supply information on the general response of the transfer
line; in order to reproduce more accurately the emittance and Twiss measured during the
campaign, the rms trace-forward method was applied.
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The method is based on matching the emittance measurements changing the beam input
parameters. The results is an equivalent (i.e. rms quantities evolution should follow the real
beam rms quantities) beam evolution along the line. Once a solution is found, it is possible
to retrieve any information in any point of the line.
There are some specific adjustments on the s.c.c. that need to be done in order to adapt this
method to the IFMIF/EVEDA LEBT:

• The space charge compensation along the line is a variable.

• It can be divide in three z intervals: the interval before the cone, the cone region and
the zone after the cone. The s.c.c. (space charge compensation) decrease in the cone
part up to 0 when the repeller cone is switched on.

• The s.c.c. compensation in the two zones before and after the cone are approximated
constant along z, while, in reality, they may have a more complex trend [37, 38].
Nevertheless, this choice was adopted in order to change easily their values during the
matching.

• During the experimental campaign, it was possible to measure the s.c.c. between the
two solenoids via the FGA (placed between the solenoids): the experimental value was
used in order to estimate the value of the neutralization in the part of the line before
repeller cone.

• The software Tracewin is capable of a single species transport with space charge
interaction. In case of proton extraction, the contaminants present is not negligible and
therefore it was important to determine the proton ratio. The Doppler shift spectrometer
supplies this information.

The iterative procedure was applied as follow:

1. First set of εrms,n,x,αx,βx was calculate via the AXCEL software. The rms quantities
were assigned to a parabolic beam distribution at around 20 cm from the plasma
electrode aperture.

2. The neutralization of the line was first set to the measured value from FGA. The value
after the cone was set to a starting value (e.g. 80%)

3. All the line optical elements such as the solenoids and the repeller were set as in reality,
with the same applied field.
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Fig. 5.12 Trace forward cycle adapted to the IFMIF/EVEDA LEBT.

4. The distribution is transported up to the emittancemeter. If the parameters (also the
IBS) agree within 30% and the simulation current within 20% the mean value of the
error bar, the method proceed with the next measured point. If not, first the s.c.c. after
and before the cone is adjusted; if not sufficient, the beam input rms parameters are
slightly changed.

5. When a rough agreement is obtained, all the quantities (αx, βx, εrms,x and η before and
after the cone) are slightly adjusted in order to obtain as smaller as possible difference
with the experimental data.

6. The procedure is iterated up to a fixed set input parameters within all the experimental
points is found.

The iteration between the different measured points on the solenoid scan plane (see Fig. 5.13)
is an important counter-check and ensures consistency to the method.

5.3.1 Experimental input point

The simulation results presented here are relative to a 85 mA extracted beam current (Iext)
(read at the main power supply) at 50 keV. The Doppler shift spectrometer measurement
indicated 70± 5% H+ fraction [27], thus, with respect to the total extracted current, the
proton IH is 55− 63 mA. The generalized perveance of the un-neutralized beam ranges
from 3.25×10−3 ≥ Q ≤ 5.0×10−3. The smaller value refers to the selected proton beam



82 Rms trace-forward method with constant s.c.c.

transport, while the largest perveance takes into account the contribution from H+
2 and H+

3

(no negligible in the extraction region). The higher contribution will matters only in less of
the first half of the LEBT: then the contaminants will be lost due to the collisions with the
pipe apertures and cone. The D.C. was 10%, with 10 ms pulse length and 100 ms repetition
rate. This implies that the emittance data taken are reliable, because the power deposition
onto the slits are below the deformation level (10% see Chapter 3). Moreover, the power
deposition of the H+ for such beam is a factor 4.7 less the deuteron case. Therefore, the
expected slit deformation is even smaller than the sam D.C. deuteron case.

εrms,n,x and IBS trend respect to the solenoid couples

Following the result of the preliminary model, the emittance measurements were focused
on the zone of interest for RFQ matching, located in the upper left of the plane (Fig. 5.13).
It was found a monotonic trend of the emittance going from the down right up to the upper
left corner, as foreseen by the simulations done in the previous section. Fig. 5.13 shows this
effect.

Fig. 5.13 Measured transmission from the extraction up to the BS and εrms,n,x (taken at the
EMU) vs solenoid 1 or solenoid 2 currents. The four measurements of the emittance used for
the trace-forward are reported.

The first point emittance measurement used for the trace-forward is the εrmsn,x = 0.27 mm
mrad (point 3). It is very important to ensure, for the first step of the method, an high level
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of transmission (> 90%) from the extraction hole to the BS (i.e. on Fig. 5.13 the points at
100% transmission). As a matter of fact, it is critical to collect all the beam for the initial rms
quantities calculation, in such a way to avoid a large initial bias on the method. Otherwise,
different Twiss and emittance values may results due to the losses of the nominal beam on
the cone.

FGA measurement and calculation of space charge compensation

In order to estimate the space charge compensation of the beam, the signal of the FGA was
used. The LEBT solenoid 1 and solenoid 2 were set to 135 A and 150 A respectively. In

Table 5.2 FGA fit results

Fit f σ [V] FWHM [V]

Maxwellian 0.60 ±0.11 1.16 ±0.22
double erf 0.63 ±0.06 1.48 ±0.14

the experimental framework, the derivative of Eq. 3.26 is a convolution of the Maxwell
distribution (see Chapter 3) and the response function of the FGA. In order to check the
results of the Maxwellian fit model, a fit based on the sum of two er f functions was also use.
The fit results are shown in Fig. 5.14.
The fitting range is reduced to the central part of the FGA signal: the initial part (from 0 to
2 V) shows current trend due to the grid optics: as the V3 voltage increases, the lens effect
of the grids exchanges the v⊥ of the ionized gas with vz, decreasing the number of ions
repelled by the grid. As explained in Chapter 2, the space charge compensation factor η is a
function of the neutralized ∆Φ and unneutralized beam potential ∆Φun. The sigma of the ion
distribution, obtained as a function of a parameter (see Eq. 3.26), is proportional to the depth
of the residual potential hole.
Taking the 2×3σ values, it is possible to get the energy interval which encloses the 99%
(for the er f function fit) of the gas ions. For this case, the 3σ value is 3.78±0.36 V for the
double error function and 3.60±0.66 for the Maxwellian function. Thus, ∆Φ = 3.78 .
The estimation of ∆Φun needs the transverse spatial distribution of the beam in order to be
estimated. During the data acquisition, it was not possible to measure directly the beam
profile. Therefore, it was calculated with the Tracewin software, which however depends on
the s.c.c. used. In order to overcame this issue, several line transport simulations with s.c.c.
range from 91% to 99% were performed (this range is consistent on what found in Section
5.2.3). This allows to check the sensibility of the beam radius at the FGA position respect
the applied neutralization calculation. The variation resulted less than 10%.
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Fig. 5.14 Measured signal of the FGA for the 50 keV 55 mA proton beam extraction. The
CDF of the Maxwell distribution and the double er f functions are shown (red curve is the
double er f fit, while the black is the CDF Maxwell fit). Their derivatives are also displayed
(violet curve for CDF Maxwell and blue for double er f fit).

Fig. 5.15 Beam envelopes for different s.c.c. cases. The H2 envelope is also displayed.
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The contaminants contribution (H+
2 and H+

3 ) was not negligible for the proton extraction
case. Therefore, the H+

2 distribution was also calculated and added to the estimation. The
beam envelopes are shown in Fig. 5.15.
The Tracewin program does not give the information on the self potential of the beam.
Therefore, the H+ and H+

2 distributions at the FGA positions were extracted and inputed in
COMSOL. A beam pipe with 253 mm diameter surrounded the macroparticles. The model
calculates, for each beam transport, the potential, solving the Poisson equation with a finite
element method.
In order to compare the results, the potential of a uniform cylindrical charge distribution with
the radius equal to the mean radius of the simulated distribution was used.
The relative formula is described by Eq. 5.2:

∆Φun =
Isp

4πε0βc

(
1+2ln

(rp

a

))
(5.2)

where Isp is the species current (H+
2 or H+), rp is the beam pipe.

Table 5.3 Unneutralized beam potential for different simulated s.c.c. factors

s.c.c. in sim. simulated Φun [V] calculated Φun [V] ηsim[×10−3] ηcalc [×10−3]

91% 692.21 719.04 4.33 4.24
95% 747.31 781.22 4.08 3.90
99% 788.10 789.52 3.89 3.86

The unneutralized potentials are reported in table 5.3. The ratio between the neutralized vs
unneutralized potential as shown in Chapter 2 is η = ∆Φ/∆Φun = Φpeak/Φun,peak.
The neutralized value is taken from the previous section (i.e. 3.78 V). The formula 5.3 gives
the total degree of neutralization:

s.c.c.= 1−η = 1− ∆Φ

∆Φun
(5.3)

The s.c.c. estimation is shown in 5.17. The values are reported with respect to the simulation
neutralization level.
The parametric simulations shows that for each simulated beam transport condition, the
expected s.c.c. is above 99%, with negligible deviation.
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Fig. 5.16 86 mA total beam 2D transverse potential distribution for 91% s.c.c. beam transport
at the FGA axial position

Fig. 5.17 86 mA beam s.c.c. estimation. The points (blue simulated and orange theoretical)
are reported respect to the neutralization values implemented in the simulation. All values
are above 99% for any implemented simulation neutralization level
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5.3.2 Results

s.c.c. behaviour

In the previous section the s.c.c. compensation for the (135,150) point was estimated.
During the trace-forward process it turned out that the model approximation on the constant
neutralization and value is limited to certain extension in the plane (sol1,sol2)
As far as the solenoid couple moves closer to the boundary of one of these zone, the difference
in between the simulation and experimental results grows more than 20%. The boundaries of
these areas are reported in 5.4.
Therefore, it was necessary to tune the s.c.c. before and after the cone for each part of the
plane. One of the effect of such approach (from 5.4) is the not low neutralization after the
cone, despite the very good level of vacuum.

Table 5.4 Simulated neutralization before and after the cone

point sol1,sol2 [A] s.c.c before cone s.c.c. after cone

3 (134,145), (135,145) 96% 80%
2 (127,138), (145,155) 99% (meas.) 84%
1 (125,135), (155,165) 99% 87%

The vacuum level after the cone was around 10−7 mbar, while in the main LEBT assembly
was 10−5 mbar. Thus, the candidates for the neutralization after the cone are the electrons
emitted from the emittancemeter due to proton collisions. Therefore, the neutralization in the
model after the cone should be different when transporting the beam up the BS or during the
emittance measurement. In order to preliminary check this phenomena, the trace-forward
study was used: as described at the beginning of the section, the method uses also the
transmitted current at the BS in order to match the s.c.c. and the input bem parameters. In
order to match the emittance value and the BS transmission with the same solenoid couples,
input beam parameters and the s.c.c. before the cone, two neutralization factor values after
the cone needed to be implemented, as shown in 5.5.

Table 5.5 Effect of the emittancemeter, preliminary results

s.c.c. Meas. εrms,n,x Sim. εrms,n,x

87% 0.34 ±0.02 0.32
0% 0.34 ±0.02 0.43

s.c.c. Meas. IBS Sim. IBS

87% 50 ±1 46
0% 50 ±1 55

The table shows that in order to match the values, it was necessary to change the neutralization
after the cone. In this way model correctly treats the different s.c.c. regime: when the
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Allison is inserted 87% of neutralization resulted from the routine. In the other case, when
transporting the beam up to the BS, the s.c.c. obtained was 0%. This was the first preliminary
evidence of the effect of the emittancemeter (and secondary electron in general) on the
measurements. As it will be explained in Chapter 6 and mentioned above, this phenomena
can be ascribed to the contribution of the secondary electrons, emitted when the beam collides
with the tungsten shield of the Allison scanner. Their dynamics is fairly complex and need a
different software in order to be treated.

Benchmark between the simulation and experiment

In order to simplify the treatise, at each emittance measured point in the solenoid scan plot it
was assigned a code number: from the upper left to lower right corner (see Fig. 5.13)
The phase space emittance for point 2 can be seen in Fig. 5.18. The rms trace-forward
method increases the tale contribution with respect ot the overall distribution.

(a) Experimental measurement of the IBS vs
sol1,sol2 with the repeller off.

(b) Twiss set 1, s.c.c. 91%

Fig. 5.18 Simulated and measured beam phase space for point 2. a) is the measured phase
space, while b) is the simulated phase space

In order to do a quantitative comparison, the x distributions (simulated and measured) of the
phase spaces were analyzed and reported in Fig. 5.19. The red and the blue markers are
the simulation and experimental data respectively. Despite the over-estimation of the tails,
the agreement between the measurement and the simulation works quite well despite the
multitude of approximations done. The rms of the distributions are 9.6 mm and 13.4 mm for
the experiment and simulation respectively.
It is possible to identify a core part which follows a waterbag distribution while the tale
component can be represented by a more wide distribution.
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Fig. 5.19 x profiles of the experimental and simulated 55 mA 50 keV H+ beam, with the
solenoid couple (135,150) A. the blu points are the experimental data, while the red markers
are the simulation data.

Fig. 5.20 The 4 plot shows the comparison between the simulation and the measurement
(blue and red respectively): εrms,n,x, αx, βx and the BS transmission are shown.

Finally, the results on the 4 points are shown in Fig. 5.20. The measurements are taken at the
Allison scanner position. The simulations and the measurements (blue and red respectively)
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show an increasing of emittance and a corresponding growth of βx and αx; it indicates a
stronger focus performed by the solenoids in the region of the RFQ injection.
The larger differences affects the Twiss parameters, which are very sensitive to the s.c.c.
modeling. However, a good level of agreement is reached. Thus, the model obtained allows
deeper study of the main characteristics of the rms quantities evolution along the transfer
line physics.

Trend of the parameters with different solenoid couples

The s.c.c. zones, centered on the experimental measured points (see Fig. 5.13), were analyzed
in order to characterize the beam behavior: the objective was to estimate the Twiss parameters
and emittance at the entrance of the RFQ.
Each area represents a type of injection optics: the main interest for the injection into the
cavity are the zones which lay on the imaginary line from the upper left to the lower right
corner, i.e. following the experimental points 1−4. Fig. 5.22 shows the εrms,n,x iso-lines as
well as the relative mismatch (< 100%) to the RFQ beam input. The values were taken at the
RFQ injection.

(a) (b)

Fig. 5.21 Matching area. Emittance and mismatch vs solenoid couple of 55 mA at 50 keV
H+ at RFQ injection. a) shows the emittance trend, while b) shows the mismatch

Despite the complex pattern followed by the function εrms,n,x(sol1,sol2), it is possible to
notice an increase of the emittance from lower right to upper left corner, as foreseen in the
preliminary model. All the three zones are mainly covered by an εrms,n,x < 0.3 mm mrad.
The area which shows a value larger than the limit is centered on point 1 (see Fig. 5.13),
when the ratio of the beam radius and the bore is maximum.
The minimum mismatch zone is located in the upper left corner of 5.13, which means
solenoid 1 strength smaller the solenoid 2, as foreseen by the preliminary model (point 2).
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Once the smaller mismatch area is identified, the results for emittance and mismatch are
studied for this zone (Fig. 5.21) at RFQ injection.
While the minimum of the mismatch is centered in plot (b) 5.21, the emittance (a) is almost
monotonically decreasing from the upper left to the lower right corner. The emittance ranges
from 0.3−0.26 mm mrad. The RFQ transmission of this area was tested and the result are
shown in the next section.

(a) point 3 (b) point 3

(c) point 2 (d) point 2

(e) point 1 (f) point 1

Fig. 5.22 Matching area, emittance and mismatch vs solenoid couple of 55 mA at 50 keV H+

at RFQ injection. a), c), e) are the emittances centered at 3, 2, 1 points. b) d) f) show the
mismatches
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5.3.3 Acceleration with the RFQ

The particular of the interface between the LEBT and RFQ is shown in Fig. 5.23. The RFQ
is modelled with TOUTATIS software [15]. The discontinuity as the one between the end of
the cone and the RFQ is due to the visual match of the Tracewin-TOUTATIS software.

Fig. 5.23 Particular of the injection into the RFQ of a 55 mA H+

The RFQ model includes the as built geometry (electrodes and modules real positions)
and the after-tuning voltage profile [39]. The interest in this case is to study the output
performance of the RFQ respect the beam input mismatch and emittance.
The RFQ output beam will be transported with the MEBT transfer line up to the beam
dump during the commissioning phase. The resulting overall system transmission contains
the information on the RFQ transmission, which needs to be decoupled from the other
subsystems (i.e. LEBT and MEBT).
The previous sections explored the relation between the LEBT settings and the input beam
at the RFQ. In the following section, the RFQ behavior respect to the LEBT setting will
be studied. The (b) plot shown in Fig. 5.24 refers to the transmissions of the RFQ as a
function of the solenoids strength. It is interesting to notice how it is possible to obtain a
large transmission with a larger mismatch (than the minimum), following the low mismatch
"valley" along imaginary bisector from upper left to lower right.
The effect is mainly due to the direction of the mismatch "valley" in the solenoids plan (a)
plot: it still maintains a low sustainable mismatch to the RFQ (i.e. < 20%) and at the same
time decreases the emittance value (from 0.29 mm mrad down to 0.26 mm mrad), as shown
in Fig. 5.25. In the transmission calculation shown in plot (b) 5.24 only the accelerated
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(a) (b)

Fig. 5.24 a) Mismatch at the RFQ injection point. b) Transmission of the RFQ at its output.
The not-accelerated particles are considered as losses.

particles are taken into account (i.e. the particle that belong to the energy range 2.5±0.150
MeV).

(a) (b)

Fig. 5.25 a) εrms,n,x mm mrad at RFQ injection point. b) Transmission of the RFQ at its
output. The not-accelerated particles are considered as losses.

The resulting maximum transmission is 93%, at (151,130.8) A solenoid 1 and 2. At the
minimum mismatch point (but large emittance) (154,128.5) it results 90%. The previous
plots show the strong correlation of the RFQ respect to LEBT input beam. Understand how
strong is the dependence of MEBT respect to the RFQ output is also a key point for the
beam commissioning and experimental data interpretation. Therefore, it is worth to study
the sensibility of the RFQ output beam parameters with respect to the nominal LEBT-RFQ
dynamics. In particular, for this case, the focus is on transverse emittance and Twiss, Fig.
5.26. The mismatch is defined now respect to the nominal output RFQ beam parameters at
the maximum transmission point.
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(a)
(b)

Fig. 5.26 a) εrms,n,x mm mrad at RFQ exit b) Mismatch respect to the RFQ output Twiss of
the maximum transmission point.

The emittance ranges from 0.27 up to 0.21 mm mrad, while the mismatch is generally smaller
than 8%. As far as the solenoid couples move closer to the lower right corner, the transverse
emittance increase from 0.24 to 0.26 mm mrad. In conclusion, if the solenoid strengths
vary within 10% the matching point, the RFQ output beam does not change drastically its
characteristics.

Fig. 5.27 Transverse planes at the LEBT simulation input

Therefore, during the commissioning the MEBT quadrupoles can be set with their nominal
tuning, due to the fact that is not strongly varying with the RFQ output.
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Fig. 5.28 Transverse planes at the RFQ input

In order to study with higher precision the maximum transmission point found, the number
of macro-particles was increased up to 3×105. The mesh was adjusted accordingly [36].

Fig. 5.29 Transverse and longitudinal planes at the RFQ exit are shown
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The input beam transverse spaces at LEBT start are shown in 5.27. No deformation of the
phase spaces can be seen due to the fact that distribution is generated ex novo with a parabolic
distribution (as it was done for the trace-forward method).

LEBT RFQ

Fig. 5.30 xz and Φz planes of 55 mA beam 50 keV transport and acceleration through the
RFQ. The not accelerated particles are excluded.

On the contrary, the spatial distribution of the beam at the RFQ input ( see Fig. 5.28) shows
concentric structures due the non-equilibrium state reached after the interaction between the
solenoid focusing channel and the space charge. The same behavior will be seen in the next
chapter, when a self consistent software will be used. The phase spaces at the output of the
RFQ are displayed in Fig. 5.29. In 9 m of strong focusing channel, the system relaxes and
reaches an equilibrium state.
This fact will be confirmed by the emittance trends. The effect consists in a re-organization
of the phase space distribution: the particles out of the acceptance or which oscillations
grow (due for example by the excitation of the breathing and quadrupole modes due to the
mismatch) on the first meters are lost on the RFQ copper.
Fig. 5.30 shows the H+ particle density on the xz and r plane for the LEBT and RFQ
complex. The Φz plane shows the bunch formation, from ±180o (coasting beam) to ±20o.
The non-accelerated particles (about 5% of the input beam) are excluded in both the plots.
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Table 5.6 Rms quantities of the beam at LEBT input, RFQ injection and RFQ exit

Parameters LEBT input RFQ injection RFQ output

εrms,n,x[mm mrad] 0.05 0.26 0.24
βx[mm/mrad] 8.80 0.12 0.76

αx -39.00 1.17 -3.64
εrms,Φw[deg MeV] 102.61

βΦw[deg MeV] 1.13
αΦw 0.07

Fig. 5.31 Emittance trend of 55 mA beam and 50 keV energy transport and acceleration.
The red and blue curves are the x and y transverse emittance, while the green curve is the
longitudinal emittance
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The beam parameters at the beginning of the simulation, at the RFQ injection and output
are reported in table 5.4. The emittance trends along the LEBT and RFQ are displayed in
Fig. 5.31. The blue and red curves are the transverse emittance, while the green curve is the
longitudinal emittance. After solenoid 1 there is a first emittance growth due to the space
charge and applied field non-linear focusing. At the entrance of the RFQ, the longitudinal
structure of the beam starts to generate, as well as the longitudinal emittance.
Due to the not perfect matching, the transition between the two different focusing (the
solenoids and the RFQ) excites the space-charge waves in the beam distribution (see Fig.
5.28), which led to rapid oscillations and distribution deformations.

Fig. 5.32 55 mA H+ 50 keV beam power deposition along the LEBT and RFQ. The larger
peak at 11 m is due to construction errors.

As far as the system relaxes, (after the first 2 m of RFQ), via losses or re-distribution, the
emittance trend stabilizes in its final values. The particle losses are located at the low energy
section of the RFQ, in such a way to reduce the power deposition due to particle collisions.
The power deposited is shown in Fig. 5.32. As far as the accelerated particle reaches the high
energy section, it gains energy, and therefore the loss of few particles causes a larger power
dissipation on the RFQ copper.
Some peaks due to accelerated particle lost are present in the final part of the RFQ. However,
the total power lost (in case of CW beam) is 396.7 W, mainly located at low energies, as
expected.
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5.3.4 Conclusions and limitations of the model

The model is limited by two type of approximations:

• physics representation: constant s.c.c. along z and r, input beam distribution which
does not belong to the plasma meniscus formation process and non-linearities of the
extraction, single species transport.

• hardware errors: misalignment of the solenoids/emittancemeter/cone, solenoid field
settings etc. All of these effects are not included in this model.

Fig. 5.33 Experimental solenoid scan plot of 55 mA H+ 50 with the resulting estimated area
with low mismatch RFQ input beam. The maximum transmission point is also shown

Despite all these approximations, for the studied beam H+ 65−55 mA at 50 keV the model
was able even to reproduce with a good accuracy the spatial distribution at the emittancemeter.
The uncertainty on the RFQ matching point can be estimated by the deviation between the
experimental and simulation shown in Fig. 5.20. Since point 3 exhibits the largest differences
in Twiss, the relative deviations were applied to the RFQ nominal input parameters and the
mismatch was calculated. Two deviations were taken into account: (βexp ±σerrβexp)−βsim.
The maximum deviation (+ contribution) results in a mismatch of 36%, while, for the
minimum (− contribution) is 18%. The maximum mismatch was chosen as error.
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Another uncertainty belongs to the longitudinal dynamics treatment of TraceWin in case of
strong coasting beam focus. As shown in Fig. 5.8 there is an exchange between longitudinal
and transverse emittance which are related to the number of simulated macroparticles.
The induced error on the Twiss calculation between 104 and 105 number of macroparticles is
about −6.3% of the value. This uncertainty is not symmetric: it always moves the matching
point closer to the lower right part of the plot (i.e. less divergence and large beam at
the emittancemeter). Adding this error, the resulting mismatch area related to uncertainty
increases up to 41% (in mismatch). The estimated area has a rough elliptical shape and
it is shown in 5.33. Each area width and position is indeed strongly dependent on all the
line characterization and, as seen by the preliminary model, on the output source Twiss
parameters.

Fig. 5.34 x profile of 133 mA deuteron beam at 100 keV with trace-forward results compari-
son, done with Tracewin. Red curve is the Tracewin obtained profile, the blue histogram are
the experimental data. Other fit are shown

The absolute s.c.c. values obtained by the trace-forward do not only depend on the real
neutralization but also by the approximation of the spatial beam input distribution. They are
strongly related to the concept of equivalent beam transport. Therefore, if a more realistic
s.c.c. compensation trend is required, another software shall be used. The problem arises
when the transfer line is not emittance dominated for the large part of the transfer (such as
the proton case studied) or/and in the nonlinearities from the source modify strongly the
input distribution. Some inconsistencies may be obtained, such as too large exaggerate tales.
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It is possible to recover partially the resulted inconsistency with a different software with a
more accurate implementation of the compensation process.
Fig. 5.34 displays this fact: a x profile of a deuteron beam of 133 mA at 100 keV is
shown (blue histogram). The red curve reports the trace-forward estimated profile with
Tracewin, normalized on the experimental max number of entries. Other fits are shown. The
trace forward tried to stretch the core-tale distribution in order to match the rms quantities.
However even if they are matched to the rms values (which is the objective of the method),
the spatial distribution is not well reproduced





Chapter 6

Rms trace-forward method with
dynamic s.c.c.

6.1 Introduction

In the previous chapter the trace-forward method was tested and its limitations were analyzed.
In order to obtain a more self-consistent model for the deuteron beam (larger perveance than
proton beam), the WARP code was utilized.
3d simulation were used in order to reproduce and predict the characteristics of the beam
transfer in the LEBT.
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6.2 Rms trace-forward method application to LEBT

The rms trace-forward method applied can be simplified due to the smaller number of
approximations with respect to the previous chapter.

• the space charge compensation is a result of a Monte-Carlo process where each particle
is generated via a defined cross section which depends on the energy of the incident
particle.

• The secondary particle is governed by the self and applied field.

• the WARP code can transport multiple species.

This modelization of the dynamic space charge compensation requires extremely time
demanding simulations with serial core processing. In order to reduce the time needed for
a run, the parallelized version of the software was used: the 2 m length simulation was
subdivided in 20 longitudinal domains (the max core number at disposal of the machine).
Still the simulations required more than one month in order to be performed.
The forward-method in this framework does not foresee any arbitrary change of neutralization
level. It will be determined by the process itself.

1. First set of εrms,n,x,αx,βx was calculated via the AXCEL software. The rms quantities
were assigned to a parabolic beam distribution placed at the extraction column repeller
position.

2. All the line optical elements such as the solenoids and the repeller were set as in reality,
with the same applied field.

3. The distribution is transported up to the emittancemeter. If the parameter triad agrees
within 30% and the simulation current within 20% the mean value of the error bar, the
method proceeds with the next measured point. If not, only the Twiss parameters and
the emittance are changed.

4. When a rough agreement is obtained, the process is concluded.

6.3 Experimental input point

The beam studied is a 155± 5 mA D+ at 100 keV. From the Doppler Shift measurement,
the D ratio respect D+

2 is 93 : 7. Since the production of secondary electrons depends on
the gas type [40] (and the number of scatter centers), the measurement of the residual gas
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analyser was taken into account: between the two solenoids the partial gas pressure resulted
almost 6.5×10−6 mbar D2 and 6.5×10−6 mbar Kr; after the cone, in the second diagnositic
chamber the vacuum was degraded from 10−7 mbar to 3.6×10−5 mbar, injecting Kr. Thus,
the situation is very different compared to the proton point; however there will be still an
effect of the emittancemeter on the induced space charge compensation after the cone, as
seen by the previous study.

Fig. 6.1 Measured transmission from the extraction to the BS and εrms,n,x vs solenoid 1 and
solenoid 2 currents for 155 mA 100 keV D beam. The four measurements of the emittance,
taken at the emittancemeter position used for the trace-forward are reported.

Also in this case there is a trend on the emittance: the maximum value is located in the upper
left corner. However, differently from the proton point, there is not a large variation going to
the lower right corner. There is an asymptote value around εrms,n,x = 0.25 mm mrad after
point 1. This can be explained with a lower effect of the non-linear focus of the solenoids,
due to the smaller rs/a (solenoid radius/ beam radius) respect to the proton beam dynamics of
the previous chapter. The expected generalized perveance ranges from 3.9×10−3 (135 mA
deuteron beam) to 4.5×10−3 (158 mA given by D+, D+

2 and D+
3 ) in the extraction region.

Compared to proton point studied in the previous chapter, the nominal beam perveance is
20% higher, thus will dominate the beam transport.
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Fig. 6.2 WARP model of the IFMIF LEBT

6.4 Simulation model

The simulation consists of 2.397 m long LEBT, starting from the repeller electrode up to the
emittancemeter. The repeller electrode is critical for the simulation, because it contributes to
the longitudinal boundary of the electrons and cannot be neglected. The initial guess for the
beam Twiss were obtained via AXCEL simulation which stops at the repeller position. The
WARP software simulates the beam propagation through the LEBT. It was decided to use the
multigrid Poisson solver routine in order to manage the space charge beam dynamics. All
the simulation were preformed with full 3d geometry in order to check if the formation of
circular structures in the spatial domain shown in Fig. 5.28 is an artifact of the simulations.

6.4.1 Mesh and macro-particles per bunch

The mesh size along the simulation is fixed. There are two criteria in order to determine
the cell volume: keeping the number of macroparticle per mesh fixed, in order to avoid
simulation noise and, at the same time, ensure as much as resolution possible to resolve the
space-charge waves.
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In order to do so, there are 3 levels of mesh refinements were chosen: the minimum transverse
mesh size is 250 µm in the cone hole region (500 µm in z-direction ), where the maximum
is 4 mm near to the border of the simulation.
It is important to compare the mesh size with the Debye length, in order to check how far the
model is from resolving the space-charge phenomena. The more demanding part is close
to the rfq cone. The calculation is taken at the steady state. Considering ID = 135 mA, the
residual electron temperature between 5−15 eV (since the major contribution to electron
temperature is supposed at the steady state to belong from the residual potential hole of the
beam, given from the FGA measurement), εrms,x = 25.00 mm mrad, it is possible to calculate
the λD. The ion temperature is given by [6] and reported in Eq. 6.1:

Ti,⊥ =
(βc)2

kB
γm

(
ε2

rms,x

⟨x2⟩

)
(6.1)

The ion density ni is approximated to be uniform. Thus, ni can be calculated as:

ni =
λq/e
πa2 =

I/eβc
πa2 (6.2)

where λq is the linear charge denisty. ni results 9.6×1015 m−3, and following
⟨
x2⟩= 1.7 mm

at RFQ injection. In conclusion, Eq. 6.1 gives Ti = 4.8×105 K. The electron temperature
is Te = 1.7×105. Therefore, at the cone injection λD = 3.4−2.6×10−4 m depending on
the solenoid focusing. The ratio between the Debye length and the minimum mesh size is
1.36−1.0 and it is maintained as much as possible constant along the line.
In order to reduce the time needed for each run, the number of macroparticle of the pri-
mary beam (D+ particles) per βλ was set approximately 30000, injected with a parabolic
distribution at the repeller position.
The last parameter to set was the time step for the integration. It was set to dt = 20 ps in order
to avoid multiple cell cross in one time step by macroparticles. The fastest particle type in
the simulation is the electron: assuming 1.250 kV (max potential of the cone repeller without
beam at extraction cone radius ) as maximum energy, the longitudinal distance traveled by
the electron in one time step is 419 µm which is smaller than the smallest longitudinal mesh
refinement. Moreover, the dt chosen is enough to resolve the space charge waves, compared
to the estimated ωp.
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6.4.2 Boundary conditions

The WARP software is a finite element multigrid Poisson solver. Therefore, in this model,
the beam dynamics of the electrons depends on the boundary conditions and the groundings
which surrounds the beam.
There are two diagnostic chambers and one aperture after the extraction region which modifies
the ground profile. Due to the very large pipe radius (> 190 mm ) respect to the mean drift
bore (70 mm), it was decided to apply Neumann condition at slightly larger aperture (see
Fig. 6.2). Also the beam cone was carefully modelized in order to correctly represent the
boundary.
This choice allows to save computation time thanks to lower number of mesh cells. It is
important to notice that the geometry of the diagnostic boxes apertures does not fit the
cylindrical symmetry; on the contrary of all the other surfaces.

6.5 Secondary electron formation

In this model, two mechanisms for the electron generation were considered: the gas ionization
and the secondary electron generation due to ion collisions.
At each step, the Montecarlo process calculates the ion and electron generation due to gas
and collision phenomena, given the cross section by the user. Once the macroparticles are
generated, the softwares calculates the overall charge density and applies the self/applied
fields to each particles, starting again the process.

6.5.1 From residual gas

The vacuum of the LEBT line ranges from 10−6 to 10−5 mbar. In other parts of the LEBT,
such as in the second diagnostic chamber it was degraded from 10−7 mbar down to the above
values, in order to take advantage of the ionization process, supplying electrons for the space
charge compensation.
The time needed for the neutralization can be estimated by the formula 2.26, for a uniform
cylindric charge density. The σi values for many gas types at different proton energy can be
found in [12, 41]. For the typical gases type in the LEBT, such as H2,O2,Kr the cross section
for H+ at 50 keV are respectively 2.12×10−20 m2, 5.18×10−20 m2, 8.13×10−20 m2.
Also the electrons undergo to ionization process with the residual gas. For Kr ionization the
maximum of σe is located around the 100 eV, and it is generally smaller than σi: for example,
while Kr gas σe,max = 4.0×10−20 m2, the σi = 8.13×10−20 m2 for deuteron beam, at 100
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keV. Despite the smaller values, the phenomena has same order of magnitude of the ion case
and cannot be neglected, as Fig. 6.3 shows.
The residual gas components taken from RGA measurements during commissioning cam-
paign were implemented in the simulations. The process taken into account are listed below
(the same applies for the d2 gas):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

D++Kr → Kr++ e−+D+

D+
2 +Kr → Kr++ e−+D+

2

D++D2 → D++ e−+D+
2

D+
2 +D2 → D+

2 + e−+D+
2

e−+D2 → D+
2 + e−+ e−

e−+Kr → e−+ e−+Kr+

The cross section semi-empirical formula related to the electron ionization by ions is given
by reference [42] while in case of electron ionization by electrons the semiempirical formula
refers to reference [43].
These formulas were implemented into the WARP script in order to simulate correctly the
ionization process. In particular, in case of electrons, it is important to correctly fit the
experimental data in the whole energy range of the incident electron, in order to correctly
follow the transient in the s.c.c., when the electron energies may have larger energies respect
to some tens of eV. Indeed, at the beginning of the s.c.c. process the un-neutralized potential
can increase the electron energy of more than 1 kV, while, at the steady state the electron
energies are mainly given by the residual potential hole (5−15 eV).
The gas pressure is assumed to be constant along the line. The scatter centers are deposited
on the mesh grid: once the ionization process occurs, the secondary particles are emitted
with 5 eV kinetic energy Gaussian distributed. The velocities are random distributed in xy
plane with a small longitudinal component. In order to speed up the calculation time, the gas
pressure was doubled for both the vacuum region (LEBT and second diagnostic part).

6.5.2 Collisions

The electron production due to collisions is not a negligible process: as an example, for H+

beam at 50 keV is γ = 1.57 onto SS, which means that, in average, there are 1.57 electrons
per proton incident. The modeled processes involve the collisions of the beam ions (D+ and
D+

2 ) and electrons with the beam pipe SS, with the cone Cu and with the tungsten shield of
the emittancemeter (see Fig. 3.13). The interactions are listed below:
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Fig. 6.3 Kr ionization cross section vs incident particle energy. The red is the total cross
section for the ions. The blue is the total cross section for the electrons

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
d++SS/Cu → e−

d++W → e−

d+2 +SS/Cu → e−

e−+SS/Cu → e−

Briagiola’s paper [13] shows that γ (electron yields) of D+, H+ and D+
2 , He+ (in energy

range 1−100 keV) collisions on several the metallic compounds (Li, Al, Cr, Cu, Ag) have
the same energy dependence as that for the electronic stopping power (or inelastic stopping
power).
If the electronic stopping power is the main mechanism of energy loss within the specified
energy range (respect to the elastic stopping power due to ion recoils), it is possible to
estimate the secondary electron emission following the procedure written in reference [44].
γ(E) can be calculated via:

γ(E) = 0.14Cb
dE
dx

(6.3)
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where Cb is the efficiency relative to protons for converting energy lost in a materials to
electrons and dE/dx is the average energy loss per unit length. It is possible to obtain the dE

dx
curve respect the ion energy E via SRIM [45] simulation considering normal incident ion
onto the chosen compound (such as stainless steel). The results are then translated via 6.3.
The Cb parameter is adjusted in order to reduce as much as possible the difference with the
data taken in reference [13] and the model based on SRIM. The result is shown in table 6.1

Table 6.1 Comparison between Eq. 6.3 and experimental values reported in [13] for D at 100
keV.

Material γD,exp γD2,exp
dE
dx D,SRIM [eV/A] dE

dx D2,SRIM [eV/A] γD,calc γD2,calc

Al 1.38 0.96 12.59 11.00 1.15 1.08
Cu 1.57 1.08 17.44 14.38 1.59 1.41
Cr 1.42 1.01 21.71 15.60 1.98 1.53
Au 2.15 1.70 17.22 13.13 1.57 1.29

The Cb value results 0.65 for deuterons, while 0.70 for di-deuterons. The routine used in
order to implement the emission of secondary electrons is POSINST [46], which treated the
yield of secondary electron with a specific expression reported in [44].
Fig. 6.4 shows the SRIM data for the deuterons onto W and SS, as well as the fitting function
for the implementation in POSINTS. The region before γmax was the target for the fit in order
to estimate the value consistently with the nominal energy of the particle.

Fig. 6.4 SEY as a function of energy for D and D2 onto W and SS material. The functions fit
are shown for each SEY.
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In particular, the values that matter are those closer to 100 keV. The maximum deviation is
about 31% in case of D2 onto SS.

6.6 Results

Two Warp models were compared: one with the secondary electrons ejected from the metal
boundaries due to the ion collisions and from the residual gas ionization, the other with only
the electron coming from the residual gas ionization. In this way it was possible to determine
the limitations of one model respect to the other. The trace-forward method was applied
to the model with the secondaries from collisions. The resulted input was then tested also
with the model with only the electrons from the gas ionization. The first model requires a
much larger performance machine with respect to the second, due to the larger number of
secondary electrons emitted from the metals; only one machine was at disposal to do so,
thus the trace-forward method was not fully accomplished due to the lack of time. Only two
points could be simulated (2 and 3) for this full model. The results are presented in two
groups: the transient phenomena and the comparison with the experimental results.

Fig. 6.5 Φtot along axis at different times for the complete model
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6.6.1 Transient phenomena

The transient potential along axis Φtot = Φapplied +Φsel f with respect to the time for point 3
(see 6.1) is shown in Fig. 6.5. The model used is the complete one.
The trend depends on several conditions: losses, s.c.c. and boundaries. At the very beginning
(t = 1 µs) the self-field potential of the beam at the exit of the extraction source is 1.3 kV.
The beam divergence and dimension are so large to cause losses all along the LEBT (see
Fig. 6.6). The secondary electrons from collisions immediately start to be ejected from the
various parts of the LEBT.

Fig. 6.6 D+ beam occupancy with respect to different moment in time

At the same time the neutralizing gas is ionized by the D+, D+
2 and e−, contributing to the

space-charge compensation. The beam reduces its dimensions, changing the ratio rp/a and
therefore the potential. The waist in the RFQ injection cone starts to build, increasing the
potential along the cone. After almost 14 µs the potential is substantially decreased in all the
part of the LEBT but at the cone injection.
The steady state of this kind of simulations is not straight-forward to be determined due to
phenomena such as electron heating and instabilities of simulation described in [47, 48]. In
order to not to be dominated by such phenomena it is important to control all the parameters
of the simulation. Fig. 6.7 shows the rms trend of the beam at 300 mm after the PE extraction
hole. The transmission through the cone is presented in the lower right plot. It is possible to
see that an asymptotic trend is reached after 14 µs. The divergence and dimension decrease
such as the transmission through the cone. At the steady state regime small losses occur at
the RFQ injection hole due to the formation of beam halo 2.11.
Fig. 6.8 shows the trend of εrms,x,αx, βx at the EMU position and at the RFQ injection
in the time window where the transmission through the cone is > 97%. The emittance
trend is not monotonic until partial relaxation of the distribution, thanks to the redistribution
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Fig. 6.7 Trend of the rms quantities at 300 mm from PE extraction hole. The plot shows
respectively the εrms,x, αx, βx. The transmission through the cone is presented in the lower
right plot.

Fig. 6.8 Trend of the rms parameters at the RFQ injection and at the EMU position.
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of the phase spaces due the non-linear focus/defocusing of the overall charge density (i.e.
ρtot = ρ(ρe− ,ρd+

2
,ρd+)). After an initial emittance decrease, the halo starts to build up and

the emittance increases, stabilizing around εrms,n,x = 0.32 mm mrad.
The phase space evolution with respect to the time can give an idea of the mismatch of the
first µs at the entrance of the RFQ. The closer matching in Twiss can be found in point 2,
thus the following results will focus on this point (Fig. 6.9).
It is possible to see the large relaxation of the phase space distribution. At the steady state
there is a built up of the satellite structures [49], caused by the nonlinear focusing of the
electrons in the solenoid field. There is a large change in the emittance, while the mismatch
changes of 5%

Table 6.2 Change of parameters with respect to the time after maximum transmission in
reached

t [µs] εn,rms,x [mm mrad] βx [mm/mrad] αx mismatch [%]

9 0.58 1.83 0.14 37%
16 0.23 1.53 0.07 42%

In 7 µs the Twiss at at the exit of the extraction stabilize. Taking into account that the gas
pressure was increased in order to reach the steady state faster, the difference between the
theoretical time for steady state calculated with Eq. 2.26 results 4 µs which is a factor 4 less
than the simulation.
This difference can be explained due to the fact that in reality the system redistributes
constantly its charges due to the presence of the applied magnetic and external fields (which
are not taken into account in the theory). Moreover the charge density is not uniform and
changes with the time.
Assuming a direct proportionality, the estimated time needed for s.c.c., scaling the value with
the half the pressure, is 59 µs. Similarly the time needed for stabilizing the Twiss parameters
after reaching the maximum transmission through the cone, in case of the nominal gas
pressure, is 28.1 µs.
The Fig. 6.10 shows the projection of the x coordinate at the RFQ injection. It is possible to
see the space charge wave that propagates in time, changing the hollow distribution to a peak
distribution. The final structure shows regular concentric charge distributions similar to what
was found in Chapter 4 (see Fig. 5.28).
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(a)

(b)

(c)

(d)

(e)

Fig. 6.9 Phase spaces evolution in time at the RFQ injection for point 2
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Fig. 6.10 x-projection of the beam at RFQ injection at different times.

Fig. 6.11 Bz, Φtot and ρe,ρd,ρKr along z.
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In this case the simulation is full 3d and there are no rz approximations. Some more complex
phenomena such as the satellites (see Fig. 6.9) can be seen as far as the simulation reaches
the steady state. In order to investigate further the self-field potential and the macroparticles-
densities at the steady state, it is worth to study the trend along z and r. As an example, point
2 is considered.

(a)

(b)

Fig. 6.12 Density plots of rz (b) and xz (a) plane. The first column shows the deuteron density,
the second column shows the electrons and the third one shows the Kr.
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Fig. 6.11 shows the Bz, Φtot and ρe, ρd , ρKr along z. The first plot displays the Bz. There
are electron density concentrations at the entrance and at the exit of the solenoids: these are
due to the coherent vz velocity given by the repeller fields, which can accelerate some part of
the electrons up to 1 keV: the electrons are then focused and bound by the large (respect to
electron energy) applied solenoid field (see Chapter 3).

(a)

(b)

Fig. 6.13 Density plots of xy plane, charge densities and φtot along x at z = 0.5 m (just before
the solenoid 1)

Moreover, the solenoid and source axial field configuration set a magnetic mirror like
structure, with a given level of confinement along z. This fact facilitate the accumulation of
the electrons between the magnetic peaks. The φtot trend along z depends also on the bore



120 Rms trace-forward method with dynamic s.c.c.

aperture and the radius of the beam; as far as the beam approaches to the rfq injection point,
the potential grows despite the cone bore aperture decreases. At the cone repeller position,
ρe suddenly falls due to the repulsion of the repeller.
The electron density follows mainly the deuteron density but at the repeller positions and at
the entrance and at the exit of the solenoids, some part of the electron population are strongly
focused along axis. The Kr ions density, instead remains negligible all along the line.

(a)

(b)

Fig. 6.14 Density plots of xy plane, charge densities and φtot along x at z = 1.2 m (between
the first and the second solenoid)

The density plots presented in Fig. 6.12 shows again that at the entrance and exit of the
solenoids there is a strong focusing of the electron population: this behavior suggests that the
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phenomena starts with electrons with a longitudinal direction of the motion that are strongly
focused by the solenoid fields; at this point, the large charge density along axis builds up
nonlinear focusing fields which focuses some o the deuterons population. Therefore, part of
the deuteron and electron density follows mutually these peak densities.
As far as the electrons approaches to the second repeller (which can be the source repeller or
the cone repeller), the longitudinal velocity components v∥ is transformed into transverse
component v⊥: the electrons are spread out and the peak disappears.

(a)

(b)

Fig. 6.15 Density plots of xy plane, charge densities and φtot along x at z = 2.3 m (between
the cone and the EMU)
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It is interesting to study this phenomena, looking at the transverse plane of the simulation.
At z = 0.5 m, coordinate of first electron charge distribution bump in Fig. 6.11, the φtot vs
z is modified by the built up of the central electron density due to the focusing field of the
solenoid. The density plots show the distribution of particles in xy: the proton distribution
does not yet show any central peak, while the electron distributions clearly has an increase of
macroparticle density along axis (see Fig. 6.13).
At 1.2 m both the distributions present axial peaks, as an effect of the mutual attraction, as
shown in Fig. 6.14. The axial electron density acted as a non linear lens to the deuterons along
axis, changing the central part of their distribution. At the end of the LEBT, approaching to
the repeller, the peaked distribution is depleted by the repeller field. The peak disappears
both for the electrons and for the deuterons. However, any rms emittance growth due to the
electron axial lens will not be canceled.
At the second diagnostic box (after the repeller) there is no more the peak in the distribution
(Fig. 6.15) and the magnetic field is negligible.

Fig. 6.16 Charge densities and φtot along x at z = 2.02 m (repeller position)
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6.6.2 Secondaries vs no secondaries

The effects of secondaries generated by the collisions can be seen in the time needed to reach
the steady state. The electron macro-particles number reaches the asymptote at 9 µs in case
of the implementation of electron ejection from metals due to ion collisions, while in the
other case at 12 µs

Fig. 6.17 Kr+, D+ and e− species number with respect to the time of the model with
secondaries and without

At the steady state, there are few sources of collisions:

• the D+
2 contaminats produced by the source are not focused by the magnetic system

such as the D+, due the different rigidity. Therefore, the ions collide onto the Cu of
the cone, generating electrons.

• when the emittancemeter is inserted for the emittance measurement, it is constantly hit
by the deuterium beam. Due to the fact that the yield of backstreaming electrons is not
zero, there is a constant electron supply in diagnostic box 2.

• the electron which interact with the metal boundaries can be absorbed or re-emitted
with different energy depending on the primary electron momentum.

The secondary electrons modify the space charge compensation along the line. The residual
self-field potential can be seen in Fig. 6.18. The Φtot of the complete model start to separate
from the other when the simulation approaches the cone.
After the RFQ injection point, the difference between the two potentials persist up to the end
of simulation due to the electrons generated from the emittancemeter.
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Fig. 6.18 Residual field potential along the line given by the model with and without secondary
electrons. Red line is the Φtot with the electron from collisions, while the black curve show
the Φtot with only the electrons coming from the residual gas

Before the cone, the secondary electrons are generated by the d+
2 contaminant beam which

hits the copper cone, while, after the cone in a region where only the self-field of the beam
is present, the emittancemeter changes the neutralization, as was suggested in the previous
chapter with the post analysis of the proton point.
The space charge compensation degree in the second diagnostic box can be estimated by
(Eq. 2.24): 98% for the complete model, while it is 92% for the other; taking into account
the region from the cone up to the emittancemeter (367 mm) the 6% difference changes
substantially the beam dynamics of the beam as seen in the preliminary model of Chapter 5.
Therefore its effect cannot be neglected.

6.6.3 Comparison with simulation

As it was said at the beginning of the chapter, the trace-forward process was not fully
complete, but still some interesting results were obtained. Fig. 6.20 and Fig. 6.19 shows the
comparison between the experimental and simulated phase space.
The point 2 simulation shows larger difference with respect to the point 3 which is in fair
agreement. The phase spaces are shown in Fig. 6.20. One of the problems which led to
the develop this new model was the difference found in the beams x-profile between the
simulated and measured deuteron beam (see Fig. 5.34). The new model allows to follow the
beam profile modifications due to the solenoid strength change with enough precision (less
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(a) (b)

Fig. 6.19 Measured (a) and simulated (b) phase space at point 3

than 5 % difference in the rms quantities between the simulation and the experiment). The
central peak, however is not in agreement.

(a) (b)

Fig. 6.20 Measured (a) and simulated (b) phase space at point 2

In conclusion, Fig. 6.22 presents the trend of the rms quantities of the deuteron beam
measured at the emittancemeter: εrms,x,αx, βx.
The comparison involves the measured and simulated values with complete model (secon-
daries from collisions) and simplified model (with electrons belonging only to ionization of
the residual gas).
The εrms,x of the complete model suggests a more flat trend with respect to the simplified
model; another improvement is that the βx are closer to the experimental values with respect
to the case in which backstreaming electron effect are included. The error bars in the
simulation are the values oscillation at the steady state regime.
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Fig. 6.21 Measured and simulated x-profile of the deuteron beam at point 2 (right plot) and 3
(left plot)

Fig. 6.22 Comparison of the measured and simulated rms quantities with respect to different
solenoid couples
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6.6.4 Acceleration through the RFQ

The point 2 input was transported through the RFQ in order to study the transient phenomena.
The main approximation is the different residual potential (thus s.c.c.) at the RFQ injection:
as it was explained before, the simulations were performed with phase A2 layout (i.e. with
a diagnostic box after the LEBT cone); therefore, the electrons presence in the region of
RFQ injection may not be representative of the real RFQ boundary conditions. However, this
problem affects just few mm length of simulation.

Fig. 6.23 Deuteron point 2 transport and acceleration through the RFQ, rz view

Another important aspect to be taken into account is that, despite point 2 has a minor
mismatch, its value is quite large respect to the requirements (i.e. 42%). Thus, a lower
transmission respect to the nominal one < 90% is expected. However it is worth to try to
study the transient of the RFQ inner and output parameters, in order to estimate the effect of
the head of the beam incoming into the RFQ. Fig. 6.23 shows the transport and acceleration
of such beam into the RFQ: it is possible to notice the mismatch effect which couples with
the non-linear focusing strength in the first part of the linac; major losses occur in this spatial
interval. The perturbation of the system can be seen from the emittance trends along the
accelerator Fig. 6.24
Up to three meters, there is the generation of longitudinal emittance and, at the same time,
fast and coherent oscillations of the transverse emittances (blue and red curves) caused by
the mismatch.
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Fig. 6.24 Deuteron point 2 transport and acceleration through the RFQ, longitudinal and
transverse emittances

After the gentle buncher, the beam gets to an equilibrium state, with few oscillations. The
drop in the green curve is due to the limits imposed by TOUTATIS on the longitudinal
emittance at the accelerating section. All the above considerations can be summarized
looking at the power deposition along the RFQ in Fig. 6.25.

Table 6.3 Losses and watts deposited on the RFQ with respect ot various input distribution
with the same Twiss parameters

Dist. type Halo parameter losses [%] kW

q.s. Waterbag 0.4 15.7 2.9
Gaussian 0.8 16.6 3.0

from WARP 3.3 18.0 2.9

The main losses are concentrated before the 3 m, which corresponds to the end of the gentle
buncher section. The integrated power deposited in case of CW beam is 2.9 kW.
Normally the RFQ-designer uses "standard" distributions in order to predict the RFQ under
study, such as the quasistatic waterbag and gaussian. It is worth to compare the predicted
losses of these type of distributions with the same Twiss parameters of point 2, and the
relative estimated real distribution. Table 6.3 shows the transmission, the total kW lost into
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the RFQ and the Halo parameter relative to each distribution: truncated gaussian at 3σ ,
quasistatic waterbag and simulated one.

Fig. 6.25 Power deposition along the RFQ due to the transport and acceleration of point 2.
The power loss are collected at the end of each RFQ cell

It is possible to see that the approximation holds quite good for the W lost into the RFQ and
the losses. However, the estimates with the standard distributions result optimistic as far
as the losses are concerned of 2.3%. Therefore, for a fine estimate of the transmission it is
necessary to study the RFQ acceleration and transport with the realistic distribution. The
last but not the least aspect refers to the transient transmission and parameters change due to
the build up of space charge compensation. The trend of Twiss, emittance and transmission
through the cone respect to the time at the RFQ injection point was already studied. Now the
question is: how does the RFQ behave to the changing input beam in time? How does the
output Twiss (which will affect the MEBT losses) ?
In order to do so, the input distributions displayed in Fig. 6.9 were injected into the RFQ
and their parameters studied. It would have been meaningless trying to inject the distribution
before 9 µs due to the lower transmission through the cone itself which would bias the study.
The results are presented in Fig. 6.26
With the level of background gas of the simulation, the steady state is reached in 7us. It is
possible to notice a fast change of the parameters in 2 µs. After that the parameters reaches
a stable points in the remaining 5 µs. Scaling the time with the real gas pressure (factor
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Fig. 6.26 Transmission, trends of transmission, and output RFQ Twiss parameters and
emittances respect to time

two less that what was set in simulation), the transient time results 28 µs. Gathering all the
simulation time needed for steady state, the first 58 µs of the incoming beam into the RFQ
will be useless for characterizing the machine, since up to 30 µs the beam is lost mainly
on the injection cone. After 30 µs, the beam has a larger transmission through the cone:
however it takes other 28 µs before the steady state is reached and the Twiss are stabilized.
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6.7 Extraction column simulation and phase A3 result com-
parison

Despite the general agreement with the experimental data, the simulations do not reproduce
the measured central peak of the x-projection. This may be due to the approximated input
condition (parabolic in this thesis work) at the LEBT of the distribution. In order to study the
input distribution generated by the extraction source, an extensive measurement/simulation
campaign was performed in order to characterized the extraction. The following sections
present the studies done about this topic.

6.7.1 Extraction column preliminary simulations

As shown in Chapter 3, the extracted beam behavior is influenced by the multi-species
extension of the Child-Langmuir formula 3.11. One of the major problem encounter during
the commissioning was the lower proton fraction with respect to the deuteron beam which
decreases the beam quality at the output. This can limit the extractable current that can be
produce with protons in scaling regime with the deuteron case.
Measurements show that this issue decreases with smaller diameters hole with respect to
nominal r = 6 mm. Therefore, it is necessary to adjust the extraction system in order to
improve the performance in case of proton beam extraction. Moreover, it is important to
limit as much as possible the modifications of the extraction system in order to reduce the
time for switching between the proton and deuteron electrode configurations, allowing also
to scale directly the voltages of the extraction electrodes from proton to deuteron case.
In order to meet all the requirements a study for a new plasma electrodes was performed. The
objective was to reproduce the deuteron working point performances in terms of emittance
and Twiss via the scaling law. The deuteron point taken into account consists in Iext = 150
mA of deuteron beam, with a current density of JD = 132.6 mA/cm2 (6 mm beam radius
and 20 kV potential difference between the PE and the intermediate). Considering 60%
H+, 35% H+

2 and 5% H+
3 , reduced diameter of PE hole of 10 mm, the maximum extracted

current (from Eq. 3.11 ) results 50 mA of total extracted current. The more the proton beam
ratio grows, the more H+ current the extraction can sustain without losing the beam quality.
During the study it was observed that the five electrode system foresees a structure with two
minima, linked with the two difference electric field magnitude between the two gaps.
The magnitude is indeed controlled by the intermediate electrode voltage, as shown in
Fig.6.27 for a 100 mA total extracted beam. As it is possible to see, there are two relative
minimum regions for each electric field configuration in the two gaps; in particular, it is
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J/Jc > 1
J/Jc < 1

Fig. 6.27 Trend of R′ at 19.6 mm from the PE hole for a 100 mA total deuteron beam. The
two region for the plasma meniscus (convex J/Jc > 1 and concave J/Jc < 1) are shown

interesting to study the low intermediate electrode voltage interval, where, despite the convex
shape of the plasma meniscus, the second gap lens effect is so strong that it focuses the beam
nevertheless.
The deuterium working point that was analyzed in the previous section refers to a similar
zone: the intermediate electron voltage was set to 20 kV potential difference. In order to
see if the analytic formula (Eq. 3.11) works and to validate the study done for the new
proton electron design, the deuterium point R, R’ and emittance was compared via AXCEL
simulations with the guessed scaled proton beam. The results are presented in Table 6.4.

Table 6.4 R′, R and εrms,r for the proton and deuteron extraction columns.

Type R’ [mrad] R [mm] εrms,r

PE proton 27.8 7.2 9.0
PE deuteron 29.2 7.7 8.7

The scaling works well within 10% and therefore it can be used during commissioning in
order to set the machine when switching from proton to deuteron beam. The final extraction
hole diameter was chosen to be 4.5 mm in order to still improve the proton fraction. Since
simulations show that smaller diameter hole than 4.5 mm decreases the extraction optics
quality, due to the too large difference between the PE aperture and the rest of electrodes, it
was decided not to reduce it furthermore.
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6.7.2 Interpretation of the experimental measurements of phase A3
with simulations

In order to test the simulation models of the extraction system, the LEBT was removed and
the diagnostic box was placed in front of the the extraction column. For that campaign it was
also possible to measure the beam profile in the middle of the diagnostic box.
The distance between the plasma electrode and the emittancemeter was 776.5 mm. The beam
analyzed has the same characteristics of the deuteron point studied for the trace-forward in
the previous section (phase A2).

Fig. 6.28 The first plot shows the measured σbeam and simulated Rrms at 776.5 mm and 19.6
mm from PE respectively. The other two plots present the simulated εrms,r and the divergence
at 19.6 mm

In particular, the experimental trend of the σbeam at (776.5 mm) the beam profile fitted with a
Gaussian was compared, with respect to different intermediate electrode voltages and the
rrms at 19.6 mm given by AXCEL simulations. If the model simulates correctly the process,
then the minimum and the maximum coordinates should correspond.
If this condition is satisfied, it is possible to estimate the trend of other parameters, as shown
in 6.28. The minimum and the maximum coordinates are well in agreement despite all the
approximations made by the code. Moreover, the two minimum structure was confirmed.
It predicts the maximum emittance and divergence at 25−26 kV. This is validated by the
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measurement shown in the first plot at 776.5 mm, which shows the larger beam dimension at
the same intermediate electrode value.
The double minimum structure can be clearly seen looking at the simulated beam transport
and trajectories in Fig. 6.29 (which refers to the set of measurement presented in Fig. 6.28):
the plot (a), (c) and (e) display the rz trajectory of the multiple-species beam, while (b), (d)
and ( f ) are the transverse phase space at the end of the simulation.
For the regime J/Jc > 1 the beam drifts in the first gap with an energy of 20 keV. As far
as it approaches to the second gap, it receives a strong focusing kick which squeezes the
beam envelope. The effect of the spherical aberration gained at the edge of the intermediate
electrode and space charge emittance growth can be seen in plot (b) and in the value of the
rms emittance. But still this configuration behaves in simulation and in the experiment as the
lowest in divergence.
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(a) ∆Vie = 14 kV (b)

(c) ∆Vie = 30 kV (d)

(e) ∆Vie = 40 kV (f)

Fig. 6.29 Simulated extraction system behavior with respect to measurements of A3 phase.
The beam behavior is shown for different first gap voltage.
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The qualitative insight given by these simulations is a very good result and helps to guide
the commissioning. The non-linearities obtained from the source extraction when the optics
is similarly as Fig. 6.29 plot a) and b) (due to the large dimension of the beam respect to
the electrode) will be kept by the beam for any solenoids field strength. This contributes to
the plateau in the emittance trend with respect to the solenoid values seen in Fig. 6.1 after
point 1. In order to compare quantitatively the simulations and the measurements, a different
approach is needed. The extraction system was implemented up to the emittancemeter in the
WARP code. Constant current extraction of 155 mA deuteron and di-deuteron was injected
from fixed surface with the correct plasma meniscus radius (taken from AXCEL); the same
gas level of the previous WARP simulation (in the previous section) was ensured and the
emittancemeter was modeled as a cylinder at the end of simulation. The proper SEY for
tungsten was used. The electrode of the source was set as it follows: Vie = 19.5 mA, the
electron repeller was set at -4.1 kV. The cone aperture was implemented up to the diagnostic
chamber, where the beam pipe radius increases rapidly. As for the previous section, in order
to gain simulation speed, the Neumann condition was set at the larger radial position and the
gas pressure was doubled. The fringe field from the source coils was also included.

Fig. 6.30 WARP model for phase A3 simulation, xz deuteron beam is shown

It is important to say that these simulation were performed before the A3 phase measurement
campaign: the total distance in the simulation is 700 mm; therefore it was necessary to
transport the beam phase space with Tracewin from the end of WARP simulation of further
76 mm. This transfer was performed importing the space charge compensation map from
WARP up to the final distance (76 mm). The difference between the Tracewin value and
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WARP was taken as the error of simulation. Fig. 6.31 present the result of the WARP
simulation at the end of 700 mm.

Fig. 6.31 Phase A3 phase spaces for 19.5 kV ∆Vie. The resulted emittance is 0.430 mm mrad
normalized rms x

These values were compared with the experimental values obtained for the case of Kr
injection. The Table 6.5 below shows the results. Apart from the σbeam, all the other values
are in very good agreement. The interesting point of this measurement concerns the large
value of the emittance obtained (0.44 mm mrad) compared to what was obtained in phase A2
(see previous section) and expected from AXCEL simulations.

Table 6.5 WARP simulation and measurements

Value measurement simulation

σbeam 39.2 ±0.5 22.3 ±4.4
εrms,n,x 0.44 ±0.03 0.43 ±0.03

αx -13.86 ±1.39 -16.31 ±2.00
βx 14.90 ±1.49 10.93 ±2.61

It is worth to remember that phase A3 system is completely different in terms of boundaries
condition to phase A2:

• the beam pipe radius rapidly increases due to the closer diagnostic box.

• there is no solenoid longitudinal field, which creates a not very efficient magnetic bottle
with the fringe field of the source coils, but still it has a longitudinal confinement.
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• the beam expands without control as well as the electrons are not focused along axis

All the above conditions reflects on the residual self-filed potential (i.e. on the space charge
compensation process) which is expected to be substantially larger than the phase A2 case.
Fig. 6.32 enforces this explanation: it shows the along on-axis potential of phase A3 and A2.
It is possible to see the large bump in the space charge residual potential in the case of phase
A3.

Fig. 6.32 φtot of phase A2 and phase A3 on the first 700 mm

Some words of caution are needed: the space charge bumps depend on the transverse
boundary conditions of diagnostic chamber. If metallic boundary condition are used, instead
of Neumann, the neutralization degree increases up to completely deplete the space charge
potential; in that case the resulted value would have been 0.1 mm mrad rms normalized x (as
expected from AXCEL 500 mm before). Thus the sensibility is very high.
The other point refers to the input distribution. As it was explained on the previous section,
the input condition for the simulation of phase A2 was a parabolic spatial distribution. While,
in this case, the distribution is determined by the extraction system and the source coil
magnetic fringe field.
Do to the fact that the s.c.c. depends on the distributions, differences are expected. However
in this case, the differences are so huge and the potential along the line behaves so differently
that the distribution itself cannot explain all the differences.
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6.8 Conclusions and limitation of the model

The self-consistent simulations allow deep insight of the ongoing physics behind the s.c.c.
phenomena. The trace-forward and the extraction system model were able to explain a
large amount of phenomena seen during the commissioning. The future step will require
to unify the two steps in a stand-alone simulation with the extraction system and the LEBT
implemented at the same time.

Fig. 6.33 Input distributions obtained with AXCEL, WARP and WARP trace-forward are
shown.

As far as the limitation of the model is concerned, the major problem arises for artificial
electron heating which cause simulation instabilities. In order to decrease the phenomena,
many parameters need to be controlled at the same time, in order to check the steady state
behavior. Luckily, the experiment measurements help to identify the errors, but at the price of
lower self-consistency degree. Up to now, the only solution to reduce this noise is to increase
the number of macroparticles. Again this means that a more powerful machine needs to be
used for such kind of simulations.





Chapter 7

Beam dynamics study of the CW RFQ
line

7.1 Introduction

The original plan to study the CW steady state of the RFQ foresaw the installation of the
SRF cavities and the complete line of the IFMIF/EVEDA facility. However, it is worth to
study the possibility to characterize the CW state of RFQ, LEBT, MEBT and HEBT before
installing the SRF. The first preliminary study of this solution was presented in an internal
report [50] and foresees the substitution of the cryostat with a simple drift see Fig. 7.1.

Fig. 7.1 Comparison between the LIPAc with the SRF cavities (a) and with bypass (b). The
plots on the left show the Tracewin simulated layout from the RFQ to LPBD, while plots on
the right present the sketch of the LIPAc accelerator.
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This solution presents spread losses along the accelerators, located in MEBT section and on
the first HEBT triplet. For such reason, further studies on different solutions are needed. The
result was reported on a technical note [51] which contains several proposals to be analyzed
from the beam dynamics point of view. In this chapter the beam dynamics analysis of some
of these solutions is presented.

Fig. 7.2 rz density plot of the first BD study of the baypass. The losses in W can be seen on
the plot as well ass the optic elements position.

7.2 BD studies

The note proposes several ways to bypass the SRF cavities in order to test the CW operation
of the RFQ. It was decided to focus on those ones which leave the HPBD and all the MEBT
and HEBT quadruples in their position, removing the SRF.
The input beam is taken after the RFQ and consists of 541469 macroparticles, which include
the not accelerated particles. The beam represented is 5 MeV D+, with 125 mA current CW
for a total power of 0.625 MW. The input phase space is shown in Fig. 7.3.
The generalized perveance is mainly reduced by the acceleration ( Q = 1.0×10−5), but the
beam is still subjected to halo formations which may induced by particle loss.
Moreover, compared to the nominal line design (with the SRF cavities), this perveance is
maintained all along the transfer line and it will not be reduced by further acceleration (a
factor 2.3 more than nominal HEBT beam).
As a matter of fact, the entire beam line after the RFQ becomes 16 m MEBT. The last
challenge refers to the specific beam that needs to be delivered onto the power beam dump:
the requirements are specified in reference [52]. As far as the optics elements is concerned,
hard edge models was used. The buncher of the MEBT were switched off.
The not accelerated particles can be seen in the longitudinal phase space: the distribution of
not accelerated particles is mainly concentrated at 100 keV, while there are few particles at
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4−3 MeV. The losses of this last group are not expected at the beginning of the MEBT line,
but after the dipole of the HEBT.

Fig. 7.3 Phase spaces at the output of the RFQ of 125 mA 5 MeV deuterium beam. The
upper planes show the transverse phase spaces xx′ and yy′, while the lower ones present the
longitudinal phase space and the spatial phase space.
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7.2.1 Cooled drift

The first analysis refers to a drift section in place of the SRF cryostat. On the contrary of
the preliminary study (Fig. 7.2) the objective was to constrain all the possible losses on the
bypass drift tube and on the predefined scrapers, shown in Fig. 7.4.

Fig. 7.4 xz and yz particle density plots of the BD solution with scraper at end thse dirft
section.

At the end of the bypass a cone scraper was put in order eliminate the halo formation which is
enhanced at the parallel transport in the drift. The losses resulting from the nominal dynamics
are of 11.8 kW mainly located on the bypass cone. The loss level is very similar to what the
LEBT beam stop and FC needs to sustain. Therefore, the cone needs to be equipped with a
cooling system. There are no other losses located on the not-cooled section.

Error study

In order to foresee the possible losses which can occur in such system, a Montecarlo error
study was performed. Each quadrupole and dipole are subjected to uniform distributed
independent errors on position, angle and gradient, reported in table 7.1.
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Table 7.1 Errors applied for the cooled drift study

Error type Value [±]

RFQ output displacement ±0.1 mm in x,y
Quad. traverse displacement ±0.1 mm in x,y

Quad. tilt x,y,z 0.0573o

Quad. gradient 0.1%
Dipole traverse displacement ±3 mm in x,y

Dipole tilt in x,y,z 0.6o

Dipole gradient 0.1%

10000 independent configuration of linac were tested. The results are shown in Fig. 7.5.
The maximum beam power loss results 26 kW on the bypass scraper. The drawback of this
solution, beside that the scraper needs to be cooled, is that the 1 W/m criteria is not respected.
However, this particular configuration is indeed temporarily and the drift tube needs to be
removed after the CW test of the RFQ.

Fig. 7.5 Total power lost occurrence over 104 runs

7.2.2 Transfer line

The second solution studied adds two doublets in the bypass section. The main objective is
to match the MEBT period to the HEBT focusing period (which is longer respect the MEBT
period, due to the higher beam energy expected).
The doublets are based on the ALPI Linac high energy doublets; the characteristics are listed
in table 7.2.
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Table 7.2 Bypass doublets characteristics

Parameters Value

Pole radius 50 mm
Space between quad. 150 mm

Quad. length 300 mm
Gradient 10 T/m

The nominal losses of the line are due only to the not accelerated particles. They are located
on the initial scraper and after the dipole. The total losses are reduced down to 13 W (which
makes it compliant with the 1 W/m criteria). The Fig. 7.6 shows the power deposited along
the line. There is no loss of 5 MeV particles.

Fig. 7.6 Power lost along the bypass line with doublets.

The envelope model was used in order to perform the required matching and allows to control
the dispersion after the first dipole. At the LPBD, the Dx = 0.
The macroparticles density plots are shown in Fig. 7.9. The plots show the xz and xy
macroparticle densities along the whole line up to the power beam dump. The red line shows
the envelope which encloses 99% of particles.
The halo was careful controlled and reduced down to 2 along all the line.

Error study

In order to study the sensibility of the transfer line with respect to the errors such as misalign-
ment and gradient, a similar Montecarlo error study for the cooled drift case was performed.
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Fig. 7.7 Rms dimensions of the envelope model of the bypass line. The first plot shows the
Dx (dispersion function), the other two plots shows the x and y

Fig. 7.8 Phase spaces at the power beam dump position. The x and y distributions are not the
same due to the different halo generated along the line.
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(a)

(b)

Fig. 7.9 Density plots of xz and yz planes. The red line indicates the envelope which encloses
the 99% particles.
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In this design, the errors specified in reference [53] were applied. Steering procedure was
applied in order to reduce the possible losses along the line.
Table 7.3 reports the errors applied to each element, uniformly distributed. At each beam
position monitor (BPM) an error was associated, in such a way to introduce the correct level
of uncertainty in the steering procedure

Table 7.3 Errors applied on for the transfer line study

Error type Values

RFQ output displacement ±0.1 mm in x,y
Quad. traverse displacement ±0.2 mm in x,y

Quad. tilt (MEBT) x,y,z 0.57o and 0.17o in z
Quad. tilt (HEBT) x,y,z 0.9o and 0.3o in z

Quad. gradient 0.1%
Dipole traverse displacement ±1 mm in x,y

Dipole tilt in x,y,z 0.6o

Dipole gradient 0.1%
BPMs accuracy ±0.1 mm

In order to distinguish between accelerated (subjected to the 1 W/m criteria) and not acceler-
ated particles, these results were divided with respect the energy spread given by Ed −Es,
where Ed is the beam particle energy and Es is the synchronous particle energy (5 MeV).
The first study considers all the particles in the range [−0.7 MeV+ Es, 0.7 MeV+Es], which
are tagged as accelerated particles. For such range, no losses were seen over 10−4 runs.
The second study considers all the particles in the range [-1 MeV+ Es, 1 MeV+Es], thus
including the first tail in the longitudinal phase space shown in Fig. 7.3. For such range,
only 1 W was lost after the dipole in the subsequent HEBT triplet, in the 99.99% of the
cases. The 4 MeV particles are transported up to the dipole: at that position, the dispersion
is generated and added to the chromatic effect of the consecutive triplet, causing the losses.
This phenomena can be seen in the accumulated densities (i.e. the normalized sum above
10000 cases of all the densities): in the bend plane (x) the symmetry is broken due to the 4
MeV (lower energy particles) which can pass or not after the triplet.

7.3 Conclusions and outlook

Two solutions were studied:

1. Cooled drift: the choice is to concentrate the losses in a specific location of the line
(the temporary bypass drift, which will be removed). In such a way, the nominal losses
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(a)

(b)

(c)

Fig. 7.10 Accumulated density plots of xz, yz planes and power lost occurrence. The initial
peak in the power lost is due to the energy limit acceptance set to [-1 MeV+ Es, 1 MeV+Es]
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are in average with the errors of the order of the 12 kW on the collimator, while for
the 90% of the cases is located below 26 kW. A specific cooling circuit needs to be
implemented.

2. Transfer line: the total power loss decreases of 3 order of magnitude (i.e. 13 W).
This can be easily understood with the better matching between the MEBT and
HEBT focusing period. Existing quadrupoles were used for this solution, which
were successfully used and tested for the ALPI linac. The solution foresees some space
between the quadrupoles, which may be used for additional diagnostic and testing.

As far as the error study is concerned, there is no particle loss for the range [−0.7 MeV+ Es,
0.7 MeV+Es]. While in the 99.99% for particles of energy [−1 MeV + Es, 1 MeV +Es] the
losses are within 1 W/m, located in the last triplet.





Chapter 8

Conclusions

In this thesis several important results and model developments were obtained. The most
important are summarized in the following list:

• A scaling law for the extraction system for the proton and contaminant beam (Eq. 3.11)
commissioning is proposed and verified via AXCEL-INP simulations (table 6.4). The
AXCEL-INP simulation proved to be valuable in describing the extraction behavior in
agreement with the simulation.

• A modification of the SCUBEEx method is proposed and integrated in the procedure for
the experimental emittance estimation in case of ghost contamination. The procedure
was checked with the blind test and double-checked with other methods. This method
was then used in order to estimate the results of emittance measurements shown in this
thesis.

• The Tracewin software was used to implement the trace-forward method with static
neutralization approximation. The trace forward method was modified in such a way
to use the experimental data, making it self-consistent.

• The preliminary model, despite its qualitative aim, was in good agreement with LEBT
measured transmission with respect to the solenoids (Fig. 5.11). The preliminary model
showed the strong dependency of the rms values (emittance and Twiss parameter)
and of the transmission with respect to the LEBT solenoids, input beam Twiss and
neutralization factors. The beam parameters at the LEBT output resulted to follow
specific trends in the solenoids plane: therefore, the commissioning of the injector was
organized accordingly, characterizing more carefully the zone of interest for injecting
into the RFQ (i.e. upper left quadrant of the solenoid plane), Fig. 5.13 and Fig. 6.1.
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• The preliminary model was refined in order to predict the rms quantities of the mea-
surements. The results were in very good agreement with the experimental data (Fig.
5.20 and 5.19) despite all the approximations done. Quite relevant is the agreement
between the simulated profile and the experimental data. This model proved also to be
a valuable instrument on site for guiding the commissioning in real time. The model
suggests the influence of the EMU on the space charge compensation process, via the
secondary electron emissions from the tungsten due to proton beam collisions. The
model allows also to see complex structures of the beam phase space at RFQ injection.
The refined model confirmed the trend of emittance growth and mismatch with respect
to the solenoid values found with the preliminary model.

• The model was then used in order to identify the RFQ matching zone (Fig. 5.33) and to
test the RFQ behavior with respect to different LEBT settings: a very low dependency
of the rms values with respect to the LEBT solenoid values was found (Fig. 5.26) in
the matching zone. On the contrary, the transmission may vary more than 30% (Fig.
5.25).

• For the larger perveance of the deuteron beam another software was used in order to
predict and explain the measurements. The WARP software was used for such purpose
in order to test the trace-forward method in case of dynamic neutralization. Due to the
long runs, the procedure was not fully completed, but it allows a preliminary agreement
between the simulations and the measurements (Fig. 6.21 and 6.22 )

• The effect of the secondary electrons generated from metal was confirmed on the space
charge compensation process (Fig. 6.17). Moreover, the model supplies deep insight of
the complex trend of the self-field potential at the steady state: the magnetic fields, the
changes in the beam pipe aperture and the negatively biased electrodes at the entrance
of the LEBT and at the exit of the RFQ were found to redistribute the secondary plasma
and change the neutralization trends. When the macroparticle densities at the steady
state were studied, the repeller results, from the simulation, to cause an axial non-linear
electrons lens which partially modify the deuteron distribution (Fig. 6.12). Despite all
the non linear phenomena involved, a preliminary agreement with the rms-emittance
measurements was obtained (Fig. 6.22 and 6.21). The model allows also to follow
the effect of the space-charge waves on the re-distribution of the particles at the RFQ
injection, making possible to follow the transient phenomena in the RFQ behavior.
An estimate of the time needed for a steady state operation was made and the beam
parameter variations with respect to the transient time were calculated (Fig. 6.9) and
(Fig. 6.26)
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• The WARP software was also used in order to simulate the extraction column beam dy-
namics. Excellent agreement was achieved (Fig. 6.5) with the phase A3 measurements,
in particular by estimating the emittance growth.

• The AXCEL software was used on site in order to foresee and check the experimental
measurement performed during phase A3. A good qualitative trend was found (Fig.
6.28). The results also confirm the correct approach of the formula proposed for scaling
the a multi-species beam (Eq. 3.11) which were tested before with simulations; the
study of the modifications for a new plasma electrode (performed during the thesis
work) which will be used for proton beam extraction, was enforced by the good
agreement between the AXCEL simulations and the measurements.

• Two solutions were studied for the modification of the LIPAc line, in order to test
the CW operation of the RFQ. The main identified problem belongs to the different
focusing periods between MEBT and HEBT which couples with the collective effects
of the beam. A solution was design and proposed, in order to overcome these difficulties
(Fig. 7.9), implementing two doublets in the bypass drift. The solution stability and
response was tested via Monte Carlo method and involves 10000 configurations with
realistic errors. There are no loss of the accelerated particles and the overall losses for
the nominal solution is 13 W (Fig. 7.6), only due to the not accelerated particles. This
proposal was preliminary accepted and it will be submitted to the project management
for approval.
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