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Sommario

La prima parte di questo lavoro di tesi e’ dedicata alla déa@danalogica e presenta la
progettazione di un’interfaccia di I/O per un decodificatiierattivo completamente ana-
logico per un codice convoluzionale concatenato in seriewndlecoder analogico per
Trellis Coded Modulation (TCM) per la correzione degli erio memorie Flash multi-
livello. Il decodificatore iterattivo rappresenta un grogssso avanti nell’evoluzione dei
decodificatori analogici in quanto e’ possibile riconfigua sia la lunghezza di blocco
che il rate del codice. Per di piu’, con un’efficienza di 2 /bit) migliora fino a 50 volte
le prestazioni in termini di efficienza dei decodificatorgidali con la stessa lunghezza
di blocco. Le potenziali prestazioni e le limitazioni delbproccio analogico per un de-
codificatore per TCM sono state investigate consideran@aoddtersi decodificatori, uno
a 4 stati ed uno ad 8 stati, entrambi sviluppati in un proc€e¢@®S standard con una
lunghezza di canale di 0.38n.

Nella seconda parte della tesi viene presentato il desigm diansciver per una ra-
dio ad impulsi a banda larga (UWB-IR), con patrticolare ensagla progettazione del
trasmettitore. Il trasmettitore utilizza una nuova conazione di mixer e amplificatore
di potenza per generare un impulso gaussiano con una laglibanda di 1.25GHz
ed una frequenza centrale di 7.875GHz. Il nuovo circuitojtie, include un trasfor-
matore monolitico in modo tale da generare una tensionedaiieudi 32Vyp,, necessaria
per garantire la distanza di connessione richiesta di abmi®metri. Il trasformatore e’
stato progettato in modo da massimizzare I'efficienza imierdi potenza e, allo stesso
tempo, realizzare un filtro ladder del quarto ordine al fineidiurre le emissioni fuori
banda del trasmettitore stesso. Confrontando |'efficiehzmesto design con trasmettori
per UWB-IR allo stato dell’arte si e’ visto come la soluzictee noi proposta porti ad un
miglioramento dell’efficienza del trasmettitore di un &t pari a 10.






Abstract

The first part of this work concerns analog decoding. It pnes¢éhe design of the I/O
interface for a fully analog iterative decoder for a seyiatbncatenated convolutional
code and of a fully analog Trellis Coded Modulation (TCM) déer for error correction
in multi-level (ML) flash memories. The iterative decodepnesents a significant step
ahead in the evolution of analog decoders due to its recaafigity in both block length
and code rate. Moreover, with an efficiency of 2.1nJ/bitutperforms digital decoders
with the same block length of a factor up to 50. The potengalggmance and limitations
of the analog approach for a TCM decoder have been investigainsidering a 4-state
and an 8-state decoder, both developed in a @mi8tandard CMOS process.

In the second part of the thesis, the design of a low-powastiver chipset for
ultra wideband impulse radio (UWB-IR) is presented, withitigalar emphasis on the
transmitter design. In particular, the transmitter useswaehcombined mixer and power
amplifier to generate a Gaussian pulse with 1.25GHz bandwithcenter frequency of
7.875GHz. The combined MRX-PA includes a monolithic transfer to reach a maxi-
mum output voltage swing of.3V,,p, necessary to ensure the required link distance of 10
meters. The transformer has been designed in order to maitme power efficiency and
at the same time to realize a fourth-order ladder filter, smasduce the transmitter out-
of band emissions. The efficiency of this design has been acedwith state-of-the-art
UWB-IR transmitters, showing how the proposed solutionl$et® an improvement in the
transmitter efficiency of a factor of almost 10.






Introduction

The density and speed of integrated circuit computing etembas increased roughly
exponentially for a period of several decades, followingemd described by Moore’s
Law. While it is generally accepted that this exponentigbiavement trend will end, it
is unclear exactly how dense and fast integrated circuilipet by the time this point is
reached. Working devices have been demonstrated that eleriedted with a MOSFET
transistor channel length of 6.3 nanometers using cormealtisemiconductor materials,
and devices have been built that used carbon nanotubes aEEIOgates, giving a chan-
nel length of approximately one nanometer.

The density and computing power of integrated circuits ianééd primarily by power
dissipation concerns. Even if several techniques have Beegloped to reduce it, how-
ever, if current trends continue, "Energy costs, now ab@% Df the average IT budget,
could rise to 50% ... by 2010 [1].

In this thesis, we cope with the problem of reducing powerscomption in two dif-
ferent key application fields: the design of decoders fohbairbo codes and multilevel
Flash memories error correcting codes and the realizatidgomepower transceivers for
ultra-wideband (UWB) impulse radio (IR).

Turbo codes, first proposed by Berroux and Glavieux in 1993Have become ex-
tremely popular in the last few years till the point to be aopas standard codes for
a wide range of telecommunication applications, such a®J’3/S cellular phones [3]
and satellite digital video broadcasting [4]. At the sammetj Flash memory market
growth has been explosive in the past decade, driven byl@eihones and other types of
electronic portable equipment, such as palm top, portaBlenip3 audio player, digital
camera and so on. Thus, reducing the decoders power consarfgtsuch applications
is already crucial and will become more and more decisiveértext few years.

UWB-IR have become an active research area with prolifenatf portable electron-
ics, as it promises unprecedent data rates for short-raogenercial radios, combined
with precise locationing and high energy efficiency. Thesedjits stem from the use of
wide bandwidths and impulse signaling, implying high chelraapacity and precise time
resolution [5]. A critical specification for energy efficieshort-range radio is, of course,
the energy per bit, that is the energy spent to transmit acelre a single information bit.



viii Introduction

This thesis consists of two parts: in the first we address gweding problem, while
in the second the design of a chipset for UWB-IR is presented.

The pioneering work of Loeliger's [6] and Hagenauer's [7pgps led to the first
successful implementations of analog iterative decod¢&(] in BICMOS technology,
and demonstrated the potential advantages of this appmgbirespect to the digital
one both in terms of decoding speed and power efficiency. Mexvéhe limitations of
the analog implementation, due to the fully parallel denggirocess, have soon become
clear. The only way to make the analog decoder circuitry demify independent on
the codeword length is to reduce the fully parallelism ofadatocessing by introducing
the concept of sliding window decoding [11, 12]. Followirgstdecoding strategy, an
hybridanalog decoder for Turbo codes has been designed, whichicesthe advantages
offered by the analog approach in terms of power consumpbigether with those typical
of the digital implementations, such as a reduced area aticupand a greater versatility.

Using the sliding window decoding approach, the decoderfiate circuitry becomes
the bottleneck in terms of power consumption ad area octupats we will see in Chap-
ter 1. In fact, in order to store the channel data and to exgdamformation during the
iterative decoding process, two large power hungry analegories are needed.

Thus, as a significant effort in the design of complex analecpder is spent in the
realization of the interface circuitry, analog decoderslddoe successfully used in all
those applications where a memory is already implementesh as within stand-alone
Flash memory chips. Following this consideration, a nov@Mranalog decoder for next
generation multilevel Flash memories has been design¢d,aencouraging performance
both in terms of area occupation and power consumption \epect to state-of-the-art
digital decoders.

In Chapter 1, the architecture and main features of an ieratlly analog decoder
for a serially concatenated convolutional code, which enpénts the sliding window
concept are presented. In particular, the specificationshi® decoder input interface
circuitry, which consists of an analog memory, a voltage rnabpbility converter and a
digital to analog converter, are drawn and its design andropation are then analyzed
in details.

Chapter 2, after a brief introduction to multilevel Flashmuies, analyzes the advan-
tages and drawbacks of commonly used error correction dodasler to derive a novel
ECC scheme based on Trellis Coded Modulation.

In Chapter 3, the complete design of an analog decoder fof@i ECC proposed



in Chapter 2 is presented. In particular, the potential gremiince and limitations of
the analog approach are investigated considering a 4atdtan 8-state analog TCM de-
coder, both designed for an effective storage density of@mmation bits/cell. Transistor-
level simulations of the overall decoders, including threwit interface between the Flash
memory cells and the decoder core, show how the proposedagiprcan achieve a de-
coding speed comparable with the state-of-the-art lin&arkbcodes occupying a small
area, with almost no loss in terms of BER with respect to tlealidecoding algorithm.

In order not to lengthen the thesis too much, some basic pt&\cé coding theory
are introduced in the Appendix A. The idea is to give the reandy the background
information necessary to understand the projects destibthis work. Thus, particular
emphases is placed on the analog decoding approach foisTeelled Modulation and
Turbo codes. Interested readers can refer to the biblibgrégr a more detailed discus-
sion on coding theory.

The second part of the thesis is devoted to the design of gotawer transceiver
chipset for UWB-IR.

Chapter 4 briefly introduces UWB signalling systems togetith some legal aspects
due to the Federal Communications Commission restrictiorihe transmitted power
spectral density. Then the system analysis of our chipséi¥éB-IR sensor networks is
carried out in order to draw the specifications for both reeeand transmitter. For this
purpose, a behavioral model of the receiver implemented MCWD.13um RFCMOS
process has been developed, which also allowed to sucligdst a synchronization
algorithm.

The design of the transmitter is then presented in detailShapter 5, where the
comparison with state-of-the-art UWB-IR transmitters\gadow the proposed solution
leads to an improvement in the transmitter efficiency of adiacf almost 10.
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Input Interface for Analog Decoders

Although analog decoders demonstrated large improvenmetegams of power consump-
tion, chip area and throughput with respect to their diggtainterparts [8, 9, 13, 14], they
are still far from being used in realistic applications duaimhy to the fact that their cir-
cuitry complexity increases linearly with the codeworddgém The only possible solution
to this limitation is to reduce the fully parallelism of dgteocessing by introducing the
concept of sliding window decoding [11, 12].

In this chapter, the architecture and main features of aatite fully analog decoder
for a serially concatenated convolutional code, which enpénts the sliding window
concept, are presented. In particular, the specificationshie decoder input interface
circuitry, which consists of an analog memory, a voltage rnabpbility converter and a
digital to analog converter, are drawn and then its desighagtimization are analyzed
in details.

1.1 Hybrid Turbo Decoder

The input interface circuitry whose design will be descdbe Sec.1.2.3, is part of an
hybrid Turbo decoder which combines the advantages of the anafmgagh, by imple-

menting a fully analog decoding core, together with soméutes typical of the digital

implementations, such as the iterative use of the same datnmal hardware unit and
an increased flexibility both in terms of code rate and fraemgth.

1.1.1 Serially Concatenated Code Structure

The hybrid Turbo decoder is designed to decode in the anatatpth a novel serially
concatenated convolutional code recently proposed iratiiee for satellite applications
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Figure 1.1: Block diagram of the serially constituent code scheme

[15] due to its high performance, simplicity and versatilit
The code block diagram is depicted in Fig.1.1. It consisthefconcatenation of two
identical rate-1/2 4-state systematic recursive convahat codes with generator polyno-
mials:
G(D) = [D*+1,D*+D+1] (1.1)

The two encoders scheme, together with a code trellis sea@re shown in Fig.1.2.

A way to increase any code rate is offered by “puncturizdtioAh punctured code
is a higher rate code formed by discarding or puncturing ifipezodeword symbols of
the output of a low-rate code. Given the original low-ratel€othe resulting punctured
code depends on the pattern of codeword symbols being desgtat his pattern is called
the perforation pattern of the punctured code and it can bweasgently defined by a
perforation matrixP with elements

0 if symboli of the branchj is punctured
Pi,j =
1 if symboli of the branchj is retained

In our case, the outer code is punctured to rate 2/3 througpuhcturing matrix

1111
P, = 1.2
° ( 110 o) (1.2
while the inner code systematic bits and parity bits are fured separately through punc-
turersPs and Py, as described in detail in [15]. By changing the perforapaiter of the
two puncturerss andPp in a rate-compatible fashion, the overall code rate can beda
between 1/3 and (virtually) 1.

Let's defineK, N andL the information block size, the interleaver size and theseod
word size respectively. The binary information data, cdblel in a vectou of length
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Figure 1.2: Constituent encoder scheme of the SCCC Turbo code

K, is first encoded by the outer encoder, then punctured by xke founcture®, and
interleaved before being forwarded to the inner encoder.

The output of the inner encoder is then punctured by the pueictPs andPp, so as to
generate the two output streamsandc,. These vectors are finally multiplexed to form
theL-bit codeword sequence

The coded sequenass sent to the channel as the signal sequencbktained at the
output of a binary pulse-amplitude modulation PAM or, ealewtly, a BPSK modulator.
The relationship between the modulated signal and the cbided:

X = v/Es(2cc— 1) (1.3)

having denoted bis the signal energy. The channel is assumed an additive wiaits-G
sian noise (AWGN) channel with two-sided noise power spedensityNy/2.

Since the rate of the outer code punctured throBgls 2/3, the interleaver length is
given byN = 3K /2. We assume the interleaver length to be a multiple of a bdsdeaver
sizeN’, which, as described in [15], is fixed to 300 bit. Thus, fogkrinterleaver lengths,
4 multiples ofN’ are considered, that is interleaver size of 300, 600, 120400 bits.
The corresponding information block sizes can be deduced as

2 2
K=-N-2=-M-N-2 1.4
3 3 (1.4)

whereM = 1,2 3,4 and the two termination bits, added to reset the encoderaneta
the original state, are also taken into account.

The codeword length can be calculated by recalling that two parity ligg andcy »
are generated for each information bt which, together with the two termination bits,
gives:

L=M-(N+2) (1.5)

which leads td. = 604,1208 2416 4832 for the 4 interleaver sizes considered.
The channel date-rate is fixed at 100Mb/s.
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Figure 1.3: SCCC Turbo code decoding scheme

1.1.2 Analog Decoding Procedure

The fully parallel analog Turbo decoding procedure is iitated in Fig.1.3.

The two SISO modules, each corresponding to one of the twodamns reported
in Fig.1.2, perform the decoding by exchanging extrirst-information Thesesoft-
informationcan be regarded as an index of the confidence level reacheukelaygos-
teriori estimate of the original information bitg. It is worth to highlight that the two
SISO units, the inner and the outer SISO, which correspotitetonner and outer encoder
respectively, work on input data streams with differenglémand typology.

The inner SISO soft-inputs are:

e the channel output symbojyg transition probabilitiegen(yy) = P(ye|Xe) with s =
u, Cq, C2,

¢ the additional information ooy andc; given by the outer SISO as extrinsic proba-
b|||ty b(yk)outer.

The outer SISO receives from the inner one the bitandc; extrinsic information
B(Yk)inner @and produces two outputs:

e ana posterioridy estimate of the user bitg;

e new extrinsic information on thex andc; symbols which constitute the input for
the inner SISO.

1.1.3 Hybrid Decoding Procedure

A fully-parallel analog implementation of the decoding@ighm described in Sec.1.1.2
would require two SISO modules with length 2400 and 1600eesyely, so as to handle
the maximum codeword input length of 4800 bits. This wouatliéo a prohibitively large
chip area.
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To reduce the decoder complexity, a non fully-parallel apgh is adopted. The basic
ideais to implement only one single SISO unit, which is ugatktcode both the outer and
the inner code. In addition, the SISO unit implements onlyirdew of the overall code
trellis of N’ trellis sections. Thus, for larger block lengths the modslesused several
times to decode each of the constituent codes.

The choice of the window dimension is a tradeoff betweenudircomplexity and
speed. Increasinly’ increases the circuit complexity but, at the same timewadlbigher
decoding parallelism. As the time required by the SISO toveaye to stable values
is roughly independent of the block size, as proved by sitrarla, the decoding speed
increases linearly with the size of the window. As a goodeditibetween circuit speed
and complexity, we fixedN’ = 300 trellis sections, which corresponds to the shortest
codeword considered with length= 604 bits.

To explain the hybrid decoding process, an interleaverai2d 00 bits, corresponding
to 8 subblocks of minimum lengtk’ = 300, is assumed. The decoding procedure can be
summarized in the following few steps:

1. the decoder loads the channel information relative tariteze frame onto an analog
input memory;

2. during the first half iteration, the SISO unit worksiaser SISO. For each subblock
of N’ = 300 bits the SISO is fed with the corresponding channel itiansproba-
bilities pen(yi) and the extrinsic information generated by tleaiter SISO” during
the previous half iteration on the inner code input ptgxJouter- At its output it
generates the extrinsic informatiqyk)inner 0N the 300 input bits which are then
stored following the natural order in the first row of an emsiic memory. This pro-
cess is repeated 8 times, one for each subblock, until aB tioevs of the extrinsic
memory are loaded with the corresponding extrinsic values.

3. during the second half iteration, the SISO unit worksoater SISO. Thus, for
each subblock, it is fed with the extrinsic informatipfy)inner ON the outer code
output bits, properly deinterleaved and punctured, ge¢edrduring the previous
half iteration by the thner SISO” and with the extrinsic information on the outer
code input bits stored in the extrinsic memory. At its outinat SISO unit generates
the a posteriori probabilities of the user bits on which dexis on the transmitted
symbols are taken. The SISO also computes the extrinsimiafon p{ Yk ) outer ON
the outer code output bits which will be stored, properlgrtgaved and punctured,
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Figure 1.4: Analog decoder block diagram

in the extrinsic analog memory. This process is repeateddoh subblock until the
extrinsic values for the entire block are stored in the mgmor

4. Step 2 and 3 are repeated as many times as the maximunoilsmtimbeiN; = 10.
At the last iteration, decisions on the transmitted bitstaken.

1.1.4 Analog Decoder Architecture

A block diagram of the analog decoder implementing the d/dacoding algorithm de-
scribed in Sec.1.1.3 is shown in Fig.1.4. As already poimtet] it consists of a single
SISO unit, which has to match both the inner and the outer.code

More in details, the SISO analog network has been desigrkxiving the approach
described by Loeliger in [6] and successfully adopted iresghanalog decoder prototypes
[8, 13, 14, 16]. It consists of several sum-product cellscuhbperate on two current
input vectordy andly representing the probability distributiop$x) and p(y) of discrete
random variables and yield one output current vettoaccording to (A.53). Thus, each
component of the output vector is the sum of products of imgators component pairs.

As already pointed out, the iterative nature of the propatsmbder requires the SISO
to match both the outer and the inner code. Since the treligth is different in the two
cases, as it consists of 200 sections for the outer code vit@cbme 300 for the inner
code, an appropriate combination of switches is added td#se&c scheme as reported
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Figure 1.5: SISO simplified diagram with switch betweemer andouter configuration

in Fig.1.5 in order to move the SISO termination in the propesition when the shorter
length is needed.

Furthermore, to allow the exchange of the extrinsic infaioraduring the iterative
decoding process, few multiplexers and an analog extrim@mory are added. This
memory must be able to store up to 2400 couples of soft vak@sesponding to the
extrinsic probabilitiep(0) and p(1). The extrinsic memory is organized as a bank of 8
rows, that is the maximum subblocks number, and 300 columinish correspond to the
subblock length.

The input memory is needed to store the channel informatimimg the entire decod-
ing process. Its sizing, design and optimization will beadié®d in Sec.1.2.3.

1.1.5 CMOS Technology

The hybrid analog decoder has been designed in the UMCiMl8MOS process. The
key features of this technology are:

e minimum channel length: 0.18m;

e dual supply voltage: 1.8V and 3.3V,
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P-substrate;

single poly, six metal layers (1P6M);

Twin-Well to realize nMOS with isolated substrate;

high performance mixed-mode signal capabilities;

radio frequency MOS transistors.

In order to optimize the decoder power consumption, we usdyladevices working
at the lower supply voltage, thatVgq = 1.8V.

1.2 Input Interface Circuitry

The input interface, whose block diagram is shown in Fig.h#&s to store a frame of
channel output symbolg on the input analog memory and then to convert each of them
into a pairs of currents representing the correspondingnodlatransition probabilities
Pech(Yk) = P(Yk[Xk). In order to ease the testing phase, the channel output itofete
memory in a 7-bit digital representation and it is convetied differential voltage by a
digital-to-analog converter.

1.2.1 Specifications

The input interface specifications have been drawn in oagutarantee the proper func-
tioning of the overall analog decoder and also to make thelevhgstem performance
competitive with respect to the corresponding digital iempéntations. In particular, the
memory write and access time together with its accuracy baea set so as to ensure a
correct decoding process, while the specifications reggrthie power consumption and
area occupation are deduced from performance comparigbrovgital decoders.

Write and access time As the channel data rate is equal to 100Mb/s, the demodulator
output is sampled at a frequency of 100MHz, which leads to @mmam memory write
time of 10ns. The access time specification can be set bylirec#hat every decoding
iteration lasts for 300ns and that, to speed up the decodimgeps, the correct channel
transition probabilities values must be available at th8CGsinput in the shortest time.
Thus, a reasonable value for the access time would be in tige raf 10 30ns, that is at
least one order of magnitude smaller than the decoding time.
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Figure 1.6: Input interface block diagram

Precision The accuracy specification has been drawn from the precrsiguirements
for fixed point implementations of iterative decoders foncatenated codes with inter-
leaver [17]. In particular, given the total number of bigsused for the log-likelihood ratio
LLR numeric representation, where the LLR for the binaryhalpet{0, 1} is defined as:

p(yk|ck = 1) (1.6)

Ac=1lo
<= o= 0)

the required number of bits of precision dependsngn For realistic applications, two
cases have been considered, thatyis= 5 andny = 4, leading to the following design
hints:

e for ny = 4, the best choice is (4,1) using one bit of precision andettiog the
dynamic. It yields performance less than 0.1dB worse tharidbal ones for low

En/No;

e for ny =5, the best choice is (5,2) using two bits of precision anédHor the
dynamic. It yields performance almost identical to the iaeee.
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Power consumption One of the key element to judge the performance of the hybrid
decoder is definitely its efficiency, that is measured in geohenergy per decoded bit.
This latter is defined as:

Power consumption  Power consumption
Input bit ratex Coderate  Output bit rate

Energydec= (1.7)

In the UMTS Turbo decoder presented in [14], the energy peoded bit has a minimum
value of 126nJ/bit, that is 10 times smaller than the equivalent digit@lementations.

In order to further improve this efficiency, our target is éach for the hybrid decoder
an energy per decoded bit of 2nJ/bit. This leads, accordirg.7), to a maximum power
consumption for the overall analog decoder of 60mW.

As the extrinsic memory and the SISO power consumption has bstimated around
6.5mW and 13mW respectively, and 10mW should be enough ¢itadicontrol unit, this
leaves a power budget of 30mW for the input memory.

Area occupation Another important element in evaluating the goodness ohthmeid
solution we propose, is the area occupation. As alreadgstreout, one of the main lim-
itations of analog decoder is represented by the fact tleat ¢hip size increases linearly
with the codeword length. The hybrid decoder has been intted to overtake this very
limitation.

Due to the large number of memory locations required for th&l@y memory, this
block could be the most demanding in terms of area occupatgpecially if we decide
to use a capacitor as storage element.

As the die area for the analog decoder implementation is fast&gmm x 10mm and
the room required for 1/0 pads and ESD protections as alse taken into account, we
assume the area available for the decoder circuitry to balggudmm x 9mm. It is
reasonable to allocate for the input memory up to a quartérisfarea.

1.2.2 Voltage-to-Probability Converter

The interface between the memory array and the decoder esr¢hle task to compute
the channel conditional probabilitigsn(yk) = P(Yk|[Xk) = P(Yk|ck) required by the SISO.
These probabilities are defined as:

1
P(Yk[X = Xj) = ﬁexﬁ—Tz (1.8)
n n
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Figure 1.7: Voltage to probability converter for a binary alphabet

wherea? is AWGN channel noise variancg is the channel outpu is the transmitted
signal and{x;|0 < j < 1} denotes the set of all possible signal amplitudes. In oug,cas
as we use a binary alphabf, 1} with a BPSK modulatio{ —a, +a}, the (1.8) can be
implemented by a simple differential pair, as described Bj[ A simplified schematic of
the voltage to probability converter is shown in Fig.1.7.

The differential pair output currents are proportional be tonditional probabilities
according to:

o1 — In Pk = —2]
PlYk|Xk = —a] + p[yk|X« = +a]
(1.9)
Ipo = Iy Pl = +8)
PlYk|[X« = —a] + p[yk|X« = +a]

This follows from the fact that, if the nMOS transistor arerkiag under weak inver-
sion, their drain currents are equal to:

lo = Iy
1+ exp{ —20h)
1+ exp 25)

(1.10)

whereVg is the voltage received from the channelis the amplifier gain andUs is the
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temperature equivalent voltage. The two conditional pbdiiges (1.9) can be written as:

_ Venta)?
R 7 I O
e 20‘% +e 20%
—IN”  (Vep-a)2—(Ven+a)2
1+e 28 (1.11)
1
=In: T vy
1+ e 20
. plyilxc = +2] T N
_ — - 726~Vh
PIykIX = —a] + plykIx = +2] 1ie of

Thus, if the gairx is set equal to:
_ nUra
-

(1.12)
it is immediate to deduce the (1.9) from (1.11).
Implementation The voltage to probability converter V-to-P has been imm@atad by

means of a pMOS differential pair, as shown in Fig.1.8, whieestwo nMOS transistors
constitute the SISO module input stage.
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The two output currently andl, proportional to the conditional probabilities accord-
ing to (1.9), are given by:

I

lo= Vin

1+ e<|:)PUT) (1.13)
1= ——F——

1-|-e<7n:-!|—GT)

The module bias curreng has been set equal to the bias current of the sum-product
cells of the SISO unit, that i, = 1pA. In this way, we have no loss of performance due
to the fact that the sum of the input currents of the sum-pcodwdule is less than its
bias current.

As the voltage to probability conversion relies on the exgtral voltage to current
characteristic of the input pair pMOSs, they have to be sszeds to work under weak
inversion for currents up toA, that is the maximum current flowing through one pMOS.

In order to define the transistors dimensions, precisioneissnust also be carefully
considered. The precision requirement for the voltage ébability module can be de-
duced by considering the equivalence between the logylikeld ratio defined by equa-
tion (1.6) and the normalized conditional probabilitieor Example, let’s consider the
probability represented by the V-to-P currémtin terms of log-likelyhood ratio, this can
be written as:

PlYk|ck = O] _ g 208
plyk|ck = O] + plyklck = 1] y: (-2

e i +e i

1

1
2yk—1
1+e 0
1

T 1+ ek
By comparing this last expression with equation (1.13), aeeh
_ Vi

(1.15)

From the precision requirements for the numeric represemntaf the log-likelyhood
ratio Ak in the digital domain reported in Sec.1.2.1, we can derieeatcuracy required
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for Vin. In particular, if we chose to represent the LLR with= 4 bits, the best results
are obtained with (4,1). The use of 1 bit for the precisiomitet:
Vin

—1/21—0. 1.1
oy = Y2 =05 (1.16)

in the analog domain, while the 3 bits for the dynamic become:

Vo s
=2°-8 1.17
i (1.17)

np is a technology dependent paramiter, which has been estinfiatthe UMC 0.184m
process through simulations, givimg = 1.56 for pMOS transistors and, = 1.31 for
NMOS. This leads to a precision requirement¥gy of 20mV with a dynamic range of
+162mV = 324mVjp,.

As the input interface contains three main blocks, the DA, ihput memory and
the voltage to probability converter, the error introdudsdeach of these blocks can be
defined as:

d(x) =9(x) - (1+¢) (1.18)

whereg(x) describes the ideal input-output relation for each block &represents the
error introduced by the block non-idealities. We assumethar statistic of each block to
be a second order Gaussian distribution, that is the errobedully described by means
of its standard deviatiog, and its meam.

As the input memory contains the memory cells plus severditiadal buffers, we
divided the error introduced by this block between thesedamponents. Thus the over-
all input chain contains four sources of ergyac, Esur, E0TA Ev2p, €ach described by a
Gaussian distribution. Even if it is a simplification, we as® the four error sources to
be independent.

The sum of independent Gaussian variables is still a Gaussidable whose mean
and standard deviation are given by:

rnEt — )
(1.19)

If we assume the contribution of each block to be equal, égudtl.19) leads to
mg, = 4me andog, = 20¢. Thus, in order to fullfill the precision requirement givep b
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Parameter| Avin (O
Unit mV-pum | [mV]
nMOS 4.787 | 0.5328
pMOS 4.6899 | 0.1894

Table 1.1: Matching parameters

V-to-P

2
Mp | 62
Mn | 55
Mp | 2

Table 1.2: Voltage to probability transistor size pm/um

(1.16), we needng, =30, < £20mV. This equation can be satisfied if we imposg 4
3-0g < 20mV which, for each input interface block, becomes:

2
me + 30g < Zomv =5mV (1.20)

For the voltage to probability module, equation (1.20) irsg® some constraints on
the pMOS transistors dimensions. In particular, as thedstahdeviation of the threshold
voltage error can be modeled by equation:

O(BVin) = j,vvt_“L 1C (1.21)
whereAy, andC, are technology dependent parameters whose values for the Q18-
um CMOS process are given in Table 1.1, the pMOS width and kehgte to be chosen
so as to keep(AVh) < 1.8mV. At the same time, the transistor dimensions have torensu
they work in their exponential region for currents up {0AL

The transistors size for the voltage to probability corsedre reported in Table 1.2,
where the dimensions of the SISO input stage nMOS are given to
With this choice o(AVip) ~ 1.85mV.

1.2.3 Input Memory

The input memory is needed to store the channel output sysgpduring the entire de-
coding process. In order to maximaze the decoder througtipiinput memory consists
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of two identical banks, so that one can be loaded with themélanformation while the
other is fed to the decoder.

As the maximum codeword length to be handled by the decoasyual toL = 4832,
each memory bank consists of 4832 pseudo-differential nngieedls. Thus, the overall
memory counts 4832 2 memory locations organized in 604 columns and 8 rows. When
the minimum codeword is selected, just the first memory rowsied, while the whole
memory is needed with codewords of maximum length.

In order to meet the need for low power consumption and higisithze we chose an
architecture based on switched-capacitor circuits to @mant the input memory [19], as
shown in the simplified memory scheme of Fig.1.9. The mairaathge of this switched-
capacitor based solution with respect to conventionaldsatf sample-and-hold circuit
topology is that it requires only one active element per gwolyinstead of one per capac-
itor, with a significant power saving.

During write operation, the input signal path is fed to 8 budf one for each row,
in order to cope with the large parasitic capacitance of tmg linterconnections. The
control signald\,, W, Ry andRy, with W, = Wy, andR, = Ry, select which bank is being
loaded, the other one being fed to the decoder core.

The memory is read one row at a time by the SISO while workindpeinner mode
by placing the capacitors in feedback configuration acress<orresponding OTAs. The
writing operation is sequential, so one capacitor coupéetessed per clock cycle.

Memory cell Each memory cell is pseudo-differential and consists of teglicas of
the same basic structure formed by five switches, a capauitban operational transcon-
ductance amplifier, as described in [20]. A single OTA is useall the cells belonging
to the same memory column and is shared between both memiokg Baand B. Thus,
considering the pseudo-differential nature of the mematgtal amount of 604 2 OTA
are needed. A simplified schematic of the memory cell is showifig.1.10. The top
plate of the sampling capacitor can be shorted to the memeuyt ior output by means of
the two switchess, andS,, while the bottom plate is connected to the reference veltag
Viet Or to the OTA input by the two switcheS,; and S5 respectively. The additional
switch Seset Serves to configure the operational amplifier as a voltagevielr in order
to force the input and output node to the bias voltege: Vet between two consecutive
read phases.

The operation of the circuit can be described by dividingdhta acquisition process
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Figure 1.9: Input memory block diagram
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Figure 1.10: Memory cell structure

into write and read cycles. While a memory bank is being emiftthe data previously
stored in the other one are fed to the decoder core. A simglifiming diagram for the
memory read and write phase is shown in Fig.1.11, where Tatds the nominal clock
period of 10ns.

During the write phase, switché&, and Sy, are closed, whil&s,, S5 and Seset are
open, as the OTA is busy reading the data stored in the otheraomyebank. The input
voltageVi, applied to the memory input is sampled and the voltdge- \, is stored
across the capacit@s. During the read phase, switch§s S, are closed whil&y, Sya
andSesetare open, placing the OTA in feedback configuration. Due ¢aatimplifier high
gain, the voltage at nod¥, Vy is held constant at a value almost equaVgo Thus no
charge can be injected into the capac@eieadingVoyt = Vin.

Switched-capacitors circuits suffer from charge injecterrors. The bottom-plate
sampling principle [21], can greatly help to reduce thi®esource. This means to adopt
the switching sequenc®a — Sy — Sa — §. However, using this switching sequence,
the circuit precision can be further increased by:

e increasing the sampling capacitar@@evalue. This, however, reduces the sampling
bandwidth proportionally;

e making the charg€,, injected by switchSya equal to—Qya, Where—Qy5 is the
charge injected b$3,. This is only possible if both switch&3,; and S, are of the
same type, nMOS or pMOS;

e minimizing bothQuwa and Q5. Therefore, the area of both switch8g,; and S,
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Figure 1.11: Read and write phase timing diagram

should be as small as possible. However, decreasing thé widthe switches
reduces the sampling frequency bandwidth accordingly.

Another source of error in the proposed circuit is due to ti& @on-idealities. In
particular, the OTA finite gain causes the voltage at ngde differ from \,, while the
finite input capacitanc€j, at the same node determines a charge sharing phenomena
betweerCi, andCs during the read phase. The circuit analysis gives:
V 1 i 1
Vout = = ~ Vin {1— — (1+ Q—)} = Vin {1— —} (1.22)
1+4(1+2) A\ Cs AB
wherep = Cs/(Cin + Cs) indicates the feedback factor.

Moreover, as each memory cell has to be read several timasistionce per Turbo
iteration, before being overwritten by a new channel infation value, each read opera-
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tion adds a data-dependent error on the value stored in theonyecell, whose magnitude

is given by:
Vin Cin Vin
eV <1+ )_—m (1.23)
As aresults, in order to keep the error on the output voltggewithin acceptable bounds,
we need to carefully design the OTA so as to ensure an highrieguéncy gai,. The
input capacitanc€i, should also be minimized, even if the speed is not criticabsto
ensure a high feedback factdr

The circuit speed during the write phase depends on the timstant:

Twrite = (Ronw + Ronwa)Cs (1.24)

whereRonw andRonwa are the on-resistance of switch@&g and Sy, respectively. Thus,
the write time increases linearly with the sampling caaweCs and the switches on-
resistance.

During the read phase, the circuit analysis leads to:

— CCn+CinCs+CCL  1C + (1-B)Cs
read GmCS B Gm

(1.25)

whereGy, is the amplifier transconductance. The read time decrealeshe amplifier
transconductance while its relation with the feedbackdiadepends on the capacitance
values. IfC, is dominant with respect tGs, an increase of the feedback facfleads to

a reduction of the read timgeag.

The slewing behavior of the circuit has also to be taken ictmant when designing
the OTA. Upon entering the amplification mode, the circuityreaperience a large step
at the inverting input. As the input capacitarGg is usually small, the voltage at the
output node and at nod€ does not change immediately, but at the beginning of the read
phase/ = —Vin. This can force the amplifier into a slewing condition. Thexshg factor
depends on the chosen amplifier topology. However, for a comsource amplifier it is
approximately equal tts/C;, wherelg is the common source bias current.

OTA design As already pointed out, the OTA has to be carefully desigreassto
satisfy the input memory precision and speed requiremé&inst of all, as we need a high
low frequency gain to keep the error on the read voltage wittuceptable bounds, we
decided to use a regulated cascode topology. The schenfidhie @TA is depicted in
Fig.1.12. The amplifier voltage ga#, is given by:
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Figure 1.12: OTA schematic

Ay = gm1Rout (1.26)

wheregyy Is transistoM; transconductance and the output resistdRgeis given by:

Rout = [(Omer dsof dst) Imar ds3]// (Gmer dssl dss) (1.27)

while for the unit gain frequency we have:

wy = OmCout (1.28)

as we assume the dominant pole to be at the output node. Tdteonship between
the closed loop bandwidtiyc, = %PB)CS and the feedback fact@= Cs/(Ciy +Cs)
depends on the values of the load capacit&cand the input capacitan€,. This latter

is given by the sum of the long interconnection parasiticacetgnce, which has been
estimated around 30fF, and the gate capacit&hgef M;. Due to the tight precision
requirementsMz will not be vary small, thus the contribute given B¢ can not be
neglected. We assun@, = Cy + Cy1 = 60fF. The contribution of the wire parasitic
capacitance can be neglect in the evaluatiod o#vhich is given by the input capacitance

of the voltage to probability module, leading@ = 50fF.
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Figure 1.13: Countour lines forcy (B, 9m)

The contour lines fotxc. as a function of8 andgy, are shown in Fig.1.13. The spec-
ification for the read time of;eaq = 10ns given in Sec.1.2.1 leadsdg = 600Mrad/s.
As the contour lines do not vary linearly wifhandgy, the optimal region for each curve
is the central one. Moving towards the sides, a small saweimd of area requires a large
increase in power consumption and vice versa.

 as a function o€sis plotted in Fig.1.14 while the contour lines f@¢_ as a function
of Cs andgny are shown in Fig.1.15.

Thus, in order to optimize our design, the feedback fagtbas to vary between 0.3
and 0.7, which leads to a sampling capacitabgbetween 40fF and 150fF.

The choice of the sampling capacitari@edepends also on other factors, such as:

¢ the write time specification;
¢ the OTA precision requirements;

¢ the charge injection phenomena;
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Figure 1.14: 3 as a function o€Cs

¢ the leakage currents;
e the area occupation, as the memory will count up to 482Zapacitors.

In particular, for what it concerns the accuracy requiretagfiom (1.20) and (1.23)
and recalling that the maximum input voltage is equal to 182and that each memory
location is read up to 10 times, we can derive the open loapggcification for the OTA

as.
10-162-10°3
1.8-103

which leads to an open loop gain of at least 60dB.

AB = (1.29)

As we used the bottom-sampling switching sequence, the erdoiced by charge
injection is minimized and thus does not influence the chofdhe sampling capacitance
value.

The leakage current may be a non neglectable source of duerio the long hold
time, especially for the first data written in the memory.
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Figure 1.15: Countour lines forc| (Cs,gm)

In order to estimate this error, we considered the worst baggtime of 4§is+ 48ys,
where the first 4@s are the time it takes to store a maximum length codewordtheo
input memory, while the additional 48 are the time required to decode it.

Worst case simulations at a temperature d?@@vith a minimum size switch give a
leakage current af 0.34pA, which leads to a voltage loss of less than 1mV for a sergpl
capacitance of 40fF. Moreover, as the data are stored ierdiftial form and the leakage
current is almost independent from the input voltage, therenduced by the leakage is
mainly a commom mode error, as will be proved by overall mgnsamulations. As the
memory has to allocate 48322 capacitors, the area occupation is the most critical facto
in the choice of the sampling capacitance valige The memory is organized in 8 rows,
each containing 1208 capacitors, and it has to be fitted im@&@mum area of 9mm
20Qum. Thus, the area available for each memory cell, which ohefuthe sampling
capacitor, the five switches and the additional room for tieg, can be estimated in
7.5um x 25um. As the capacitance per unit area for the UMC Qubi8CMOS technology
is 1fF/jum?, we can consider a maximum capacitance value around 75fF.
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; OTA
Switches —
0.86 M1 T
Su | 018 M, | 5
0.28 2| 025
S/va 0.18 M 2
S 0.24 3| 018
0.18 M 10
S, | 024 41 2
a | 018 M 0.5
S 0.24 5 2
eset 0—18 6
Me | 518

Table 1.3: Switches size ium/um ) o
Table 1.4: OTA transistor size ium/um

Following these considerations, the final value for the dargrapacitanc&s has
been set to 37.8fF, which corresponds to an area 6fim x 6um.

The switchess, andSya have thus been sized so as to satisfy the write time specifica-
tions. Recalling that the on resistance of a MOS transistgnien by:

1
MG (Vpp — Ven — Vin)

and that the write specification requires,gite < 1.5ns, minimum size transistors can not
be used. The memory cell switches dimensions are report&dhle 1.3. All switches

Ron (1.30)

are implemented with nMOS transistors.

Once the capacitor sampling value has been set, the OTArdégligws straight-
forward. Its transistors size are reported in Table 1.4,levhi Fig.1.16 the frequency
response of the OTA in typical conditions is shown. We canhesethe OTA exhibits an
open loop frequency gaiA,3 ~ 76dB with a unit gain frequency, ~ 100MHz, which
corresponds toy, ~ 630Mrad/s. The OTA bias curreig has been set to L& while the
cascode bias voltagé, = 600mV.

The corner analysis gives as worst result an open loop frexyugainA, 3 ~ 64.5dB,
an unit gain frequency, ~ 89.8MHz with a phase margin of 75.5 deg, which is still well
within specifications.

Input buffer  To drive the long interconnection parasitic capacitandeyféer employ-
ing a cascode amplifier in unit feedback configuration has loegerted for each memory
row at the DAC output, as depicted in Fig.1.9. The wiring cagaece has been estimated
by means of the well-known formula:

Cw = (CaW + 2C¢ +2Cc)L (1.31)
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Figure 1.16: OTA frequency responce

where W and L are the interconnection wire width and lengsipeetivelyC, is thearea
capacitancebetween the metal wire and the substr&e the fringing capacitanceand

C. thecoupling capacitanceith adjacent metal lines. Substituting the UMC technology
paramiter into (1.31), we obtai@,, = 850fF. The capacitance due to the memory cell
switchesCsy = 1.5pF, has also to be taken into account.

The wire resistance is equal Ry, = 1kQ.

Due to the large parasitic capacitance and resistance, vided®o split the mem-
ory into two symmetrical parts and to use a pair of buffers tiwvedthe cells of each
memory row. Thus, each buffer has to be sized so as to drivepacitance ofCy +
Csw)/2 ~ 1.2pF with a time constant given by= Ry(Cy + Csw)/8 = 0.3ns instead of
T = Rw(Cw+Csw)/2 = 1.175ns, where a distributed RC network has been used to model
the interconnection wire [22].

The buffer specifications can be easily deduced from thetim@mory ones given in
Sec.1.2.1. In particular, a settling tige< 9ns is required in order to meet the write time
specification while a low frequency ga#y > 50dB meets the precision requirements.

The schematic of the cascode amplifier is shown in Fig.1.hilgvits transistors size
are reported in Table 1.5.
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Figure 1.17: Input buffer schematic

The low frequency gain is given by:

Ay = gmRout (1.32)
where
Rout = (Omaldsafd<2)// (Omirl ds7l dss) (1.33)

Due to the large load capacitance, we expect the dominaattpdie at the output node.
Thus the unit gain frequency can be written as:

@y = 29m1/ (Cw + Csw) (1.34)

The buffer bias currerig has been set tig = 260UA while Vp = 600mV andvg, = 1.2V
are the pMOS and nMOS cascode voltage references respgcthgethe pMOS of the
input differential pair are biased so as to work betweemstrand moderate inversion in
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Buffer
M | 252
Ms | o
Ms | &%
M7 | %
Mp | 20

Table 1.5: Buffer transistor size ipm/um
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Figure 1.18: Input memory buffer frequency responce

order to pump up the amplifier gain, the input offset voltage be calculated by:

INVAINR:
Vos= | n3UZ (WL> +(F) +AV; (1.35)

L

whereAl—:sB can be deduced from the empiric formula:

Oty (%) = Crt(WL) O (1.36)

whereC,; andx are constant deduced by devices measurements. In ouGzase].6503
andx ~ 0.8592, which giveso, = 0.9%. Recalling the UMC technology matching
paramiters reported in Table 1.1, this lead9/gg ~ 0.85mV, well within the required
value.
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Figure 1.19: Simplified DAC schematic

The buffer frequency responce in typical conditions is shawfFig.1.18. The buffer
exhibits a low frequency gaiA, = 58dB with a unit gain frequency df, = 200MHz.

Corner analysis gives a worst case gain= 56.8dB with a unit gain frequency of
fu = 199MHz and a phase margin of . B8eg.

1.2.4 DAC

The DAC has to convert the digital representation of the nehautput into the differen-
tial voltage that is fed to the input analog memory. We estiada 7-bit resolution, cor-
responding to & sg= 2.5mV, to be high enough to meet the precision requirements of
(1.20). To ensure the DAC accuracy, we used for the 3 mosifigignt bits a thermometer-
code representation. The DAC is implemented using therdifteal switched-current ar-
chitecture reported in Fig.1.19. The two resistBfsy andRpp convert the output current

to a differential voltage according to:

N 127
Voutp—VouTtn = (Rop+Ron) - (@_ @> -IBDAC

N 127
=2-lgpac-Ro- (@_@)

(1.37)
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Figure 1.20: DAC transient output waveforms

wherelgpac indicates the DAC reference current and we assume the tigioesto be
equal, that iRpny = Rpp = Rp.

The DAC reference current has been chosen equgpig = 102 250A so as to satisfy
the write time specification, considering a load capacgafieac ~ 7pF. According to
(1.37), this leads t&p = 50Q and to an overall DAC current consumption of:

Iepac  IBDAC
2 T2

where the first term is due to the thermometer-code mostfggni bits while the others
are due to the last four significant bits.

The DAC performance have been estimated by means of Moritesiarulations con-
sidering both process and mismatch variations. The DAC kas lbed with a sequence
of input words switching between the maximum and minimunmalgh signal amplitude,
which corresponds @, = +162mV andvi, = —162mV respectively. An example of the
corresponding transient DAC output waveform is shown in Egp.

The results of 500 MonteCarlo iterations are shown in F&j.1Fig.1.22 and Fig.1.23,
where the differential voltage has been sampled at thetfanesnory cell input after
a settling time of 9ns, thus considering also the error duéghéinput buffers. The
maximum error mean is equal 0, + Mgy, =~ 0.3MV with a standard deviation of

\/ 02, + 0%, =~ 2.2mV, thus well within the required precision.
The DAC layout has been drawn following the scheme proposd@3], so as to

ltor = 7-4-lgpac+2- Ispac+ Ispac+ = 3.246mA (1.38)
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Figure 1.21: Pre-layout simulations error on 600 random codewords
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Figure 1.22: Post-layout simulations error on 600 random codewords
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Figure 1.23: Post-layout simulations error on 600 random codewords

ensure an high accuracy.

1.3 Simulations Results

The performace of the decoder interface have been evalbgtsonulating the memory
read and write phase separately, the overall precisiorgleifculated as:

nﬂlst:rT]Sr—i—rT]sW

- (1.39)
Gst = Ggr + Ggw

whereg, andg,, are the errors introduced by the read and write process cagely.

1.3.1 Read Phase Simulations

In order to evaluate the input memory performance duringe¢hd phase, extensive Mon-
teCarlo simulations with 500 iterations and considerinthgocess and mismatch vari-
ations have been performed. As the error depends on the vghtialgeVi, being read
(1.23) but also on the data read by means of the OTA duringrénequis read cycl¥i, .,
we have considered two different cases:
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(@) Vin = 162mV antvip,,, = —162mV,
(b) Vin = —162mV andvip,,, = 162mV.

In both cases, the memory cell has been read up to 10 timedamodiresponding output
voltageVout, together with the two voltage to probability converteridraurrentsly and
I1, has been sampled after 10ns and 30ns from the beginninglofread phase.

As 3 bits of dynamic are required for the log-likelyhood catepresentation, the range
of all possible values folp /11 can be deduced rewriting (1.6) as:

Ak = Iog:—o =[2G 2G-V _1] ~ [-4 4] (1.40)
1
from which we obtain: | 1
U P R N et
L e, €] {54,54] (1.41)

Thus, when the differential input voltagé, = 162mV, lg/lI1 > 54 while whenVj, =
—162mV,l1/lp > 54. The 1 bit of precision requires:

o, <> =165 (1.42)

I

The MonteCarlo simulations results are summarized in TalBeor case (a) and in
Table 1.7 for case (b). In both cases, two voltage referedges- 300mV andVyy =
700mV are considered for the nMOS of the SISO input stage.cbhemon mode output
voltage error is also reported, where the nominal commonanadue is set to 900mV.
As an example, the transient output waveform corresponttincase (a) are shown in
Fig.1.24, while the MonteCarlo results for the tenth regdith Vi, = —162mV,Vip . =
—162mV andVpx = 300mV are shown in Fig.1.25.

As expected, the error on the differential output voltagesea with the number of
reading to the point of not meeting the precision requirgimerHowever, even if the
simulated conditions represent the worst case for the ,emoen the input voltag¥i, =
+162mV we are far from the most critical situation for the SI8€roding process, that
is represented by the equalprobability condition of two bgis.



R1,10nsVbx | R1,10nsVby | R1,30nsVox | Ri,3omsVby | Ri010nsVbx | Rio10nsVby | R1030msVbx | R10.30msVby
m, [MV] —0.202 —2.066 0.209 —-0.709 5.709 —5.582 6.321 —4.292
Og, [MV] 3.266 3.406 3.269 3.393 4.588 5.092 4.621 5.083
mi, 2.107 17.417 63.394 60 2.616 22.278 71.667 55.098
)
o, 0.329 3.569 7.568 7.357 0.480 4.469 9.849 8.95
o
Mg, [MV] 45.92 44.206 25.686 5.927
Te,.., [MV] 6229 | 6.216 1243 12.213
Table 1.6: Vi, = 162mV antVip,, = —162mV
R1,10nsVbx | R1,10nsVby | Ri,30nsVbx | R1,3onsVby | Rio,10nsVbx | R10.10nsVby | R10,30msVbx | Rio30nsVby
m, [MV] 0.169 -1.71 0.565 —0.353 4.22 —-5.049 4.828 -3.755
Og, [MV] 3.273 3.437 3.275 3.4133 4.477 5.159 4516 5.132
mi, 2.085 17.05 64.07 60.627 2.615 22.285 72716 55.981
lo
o, 0.331 3.571 7.579 7.408 0.482 4.679 9.729 9.204
o
Mg, [MV] 26.52 24.187 11.424 6.661
G¢,... [MV] 6.229 6.216 16.251 9.010

Table 1.7: Vi, = —162mV antVip,, = 162mV
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R1,10nsVox | R1,10nsVby | R1,30nsVbx | R1,3osVby | R1010nsVbx | Rio10nsVby | R10.30nsVbx | R10,30msVby

me, [MV] 0.959 0.063 0.973 0.064 1.833 0.192 1.904 0.195
Og, [MV] 3.257 3.340 3.267 3.393 4.261 4.854 4.285 4.948
miy 0.997 1.002 0.981 1.003 0.962 1.002 0.812 1.004

Io
o} 0.014 0.085 0.997 0.105 0.022 0.120 0.089 0.138

lo
M, [MV] 2652 | 24187 25599 5.865
Oe,... [MV] 6229 | 6.216 12238 | 12081

Table 1.8: Vi, = OmV and\/inpre =162mV
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Figure 1.24: Memory transient output waveforms

It is thus useful to analyze the input memory error wgn= 0V. From the results
reported in Table 1.8 Witl’v/inpre = 162mV, we see how in this case the error mean is
reduced with respect to both case (a) and (c) as expected(fr@8), while its standard
deviation is comparable with the one obtained With= +162mV.

However, we will see how the error introduced by the memol daring the read
phase is dominant with respect to the one introduced by tmeonewrite process, leading
to the fact that the obtained resultsare good enough to rheedverall input interface
specifications, as we will see in Sec.1.4.

Itis important to notice how the voltage to probability outpurrentdg andl; require
a longer time to settle with respect to the memory outputagei/,,; when the full dy-
namic is required. In fact, after a read time of 30ns, theyil@kthe desired dynamic but
with a large distribution, due to process variations. Hogrethis has a negligible impact
on the overall decoder performance as a read time of 40ngdtire standard deviation
value back within the required limits given by (1.42).

The error on the common mode voltage is well within the regphlipounds, as a max-
imum error of£50mV can be tolerated [24].
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Figure 1.25: MonteCarlo simulation results witf, = —162mV andVip,, = —162mV

1.3.2 Write Phase Simulations

The performance of the input interface during the write ghlave been evaluated by
means of MonteCarlo simulations, considering both misimaticd process variations.
The DAC has been fed with 600 7-bit random codewords, whichldeen given a time

of 9ns to be stored into the farest memory cells from the DA@uoy that are the first

and last cell of the eighth memory row. For each codeword, ih8tances have been
simulated.

The MonteCarlo simulations results reported in Fig.1.28xh maximum error mean
mg,, = 5234V with a standard deviatioag,, = 2.221mV. Thus, considering the worst case
error during read phase and the one introduced by the vottageobability converter,
from equation (1.39) we obtain:

Mg, = 6.321+0.523= 6.884mV

(1.43)
O = V52 + 224+ 1,852 ~57mV

where no systematic offset has been considered for thegeolteprobability module. The
results obtained are in line with the precision specificagio

The corresponding transient waveforms are shown in Fig, 1@ether with the DAC
input value.
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Figure 1.26: MonteCarlo write phase transient simulation results
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Figure 1.27: MonteCarlo DAC output waveforms
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Figure 1.28: Pre-layout simulations error on 600 random codewords
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Figure 1.29: Post-layout simulations error on 600 random codewords
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Post-layout simulations show how the influence of parasmi¢he precision perfor-
mance is negligible. In Fig.1.28 and Fig.1.29 the error at@AC and buffer output on
600 random codewords is reported for pre- and post-layoutisitions, respectively.

1.3.3 Power Consumption

As the input memory consists of 602 OTAs, two for each memory column, and 8
buffers, four for each memory row, the total power consumptian be easily computed
as:

Pmemory= 604-2-Pora+8-4- Pyytfer
= (604-2-1g.oTa+8-4-1gBUFFER)VDD
= (604-2-10.5pA +8-4-26QuA)1.8V
~ 38mW

This result slightly exceeds the power consumption spetifia given in Sec.1.2.1, lead-
ing to an overall decoder power consumptiorro70OmW. According to (1.7), this trans-
lates into an energy per decoded bit of 2.1nJ, which is vargecto the original target of
2nJ/bit.

1.4 Conclusions

The input interface for an hybrid analog decoder has beeigued in the UMC 0.18-
pum CMOS process. Simulations results show how the interfaceopnance meet the
required specifications, both in terms of precision and @pdde overall circuitry area
occupation is~ 36mn? with a power consumption af 40mWw.

The interface is part of a fully analog iterative decoderdaerially concatenated con-
volutional code, reconfigurable in both block length andeccate. The decoder exhibits
an efficiency of 2.1nJ/bit which outperforms digital decedeith the same block length,
that is around 5000, of a factor up to 50 [25]. The chip, whagelit is shown in Fig.1.30,
has been fabricated in UMC 0.18a CMOS process and is now under test.

The solution of an hybrid decoder implemented with an an@og and memory
seems a promising strategy to tackle the limits of tradalanalog implementations. In
fact, this structure shows the advantages of the analogpapprwithout its drawbacks,
which are mainly due to the linear dependence between cau b#ngth and decoder
dimensions.
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Figure 1.30: Hybrid analog decoder layout






Analog Decoding for Data Storage
Applications

The demand of high density, high throughput solid-statevalatile memories has been
constantly increasing in the past decade, due to tendencgrieert and store images,
videos and music in digital format. The core of all nonvdéaemiconductors memory
devices is a matrix of single memory cells, which maintagitstate even without supply
voltage. In order to reach higher memory density, contirffrts to reduce the single
cell area have been made, scaling the process lithographsddition to shrinkage of
the feature size, the memory density can be increased bipgtarore information bits

within a single cell. However this rises new reliability igs, to couple with multilevel

cells memories resort to use on-chip error correction c@&fe).

In this chapter, after a brief overview of flash memories textbgy, the advantages
and drawbacks of commonly used ECC, such as linear blocks¢c@de analyzed. Thus
a new ECC scheme for multilevel flash memories, based onstedded modulation
strategy, is proposed.

2.1 Flash Memories

The core of a flash memory consists of an array of memory clteep on a word-line/bit-
line grid. Although in the past different types of flash atebtures have been proposed,
today two of them can be considered as a standard: the comraondNOR flash that,
due to its fast random read access time, is attractive fdicgtons such as program-code
storage and the NAND flash, optimized for high density dateaste.
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Figure 2.1: Flash cell cross section

2.1.1 Floating Gate Transistor

The flash cell of both memory types is basically the floatiagegViOS transistor shown
in Fig.2.1, that is a transistor with a gate completely sumaed by dielectrics, the floating
gate, and electrically governed by a capacitive coupledrobgate [26]. Applying a high
voltage between the source and the gate-drain terminaktedfdating-gate MOS, causes
electrons to be injected in the floating gate which, beingtalslly isolated, acts as a
storing electrode for the device.

The charge injected onto the floating gate effectively shitie I-V curves of the tran-
sistor, as shown in Fig.2.2, thus allowing modulation ofapparent threshold voltayg
seen from the control gate. Usually the neutral (or podifiebarged) state is associated
with the logic state “1” while the negatively charged staterresponding to electrons
stored in the floating gate, is associated with the logical “0

2.1.2 NOR and NAND Flash

NOR and NAND flash memories [27] use the same basic cell merdesgribed in
Sec.2.1.1 but differ in the way the cells are arranged in aayateading to different
characteristics both in terms of memory density and fleiibil

In the NOR architecture, the cells are arranged in a matrough rows and columns
in a NOR-like structure, as shown in Fig.2.3. Flash cellgisigahe same gate constitute
awordline while those sharing the same drain contact constitutéithiee. In this array
organization, every cell contains also a source conta¢thAlcells sources are connected
to a common source electrode, which is usually connecteaktgitound.

The data stored in a NOR cell can be determined by measuranthteshold voltage
of the floating gate MOS transistor. The best and fastest walptit is by reading the
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Figure 2.2: I-V curves of a floating-gate MOS without (curve A) and wittufve B)
electrons stored in the floating gate
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Figure 2.3: NOR flash array
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Figure 2.4: NAND flash array

current driven by the selected cell at a fixed gate voltagethed comparing it with the
current of a reference cell.

In order to write or to erase a flash cell, that is to force et@td above or across the
dielectrics energy barrier so as to inject them onto the ifigagate or to remove them
from it, two physical mechanisms are used, which exploit tifterent physical effects:

¢ the channel hot electromechanism, where electrons gain enough energy to pass
the oxide-silicon barrier thanks to the electric field in ttensistor channel between
source and drain;

¢ theFowler-Nordhein electron tunnelingiechanism, where a quantum-mechanical
tunnel is induced across a thin tunneling oxide betweenitites surface and the
floating gate by applying a strong electric field.



2.1. Flash Memories 47

A NOR flash memory cell is programmed by channel hot electnggction in the floating
gate at the drain side and it is erased by means of the Fovdetkidin electron tunneling
through the tunnel oxide from the floating gate to the silisarface.

Using the NOR architecture, cells can be accessed dirdutiy,leading to fast random
read access time. At the same time, the programming timesl@redue to the need for
precise control of the thresholds.

These properties make this style of flash memory attracovepplications such as
program-code storage. Other applications, such as videmdio file storage, do not
need fast random access, but are better served by larggestdeasity, fast erasure and
programming, and fast serial access.

These requirements are more readily provided by the NANDitecture, where the
basic module consists of 16 or 32 floating-gate transistonsiected in series, as shown
in Fig.2.4. This chain is connected to the bit line and to terse line by means of two
select transistors. By eliminating all contacts betweendwimes, the resulting cell size
is approximately 40% smaller than the NOR cell.

To read a NAND cell, all the other memory cells connected inesewith the se-
lected one have to be activated by applying a gate voltageehithan the maximum
programmable threshold voltage. The word line of the setkcell is biased at a fixed
voltage, so as to conduct only if in the neutral or logic “1l'ueglent state.

The programming and erasing of NAND flash are both perform@dgithe Fowler-
Nordhein electron tunneling mechanism, which reduces timeent requirements com-
pared to the channel hot electron one, thus allowing for tegramming of many mod-
ules in parallel while keeping power consumption under @nt

2.1.3 Multilevel Flash Cell

The most efficient way to scale the actual cell size for anggitechnology is offered by
the multilevel concept [28—-32].

The multilevel idea is based on the ability to precisely colnthe amount of charge
injected in the floating gate, so that the threshold voltdgeaoh cell can be programmed
to any ofq = 2" levels, withm > 1, each corresponding to a different logical state.

A single cell programmed using the multilevel approach isstbapable of storingh
bits, reducing considerably the cost-per-bit.

The threshold distributions of a 1-bit and a 2-bit memory ee¢ shown in Fig.2.5
[33]. With the multilevel approach, all the programmed 8iveld voltage levels must be
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(a) Bilevel memory cell

(b) 4-level memory cell

Figure 2.5: Conceptual representation of bilevel and multilevel shw@d voltage distri-
butions

allocated within a predetermined voltage window. This vewds enlarged with respect
to the case of conventional bilevel memories to provide nmooen for the stored levels.
However, in practice, this increase can not be very high,sstodimit charge transfer
through the gate oxide during program/erase operation aexept excessive voltages
across the oxide during storage time.

This leads to a reduced spacing between adjacent programoitade levels, which
makes the reliability of multilevel memories more and moriical as the number of
bits/cell increases.

2.1.4 Reliability Issues

Reliability issues are particularly critical for flash mern®s as data retention must be
guaranteed after ten years of storage at room temperatdratdeast 18 read, program
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and erase cycles.

Several failure mechanisms can affect flash memory reitgbéven if they can be
traced back to three main effects: read disturb, programnutiand data retention degra-
dation [34].

Read Disturb Read disturb affects the cell under reading and a number s¥leated
cells, that is the cells placed in the same wordline of thelmshg read in a NOR flash
memory and the cells belonging to the same wordline and tles oonnected in series
with the selected one in a NAND-type memory.

Due to the high voltages applied to the gate of these unseleetls, a so called soft-
programming mechanism can take place, giving rise to ansiretethreshold voltage
shift, especially for cells programmed to low level.

Read disturb becomes more critical after program/eraséngycdue to the oxide
degradation caused by the high electric fields applied dusinte and erase operations.

A secondary failure mechanism that takes place in NAND-fg&h during read op-
eration is related to the dependency of the reading currerthe so calledBackground
Pattern The current driven by the cell being read can vary conslagraith the threshold
voltage levels programmed in the cells connected in seritstive selected one.

Program Disturb  Program disturb leads to an undesired threshold voltagedle to
soft programming in the unselected cells that experienedith voltages applied to write
the memory cells. In order not to seriously affect the memehgbility, the programming
voltages must be carefully chosen.

Program disturb in NAND-type arrays are also due to the déipacoupling of ad-
jacent cells floating gates. Several different programnsiguences and algorithms have
been studied to limit this effect, which results particiylaetrimental in multilevel mem-
ories.

Data Retention Data retention degradation, due to leakage of electroms the float-
ing gate through the surrounding oxide, depends on the anebuharge stored and hence
on the threshold voltage shift of programmed levels. It waossin the presence of oxides
degraded due to program/erase cycling.

All the reliability issues described above become moréoaiiin the case of multilevel
flash memories as compared to the bilevel ones, due to theeddspacing between
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adjacent programmed levels and to the higher thresholtiahifie highest programmed
states.

In particular, the enhanced cell threshold voltage rangeserts the extrinsic charge
loss, because this phenomena strongly depends on tunmig tetention electric field.
Moreover, program disturbs are made more severe by the tggrggramming time nec-
essary for multilevel programming.

2.2 Error Correcting Codes for Multilevel Flash Memo-
ries

As already pointed out in Sec.2.1.4, in multilevel flash maawissues such as disturbs
and data retention become more and more critical due to thecesl space between ad-
jacent programmed threshold voltage levels. As a conseguemultiievel memories are
increasing relaying on error correction code techniquesntgure adequate reliability, in
particular in all those applications where a large numbgsrofjram/erase cycles are re-
quired. This is especially true for memories capable ofisgpmore than two bits per
cells, such as the 16-level NAND flash presented in [35].

As far as the error correction capability requirement hasnbmoderate, that is for
1 or 2 bit/cell memory, linear block codes, such as Hammin§©GH codes, have been
the ideal choice as they combine good performance andwveldésign simplicity [36].
Nonetheless, their complexity is deemed to increase sugmifly with the number of
bits/cell, since a larger correction capability will be v&ed in order to keep memory
reliability the same.

The BCH decoder for 2 bit/cell NAND Flash presented in [36hi&its a correction
capability up to 5 errors with a letency time increasing frima 6Qus required to detect
a single error to the 258 needed to correct 5 errors. Once the error condition has bee
detected by syndromes calculation, the Berlekamp-Madgeyitom [37, 38] is used to
compute the errors locator polynomial. Then, the error fimss are found by a Chien
machine, exploiting polynomial roots searchGiff (21°). Since this operation is the most
time-consuming, parallelism should be exploited. Howgver complexity and area over-
head of Chien finite-state machine grow dramatically as #dralfelism increases. Since
single error is more likely to happen than multiple error2 ioit/cells, two different Chien
cores are implemented: a simplified Chien core finds single-@osition while another
one manages 2 to 5 errors cases.
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However, it is worth to notice that the correction of a singleerror, which is gener-
ally sufficient for bilevel flash, is not satisfactory for nildvel memories, where an error
can in principle affect all the bits stored in a faulty celbd#s that process all the bits be-
longing to the same cell as a symbol and are therefore capatktecting and correcting
symbol errors rather than bit errors could be more apprégreven though at the cost of
larger area of the decoding circuitry and increased aco@ssgenalty.

The key requirements of an ECC for a flash memory are a redussdaverhead,
including that coming from the storage of parity informatianinimum impact on access
time and data transfer rate and a limited power consumptiorease due to the coding
and decoding circuitry. Moreover, any error correspondmghe failure of a single cell,
which involves up tam bits in multilevel memories, must be corrected.

The last requirement can be fulfilled in a multilevel flash Isyng nonbinary codes,
which are based on arbitrary finite alphabets with more thansymbols [39]. The same
way as the content of a bilevel cell is associated to a bingyiy, dhe content of a-level
cell, with g > 2, can be associated tageary symbol. In such a way, a single-cell error
corresponds to a single-symbol error that can be handlely eéasg ag-ary code. Many
of the error correcting schemes used for bilevel memoriesesfitted to multilevel ones
by replacing binary codes with nonbinary codes.

2.3 (g-ary Hamming Codes

As a simple case study, we consideg-ary Hamming Code, witly > 2. The concepts
described in Appendix Sec.A.2.2 for binary Hamming codeat tk withq = 2, can be
easily extended to the case gary Hamming codes. In particular, for any integer
2, g-ary Hamming codes have block length= (" — 1)/(g— 1) and data lengttk =
(" —1)/(g—1) —r. The Hamming bound is given by (A.5), wherendicates the error
correction capability in terms of symbols.

The parity check matri¥l over the Galois fiel@F(2™) can be constructed by choos-
ing, as columns, all the nonzereuples of elements frorsF(2™) in such a way that alll
the columns oH are linearly independent from one another. In this way weotarstruct
a single-symbol ECC.

To implement this kind of code for nonbinary symbols there awo possible ap-
proaches. In the first approach, sum and multiplication afpe@ns oveiGF(2™) are im-
plemented, so that encoder e decoder circuits are direbtlgireed from the nonbinary
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parity check matriX{. In the second, the nonbinary parity check makixs transformed
into a binary form and standard binary operations are thgsl@dmented.

2.3.1 Analog Decoding

Linear block codes can be efficiently decoded in the analagaio by means of the
Gallager algorithm [40], proposed by Galleger in 1962 toadkrbinary Low Density
Parity Check (LDPC) codes.

The implementation of a CMOS analog decoder for binary Hamgmode has already
been demonstrate in [41], with encouraging results witpeesto the digital counterpart,
both in terms of area occupation and power consumption.

The basic building blocks of such a decoder aredi#-gatesiescribed in Appendix
Sec.A.4.2. By choosing a different alphabet rather tharbihary one{0,1} for X, Y
and Z, we can easily realize in the analog domain sum and muléipbo operations
overGF(2™), from which the implementation of analog decoders for noabj codes is
straightforward.

As an example, let’s consider the shortened Hamming ¢86e32) over GF(4) pre-
sented in [42], whose parity-check matHiis given by:

H=[PT|I] (2.1)
where the nonsystematic p&t is the 4 by 32 matrix:

00011100000001111111110000111}11
o7 __ | 01100100111110000011231111000411 22)
(3632 ™ [ 10101011001230012301001123112300 '

11010023231002310010002311231123

The correspondence between binary &fe4) notation is given in Table.2.1.

The analog decoder complexity for such a code can be easitgagsd from matrix
PT as each row oP' corresponds to a check node, implemented in the analog domai
by asoft-XOR while the number of the decodequal-gatess given by the information
data symbols, each one represented by a mBfrixolumn. Thesoft-XORandequal-gate
inputs are given by all non zeros elements of the correspgniiatrix row or column.
As the Hamming codé36,32) is defined ovelGF(4), the soft-XORandequal-gateop-
erations, which implement the sum and multiplication operss module 4 described in
Table 2.2, have also to be carried out 0@ (4).
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GF(4) « binary notation
000
1-01
210
311

Table 2.1: GF(4) < binary notation

+/0 1 2 3 x|0 1 2 3
0/0 1 2 3 0/0 O O O
1/1 0 3 2 1/0 1 2 3
212 3 01 2|10 2 3 1
313 2 10 3/0 3 1 2

Table 2.2: Sum and multiplication oveBF(4)

The equation (A.56) fosoft-XORgates oveGF(4) can be written as:

P2(0) Px(0)py(0) + Px(1) Py(1) + Px(2) Py (2) + Px(3) Py(3)
P(1) | _ | P(O)Py(1) + Px(1)py(0) + Px(2)Py(3) + Px(3)py(2) 2.3)
P2(2) Px(0) py(2) + Px(1) Py(3) + Px(2) py(0) + px(3) py(2)
P2(3) Px(0)Py(3) + Px(1) Py(2) + Px(2) Py (1) + Px(3) Py(0)

pz(0) Px(0) py(0)
Pz(1) _ Px(1)py(1) (2.4)
P(2) Px(2) py(2)
Pz(3) Px(3)py(3)

The relative circuit implementations are shown in Fig.hél &ig.2.7 respectively.

The analog decoder core consists of two 18-ingoft-XORfor the first two rows of
the matrixP', one 20-inputsoft-XORfor the third row and one 22-inpusoft-XORfor
the fourth row. As arN-inputs soft-gate can be translated ilNe- 1 2-inputs soft-gates
and each check node must be replied as many times as its iapabkes number, the
decoder will consist of

2.18- (18— 1) +20- (20— 1) +22. (22— 1) = 1454
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Figure 2.6: 4-ary soft-XORcircuit implementation

2-inputssoft-XOR

In the same way, thequal-gatesiumber can be estimated by considering that each
column of matrixP" corresponds to aaqual-gatewvhose inputs number is given by the
column non zero elements. This leads to 18 3-inputs and dtsequal-gatesthus
giving a total amount of

18-(3—1)+14-(4—1)=78

2-inputsequal-gates The decoding circuitry requires a total count of 1532 2uitgsoft-
gates which is slighter greater than the equivalent gates coiweingor a digital decoder
in [42].

The soft decoder performance have been estimated by mean<of behavioral
model of the decoder. In the model, the sum-product opersitad the MAP decoder
are ideal, with probabilities represented by double prenisiumbers and no source of
distortion, offset or noise is taken into account. In Fi§ the analog decoder performance
after a finite number of iterations; = 6, that is the diamond curve, are compared with
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Figure 2.7: 4-aryequal gatecircuit implementation

those of a hard decoding algorithm, represented by the squave. The soft decoding
algorithm shows a code gain of 4dB with respect to the uncatiadnel (circle curve) at
BER= 103, which reduces to 2dB for the hard one. Thus the soft decaalggrithm,
which is suitable to be implemented in the analog domairersfb good advantage in
terms of performance with respect to the digital or hardsiecione, which can justify the
slighter gates count increase required for the analog degaxrcuitry implementation.

2.4 Convolutional Punctured Codes

As all the reliability issues described in Sec.2.1.4 beconoee serious for multilevel
memories due to the reduced spacing between adjacent dldeabitage levels, codes
with a higher correcting capability as tlgeary Hamming presented in Sec.2.3 may be
required to ensure memory reliability.

Convolutional codes described in Appendix Sec.A.2.3 slawgd free distance, which
translates into good error correcting capability, and, tutheir trellis structure, can be
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Figure 2.8: BER curves for Hamming36, 32) code ovelGF(4)

naturally decoded in the analog domain, with advantagds megpect to digital decoder
implementation both in terms of area occupation and poweswmption [8,9,43].

As one key requirement for multilevel memories ECC is a lediarea overhead due
both to parity bits and encoder/decoder circuitry, higtereodes have in any case to be
preferred. A way to obtain a high-rate convolutional codetstg from a low-rate one is
by “puncturing”, as already described in Sec.1.1.1.

In general, a punctured rat®'n code can be constructed from a low-ratgnode,
which is described by generator polynomial§;, i+ 1,2,---,n. The complexity of
decoding such a code is reduced to that of decoding thedde. If we further impose a
condition on then generator polynomials so that only two of them at most dittezn the
punctured code may also be regarded as having been gengoated rate 1/2 code and
this can further reduce the complexity of decoding to thadexfoding the corresponding
rate 1/2 code [44-46].

2.4.1 Analog Decoder Implementation

The performance of high-rate punctured convolutional satkpend on the original low-
rate code and on the perforation patter. In order to evalfiittey are suitable to be used
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Figure 2.9: Convolutional code trellis section
as ECC for multilevel memories, we consider the rate 15/$68e tail-baiting trellis code
whose generator polynomials are given by:

G(D) = [D°+D+1,D°+D*+D+1] (2.5)

with punturation matrix [47]:

0O 0O0OOOOO1I1I1T11O00
P (2.6)
111111100100 11

The corresponding trellis without puncturing is shown ig.Ri9.

Thusk user bits generatekZoded bits that are then punctured so as to obtakiih
codeword, wheren = 16/15k. If we use the convolutional code as ECC for multilevel
flash memory cells witly = 4 levels, that is with 2-bit/cell, the coded bits are grouped
2 by 2 and saved intn/2 memory cells.

If we analyze the structure of the perforation matfixwe can see as the bits corre-
sponding to the two first columns are written in the same megroel. This is equivalent
to say that the threshold voltage level programmed in thlecoetesponds to the branch
metric of the trellis section obtained by merging two congee trellis sections, as shown
in Fig.2.10. Otherwise, if a column contains no zero, theimfation saved in the corre-
sponding memory cell is relative to the branch metric of gk&rtrellis section.
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Figure 2.10: Merge of two consecutive trellis sections according toBaescheme
The perforation matrix can thus be written as:

, (00
(33 ) en

where column 9 and 10 have been swept. The branch metric bfssmtion is given by
the threshold voltage level of the corresponding memorly cel

Convolutional codes can be efficiently decoded by meanseoBt®BJR algorithm de-
scribed in Sec.A.3.5. The analog implementation of thisodéty algorithm is based on
Sum-Product modules, which implement the (A.55) equati@rblock diagram of the
analog decoder implementation is shown in Fig.2.11. Ini@aler, the B and C chains
that implement the forward and backward recursion of them&lgorithm will consist of
5 different B and C cells types, corresponding to the 4 pdssiterging schemes of two
consecutive trellis sections due to puncturization plesdase without puncturing. The
same applies to blocks D, which compute the probability chaaser alphabet symbols.
In particular, cell B, corresponds to the perforation matrix section

00
11

00
11

01
10

1
1

11
00

10
01

00
11

00
11

which will be indicated agx 1 x 1|. In the same way, cell Brelates to sectiopx 11x |,
Bcto|1x1x|,Byto|1x x1]and B to|11]. The structure of C cells are specular to those
of the corresponding B cells while D cells calculate the Usigs probabilities of each
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Figure 2.11: Convolutional code SISO block diagram

trellis section combining the information given by the famd and backward recursions.
As an example, the trellis of cellgand Dy are reported in Fig..2.12.

2.4.2 Performance Analysis

The performance of the decoding algorithm have been esgtontéirough a C++ behav-
ioral model of the decoder. To consider a realistic scen#ni® analog decoder has been
design to work on information data fieldd = 256 bits wide, as in the 2 bit/cell NOR
memory described in [48], that uses as ECC a BG4, 256 2). The code is termi-
nated, that is the 256 user bits plus 3 termination bits adeddy means of the rate 1/2
convolutional code described in Sec.2.4 and then puncuitdthe pattern given by the
perforation matrix

1 1 1 1
PTOt:<P/ 1 P/P/P/P/P/ 1 P/P/P/P/P/ 1 P/P/P/P/P/ 1 P/> (28)

where P is defined by equation (2.7). Thus the resulting code rate s 256/280.
The punctured convolutional code performance are repartdelg.2.13, together with
that of the Hamming codé€36,32) over GF(4) presented in Sec.2.3. The trellis code
performance with and without puncturing are compared inZigt.

The punctured code shows a loss of 5dB with respect to theopnaotured version at
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(a) Ba module (b) Dg module

Figure 2.12: Trellis sections according to the merging schemel x 1|

BER=10"3, which makes high-rate punctured convolutional codes [E®E for multi-
level memories.

2.5 Trellis Coded Modulation for Multilevel Flash Mem-
ories

Neither linear block codes nor convolutional puncturedesosieem the right choice when
dialing with memory cells with a storage capability equafoeater than 3 bits/cell. The
former, because their complexity is deemed to increase v@hleigher error correction
capability is required, as shown by the state-of-the-aftBi@coder demonstrated in [36],
where both the BCH decoder area and latency time increasethst error correction
capability; the latter due to their trade off between coddégrmance and rate.
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Figure 2.14: BER of rate 15/16 punctured (diamonds) and non-punctwiecl€s) convo-
lutional code
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tion
Figure 2.15: Analogy between memory cell threshold voltage distring and signal
constellations

2.5.1 Multilevel Flash Memories as Signal Constellations

Trellis Coded Modulation (TCM) is a well-known technique fmproving band-limited
communication systems combining trellis codes (i.e. carti@nal codes) and modula-
tion, as described in Appendix Sec.A.2.5.

The concept of signal modulation can be easily extended tsh fnemory by con-
sidering the analogy between signal constellations areskiwld voltage levels (or charge
distributions) positions within one or more memory cellshewn in Fig.2.15. In fact, in
the case of memory cells, the symbol space is a one- or muigsional discrete grid
of (approximately) equally spaced voltage levels.
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The noise deteriorating the transmitted signal is due tosGan white noise and in-
tersymbol interference in the case of transmission chanmédile it can be attributed to
process variations and all the disturb effects describeSen2.1.4 in the case of flash
memory cells. Nevertheless, in both cases the noise effecbe described by means of
a triangular or Gaussian distribution.

As a result, a multilevel flash memory cell can be modeled agmaplitude Shift
Keying (ASK) modulation channel plus a white additive Gaarssioise (AWGN), thus
allowing the use of TCM to either increase memory reliaptiit to enable higher effective
storage capacity [49].

2.5.2 TCM for Multilevel Flash Memories

The effectiveness of TCM-based solutions for multilevediilanemories in terms of error
correcting performance, coding redundancy, silicon cast@peration latency, has been
successfully demonstrated in [50].

As TCM requires soft decoding algorithms, analog decodewdcoffer advantages
with respect to digital implementations, both in terms a&faaoccupation and power con-
sumption, as already proved for Trellis and Turbo codesandécoders [8,9, 13, 14].

In order to study the feasibility and complexity of the ampépproach for a TCM de-
coder, the case where the effective capacity of a given Mhftasmory is to be increased
from mto m+ 1 information bits/cell is considered. To maintain the sdevel of relia-
bility despite the decrease of spacing between adjacetagmlevels, the use a relatively
low-rate TCM code is here proposed, based on the followiregesgy: the number of bits
stored in a cell is increased fromto m+ 2, with the additional bit (w.r.tm+1) used as a
parity bit. Thus a rat¢m+ 1) /(m+2) TCM code is implemented as, for realistic values
of m, is powerful and relatively simple to decode with respedtiggher rate block codes.

More specifically, as flash memory cells with up to 16 levebslay now the present
technology [35], we consider a case wheme= 2, thus aiming at an effective memory
capacity of 3 information bits/cell, achieved through thee wf 4-bit, that is 16-level,
multilevel cells protected by a rate 3/4 TCM code. To modeldkhavior of the multilevel
memory cell, the following simplifying (but not unrealisjiassumptions are made:

() the g threshold voltage values that can be programmed in a menatirgre equally
spaced and bounded between fixed minimum and maximum voltagg and

Vrmax;
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Figure 2.16: TCM encoder block diagram

(i) the readout threshold voltage has a Gaussian distabuwtith standard deviatioay,
centered around the nominal programmed value.

To improve memory reliability by means of a TCM code, there @ifferent possibilities,
depending on the constituent trellis code [50,51]. The tiserate 1/2 convolutional code
allows to keep the decoder complexity low. Thus, dependmghe modulation scheme
chosen, three main different scenarios can be considered:

(a) one-dimensional 16-ASK modulation;
(b) bi-dimensional 12-ASK modulation;
(c) bi-dimensional 16-ASK modulation.

Case (a) and (c) are designed for a multilevel memory cel @it 16 levels and distance
A between two adjacent threshold voltages, while case (byge¢d a multilevel memory
cell with g = 12 levels and thus with distance between two adjacent tbléstoltages
A" = 4/3A. 1t can be proved [51-53] that the minimum distance betwaencodewords
that differ only in the uncoded bits decreases fromiMn case (a) to £3-1/2-A in case
(b) down to 2 v/2-Ain case (c).
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Figure 2.17: Cell mapping

Solution (b) can be discarded since it shows a lower codewdmstdnce with respect
to (a) with the same storage density of 3 information biit/a&s the increased storage
capacity of (c) comes at the price of a reduced error cowaatapability and also of a
more complex decoder architecture with respect to (a), theeqromising solution seems
the latter one, which refers to a rate 3/4 TCM with one-dinnemal 16-ASK modulation
designed for a 4 bits/cell multilevel memory.

The encoding process can be better understood with the hdfg®.16, where a
block diagram of the full TCM encoder is shown.

An M-bit information data field is divided into-bit wide sub-fieldsif= 3 in Fig.2.16);

k bits of the sub-field =1 in Fig.2.16) are fed to a convolutional encoder, that gatesr
ak+ 1-bit codeword. The — k uncoded bits and the+ 1-bit codeword are fed to a mod-
ulator that maps them on a threshold voltage level that is finegrammed in a multilevel
cell.

In Fig.2.16, bitsay k, @y k, a3k indicate then = 3-bit uncoded information bits, while
bits by k, b2k, b3k, ba k represent then+ 1) = 4-bit codeword. The codewords mapping
into memory cell threshold voltage levels, together witk thultilevel cells threshold
voltage distributions, is shown in Fig.2.17.

The 16 threshold voltages are partitioned into 4 subSgtS;, S, S, each consisting
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Figure 2.18: 4-state TCM trellis state diagram

of 4 threshold voltages with minimum intra-set distadce 4- A. The two convolutional
encoders output bitisz x andb, k select one subset out of 4, while the two uncoded bits
b1k andb, k select one of the 4 voltages within the chosen subset.

In order to analyze in depth the design trade-offs pecubidné analog approach, the
performance and limitations of two different fully analo@W decoders, a 4-state and
an 8-state one, are compared. In both cases, the consti@rdlutional code has been
chosen in accordance with [51] so as to maximize the asymmoding gain.

The generator polynomials for the 4-state trellis code arergby:

G(D) = [D?+1,D] (2.9)

Its corresponding trellis state diagram is shown in Fig82I1is worth to notice how each
branch of the trellis diagram is actually constituted by dafial branches which differ for
the uncoded bitb; x andby .
The generator polynomials for the 8-state code, whosedstte diagram is shown
in Fig.2.19, are given by:
G(D) = [D°®+D+1,D?] (2.10)

This choice leads to an asymptotic coding gain of 3.5dB fer4dfstate code, which be-
comes 3.9dB for the 8-state one.

2.5.3 Analog Decoding Algorithm

If implemented in the digital domain, the core blocks of a T@ktoder are a demod-
ulator, which computes the branch metrics for the Viterbcatker based on the log-
likelyhood of the threshold voltage levels read from the rognarray, and a soft-Viterbi

decoder matched to the convolutional code.
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Figure 2.19: 8-state TCM trellis state diagram

In the analog approach, the Viterbi decoder is replaced bgftairgput soft-output
(SISO) module implementing the BCJR decoding algorithninaitturrent mode circuit
[6]. In addition, also the demodulator is realized by medres folly analog circuit.

A simplified block diagram of the decoder core is reported ig.Z20. The BCJR
decoding algorithm implemented by the decoder core conspdibe each cell (i.e., for
each trellis section), the most probable suligtof threshold voltage levels, while the
demodulator finds the most probable level within each suiget

The SISO is designed following the Sum-Product approachrites! in [6] and al-
ready successfully used in several analog decoder prasfyguch as [14]. In particular,
B and C chains implement the forward and backward recursiadgheoBCJR algorithm;
blocks D compute the probability of the trellis coded inpititaa ; blocks E compute the
probability of each subs& \; blocks F1 and F2 realize the demodulation computing the
probability of bitsa; x anday .

The decoder inputs are the conditional probabilitégR |S k), that is the probabil-
ities of the threshold voItag‘éTRk read from memory celk, given that the programmed
level belongs to the subsgfy, with i = 0,1,2,3, while the demodulator inputs are the
conditional probabilitieg(ay k|S k) andp(azk|S k)-

p(VR |S k) correspond to the branch metrics required by the MAP decaddrare
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Figure 2.20: Block diagram of the analog decoder core

calculated from the threshold voltage conditional probités p(VR [Vri(j)). These lat-
ter ones are the probabilities Mﬁk given theVqy(j) programmed voltage level, with
] =0,1,2,---,15, and are computed by the voltage to probability modulenizsd in
Sec.3.2.

Recalling the mapping scheme already shown in Fig.2.1€dhditional probabilities

p(VR|S k) are given by:

P(VEdSok) = PVFIVIK(0)) + POV Vrk(4)) + P(VRIVri(8)) + p(VERVri(12))
P(VESLk) = PVFIVIK(L)) + POVEIVIk(5)) + PIVRIVrk(9)) + P(VERVri(13))
P(VRIS2k) = P(VRIVIK(2)) + P(VRIVIK(6)) + PIVRIVIK(10)) + p(VRVri(14))
P(VRISsk) = PIVRIVIK(3)) + PIVRIVIK(T)) + PIVRIVI(1D)) + p(VRIVri(15))

where the programmed voltage le¥gl( j) corresponds to the distributiddj of thek-th
memory cell.
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In the same way, conditional probabilitipga; «|S k) and p(azk|S k) can be calcu-
lated by:

p(ark = 0/Sox) = P(VrilVrk(0)) + p(VridVrk(4))
p(ark = 0S1k) = P(VridVrk(1)) + p(VridVrk(5))
p(ark = 0/S2x) = P(VTVr(2)) + P(VTiVr(6))
p(ak = 0/Sax) = P(VridVrk(3)) + P(VridVrk(7))
P(ark = 1Sok) = P(VrilVrk(8)) + P(VridVri(12))
p(ark = 1/S1k) = P(VriVrk(9)) + p(VridVri(13))
p(ark = 1S2k) = P(VHiVr(10)) + p(VridVri(14))
P(ark = 1|S3k) = P(VFVrk(11)) + p(VRdVrk(15))
and:

P(azk = 0/Sok) = P(VTKVTK(0)) + P(VEVTk(8))
p(azk = 0S1k) = P(VTKVT(1)) + P(VRVTK(9))
P(azk = 0S2k) = P(VTVTK(2)) + P(VFVrk(10))
P(azk = 0/Szk) = P(VrilVrk(3)) + P(VfilVrk(11)
P(azk = 1/Sok) = P(VrilVrk(4)) + p(VfiVrk(12)
P(azk = 1/S1k) = P(VriVrk(5)) + P(VTiVrk(13))
P(azk = 1|Spk) = P(VriVri(6)) + P(VridVri(14))
P(azk = 1Szk) = P(VHiVri(7)) + P(VridVrk(15))

B and C modules The B and C modules compute the forward and backward reeursio
of the BCJR algorithm, taking as inputs the trellis branchiriog.

The forward recursion can be described by:

B«(0) = Bi_1(0) - p(VFilSok) + Bi-1(1) - (VT Sek)
Bi(1) = Bi_1(2) - P(VFiISek) + Br-1(3) - (VT Szx)
Bi(2) = Bx-1(0) - p(VrilS2k) +Bk-1(1) - P(V1i Sok)
Bk(3) = Bk-1(2) - P(VrilS3k) +Br-1(3) - PV Sik)
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Figure 2.21: B module

for the 4-state code, and by:

Bxk(0) = Br_1(0) - (VFi|Sok) + Br—1(1) - P(VFiS2.)
Bi(1) = Br_1(2) - p(VFISik) +Bi-1(3) - P(VFdS3)
Bik(2) = Bx_1(4) - p(VrkIS2k) + Bk-1(5) - P(VTi Sok)
Bi(3) = Bk1(6) - P(VTkIS3k) + Bx-1(7) - P(VF/S1K)
Bi(4) = Bk1(0) - p(VFi|S2k) + Br-1(1) - p(VFi/ Sok)
Bk(5) = Br_1(2) - P(VFilSs k) + Bi—1(3) - PVl Si)
Bk(6) = Br_1(4) - P(VT\|Sok) + Br-1(5) - P(VFi/S2.)
Bi(7) = Bk-1(6) - P(VFWISLk) + Br-1(7) - P(VTi/Sa )

for the 8-state one. The relative trellises are shown inZFij

The backward recursion is computed according to the tedlsf Fig.2.22, that are
specular to the B cells ones. Thus, for the 4-state code we hav

Ci-1(0) = Ci(0) - p(VrilSok) +Ci(2) - P(VTidS2.)
Ci-1(1) = Ci(0) - p(VTilS2.) +Ci(2) - P(VTidSo)
Ci-1(2) = Ci(1) - P(VTiISLk) +Ck(3) - P(VTidSa )
Ck-1(3) = Ck(1) - p(VridSax) +Ck(3) - P(VTidSLk)
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p(VIS,)

which become:

Ci—1(0) = C(0) - P(VrilSok) +Ck(4) - P(VTilS2.)
Ck-1(1) = Ck(0) - p(VridS2.) +Ck(4) - P(VridSox)
Ck-1(2) = Ci(1) - p(VTilSuk) +Ci(5) - P(Vri|Sak)
Ci-1(3) = Ck(1) - p(VrilSz.) +Ck(5) - P(VrilSik)
Cic—1(4) = Ck(2) - p(VFIS2x) +Ck(6) - p(VFi/So)
Ci—1(5) = Ck(2) - p(VTidSox) +Ck(6) - P(VTidS2x)
Ci—1(6) = Ck(3) - P(VTilSz) +Ci(7) - P(VTidSik)
Ci-1(7) = Cu(3) - P(VTiISuk) +Ck(7) - P(VA/Sa)

for the 8-state one.

D module The D modules, whose trellises are shown in Fig.2.23, coaata posteri-
ori probabilities for the convolutional encoder input &itx, implementing the equations:

for the 8-state one.
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Figure 2.24: E module

E module The E modules recompute the branch metric after the fonkakward re-
cursions, according to the trellises of Fig.2.24 and thietahg equations:

@ (0) = Bk-1(0) - Ci(0) + By_1(1) - Ck(2)

(1) = Byx_1(2) - Ci(1) + Bx-1(3) - Ck(3)

®(2) = By_1(0) - C«(2) 4+ Bk—1(1) - C(0)

& (3) = Bk-1(2) - C«(3) + Bk-1(3) - Ck(1)

for the 4-state case, which become:

@ (0) = Bx-1(0) - C(0) 4+ Bk—1(1) - Ci(4) + Bx_1(4) - Ck(6) +Bx-1(5) - C«(2)
(1) = Bk-1(2) - Ck(1) +Bk-1(3) - Ck(5) + Bx-1(6) - Ck(7) + Bk—1(7) - Ck(3)
& (2) = Bk-1(0) - Ci(4) +By-1(1) - Ck(0) + By_1(4) - Ck(2) + Bx-1(5) - Ck(6)
& (3) = Bk-1(2) - Ci(5) +Bk-1(3) - Ck(1) + By_1(6) - C(3) +Bx-1(7) - Ck(7)

for the 8-state decoder.
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Figure 2.25: F1 and F2 module

F1 and F2 modules The F1 and F2 modules, which exhibit the same trellis degiicte
Fig.2.25, compute the a-posteriori probabilities for tmeaded bitsa; x anday .

The equations for both modules are the same for both thetd-atal the 8-state de-
coder. In particular, for F1 modules we have:

p(aik = 0) =p(ark = 0|Sok) - ®&(0) + p(azk = 0[Sk) - @(1) +
P(ark = 0|Sk) - %(2) + p(ark = 0[Sz k) - ¢(3)

p(ark = 1) =p(ark = 1|Sox) - ®&(0) + p(ark = 1|Spk) - @(1) +
P(ark = 1Sk) - &(2) + p(ark = 1S k) - @(3)

while the equations for F2 modules are given by:

P(azk = 0) =p(azk = 0|Sok) - ®&(0) + p(azk = 0[S k) - @(1) +
P(azk = 0|Sk) - %(2) + p(azk = 0[S k) - ?(3)

P(azgk = 1) =p(azk = 1|Sox) - ®&(0) + p(agx = 1|Spk) - @(1) +
P(azk = 1Sk) - &(2) + p(azk = 1S3 k) - «(3)

2.5.4 Performance Analysis

The error correction capabilities of the analog algorithescribed above have been es-
timated through a C++ behavioral model of the decoder. Tlaogndecoder taken into
account is the 8-state one, design to work on informatioa flatdsM = 192 bits wide.
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Figure 2.26: BER vs SNR with analog TCM and soft Viterbi decoder

After encoding, the 256 bit codewords are stored in 64 memelg withq = 16 levels.
To avoid long connections in the transistor-level impletaéon, the code is terminated.
Thus the 192 bits data field is divided into 189 informatiots lsind 3 termination bits.
The C++ analog decoder model assumes the availability atptgts of the trellis code
branch metrics computed by the voltage to probability ¢trcihe sum-product opera-
tions of the MAP decoder are ideal, with probabilities reyareted by double-precision
numbers. No source of distortion, offset or noise due tostisiar non-idealities is taken
into account.

To compare the analog approach performance with that of itatlighplementation
based on the Soft-Output Viterbi Algorithm (SOVA) [54], a €behavioral model of
the digital decoder has also been developed. For a fair cosgpewith the ideal model
of the analog TCM, quantization effects have not been takémaccount, so that the
input branch metrics and the internal path metrics are sgmed by double-precision

numbers. A survivor deptB = 64 has been chosen and the code is terminated, as for the

analog one. The resulting BER vs SNR performance obtainedrbylation is reported
in Fig.2.26 (circles) together with the analog TCM curveadonds), where the SNR is
calculated as the ratio of the signal power to the thresholthge distribution variance
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SNR= %V%(j)/on (2.11)
=1
The analog TCM outperforms its SOVA counterpart by rougtdlat BER=10°. This
result is not surprising as the SOVA is a suboptimum decodiggrithm since it mini-
mizes the whole codeword error probability instead of timgka symbol error probability,
as done by the MAP algorithm [55].

Based on the analog decoder prototypes reported in thatliter [14], the effect of
transistor non-idealities, such as mismatch, noise aridrtizn, will be of the order of a
few tenths of a dB with respect to the performance predicyetidideal model. Thus, the
analog implementation of TCM decoders is an interestinglickate to tackle the problem
of the enhanced ECC requirements of multilevel flash meraorie






CMOS Analog TCM Decoders: Design
and Performance Analysis

In this chapter, the design and optimization of the fully lagaTCM decoder, whose
structure has been described in the previous chapter,septed. In particular, the design
trade-offs peculiar to the analog approach are analyzedpthdoy comparing the perfor-
mance and limitations of the 4-state and the 8-state anaogd#r, so as to draw some
design guidelines for future works.

Both decoders have been designed in the UMC h8EMOS process, whose main
features have been described in Sec.1.1.5.

3.1 Cells Design

3.1.1 Preliminary Considerations

As already pointed out in Sec.2.5.4, both TCM codes are desdigp work on a data field
of M =192 bits. After encoding, the 256 bit codewords are stor&dlimemory cells with
g= 16 levels, that is with a storage capability of 4 bits/cels #oth codes are terminated,
the 192 bits wide data field is divided into 190 informatiotslaind 2 termination bits for
the 4-state code, which become 189 and 3 respectively f@-8tate one.

The decoder core shown in Fig.2.20 counts 64 identical@estieach constituted by
all the 6 different cell types already presented in Sec32.5.

At transistor level, all cells B-F are a variation of the wkllown current mode Gilbert
multiplier [56]. As an example, the schematic diagram of Bdbr the 8-state trellis code
is shown in Fig.3.1 with the relative trellis section. In peular, the 8 input currenti§jmn
and 8 output current, st represent the trellis state probability distributiopg/) and



78 3. CMOS Analog TCM Decoders: Design and Performance Analy  sis

P I AR A b R i e e

I7!)00 IZ,OOI 2,010 I7.()1I ILI(I() 2,101 ,110 7,111

|
|

REpERLTACE wwm

ﬁl
i
| 7L
L
Iy SN

ST s

L

l).()()l JI

I-ijTl

010 pr

—t

ly.[)ll ol

L 100 F

=t

Iy.IOI el

—tt

Ly fot

Lo F

V|

Moy | ot T I I I

x,00 x01 x,10 1
L oo Lo Ly Loy

M- My, M., M3, M My ML M,
Vix \Lli‘

Figure 3.1: B cell schematic for the 8-state analog decoder

p(2), while the 4 input currentkj; are the trellis branch metrics probability distributions
p(X). The output distributiom(z) is evaluated, in the form of a current vector, according
to (A.53). The schematics for cell C, D, E, F1 and F2 can belyedsawn from the
corresponding trellis presented in Sec.2.5.3.

The structure common to all the cells consists of a numberaafedconnected nMOS
transistors operating under weak-inversion, which prexftat the input currentsjj and
lyimn @re made available to the cell core, an equal number of weaksion nMOS which
compute the products between all possible input valgigdy,imn and pMOS current mir-
rors in strong inversion, used to feed the other cells thewuturrentd, ;. Every cell
also contains a nMOS current source, whose function is twreialize the output cur-
rents to the bias currethg according to:

!/
Ixijiydmn = iy 'Ily"m” _ 'yﬂl'm” . |>I‘J b (3.1)
y y x
withi, j,I,mn,r,s,t € {0,1}. Iy andly indicate the sum of alk j; andly,;mn input currents
respectively.
The output currents re-normalization is necessary beaafitbe cell trellis, where not
all the possible branches between the input and the outpigissare present, leading to

the fact that some currents products items are discardethoWire-normalization, when
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Cell | Ny Ny Nz | Nu | Nt | Ne | Neot
B 4 14| 4| 3 46|64 2944
C 4 |1 4| 4| 3 46|64 2944
D 4 14| 2|1 |34|64)|2176
E 4 |1 4| 4| 2 |42| 64| 2688

F1 | 8| 4|2 | 1 |58|64]|3712
F2 | 8 | 4|2 | 1 |58|64]|3712

Table 3.1; 4-state decoder transistors count

Cell [ Nx | Ny | Nz [ Ny | Ne | Ne | Neot
B |4]8]8]3]82]64]5248
C|4|8|8|3]|82]|64|528
D |8|8|2|1]|94]|64|6016
E | 8|8|4|2|102|64]6528
F1|8|4|2|1|58]|64]|3712
F2|8|4|2|1|58]|64]|3712

Table 3.2: 8-state decoder transistors count

more cells are connected in sequence as shown in Fig.2eMtHl current reduces along
the chain, due to the fact that the output curdgmf every cell is less than the total input
onely or ly. This would translate into a decoder performance degranlati

As all the cells show the same structure, the transistor ttarmeach one can be
calculated by equation:

whereNy, andNy are the length of the two input vectofs, the length of the output vector,
Ny indicates the number of blocks which use the cell outputesus, and\; andN; are
the transistors amount for each cell and the total cells raiméspectively. The total
transistors count for the 4-state decoder core is reportd@ble 3.1, while in Table 3.2
the data for 8-state one are shown.

As it was expected, the total transistors count almost dotdyl the 8-state decoder
with respect to the 4-state one, as it adds up to 30.464 fdiotiheer while it is equal to
18.176 for the latter one.
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3.1.2 Weak Inversion Devices

The sum-product cell performance, given the nMOS transstbannel length, depend
mainly on the block bias current density/W, whereW is the weak inversion nMOS
channel width, as extensively studied in [43,57]. Increg$j/W improves transistors
speed but moves the devices progressively out of the purenexpial (weak inversion)
region, thus negatively affecting the decoder static amoyron the other hand, a faster
device settling time translates into a faster transienato® the asymptotic BER of the
analog decoder. Transistors sizing has also oppositeteft@cdevices matching, that is
on the decoder static accuracy, and on parasitic capaegatiat is on the decoder speed.

As a consequence, the minimum device size in the sum-predilstwas set based on
accuracy considerations and then the cell bias current Wwasen in order to satisfy the
decoding time specifications.

Even if systems following théio-inspireddesign stile [58] seem to be more robust
against devices mismatch with respect to the conventioredbg ones, nevertheless sub-
threshold devices show an exponential relation betweenhtieshold voltage error and
the drain current [59—-61] due to the exponential dependehtee drain current on the
voltage overdrive/gs— Vy,. The standard deviation of the threshold voltage error @an b
modeled by equation (1.21), with the technology dependaratrpeterg\, andC, values
still given in Table 1.1.

The choice of the transistors lendgthhas to take into account short-channel effects,
which in principle do not seem the major source of perfornealess in analog decoder
[62], but whose impact is deemed to increase for large desode

These considerations lead to et 0.6um, that is roughly 3Lnin, andW = 0.8um
in order to keep the sum-product cells nMOS transistors evaghly 10 times larger
than the device minimum area (i.e.2@ x 0.18um?). The goodness of this choice will be
proved by means of extensive MonteCarlo simulations, whidlibe discussed in section
3.1.7.

3.1.3 Bias Current

Once the transistors dimensions are fixed, we need to che$gsth current so as to fullfill
the decoder settling time specifications and to guarantgdtie nMOS will work in their
exponential region.

To set a reasonable value for the decoding time, we consideee state-of-the-art
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Vgs M1

Figure 3.2: Current-voltage characteristic forlla= 0.6umW = 0.8um nMOS transistor

BCH decoder demonstrated in [36], even if it is designed tckvem 2 bit/cell memory.
This decoder has a correction capability up to 5 errors withaximum latency time of
25Qus for a data field of 2048 16-bit words. As the analog decoderkwn a data field
of 190 or 189 information bits, a 2048x16 bit data field is désmbin 173 steps for the
4-state TCM and in 174 steps for the 8-state one, thus leavimgximum decoding time
of 1.4ps for each step in order to guarantee the same latency tin86pf [

The current-voltage characteristic for a nMOS transistahw = 0.6um andW =
0.8um is shown in Fig.3.2. In order to keep the devices work undsz exponential
region, the bias current should be in the range of*$8, but settlingl, = 10~1°A would
result in a decoding latency too long for our specifications.

If the devices are working under strong inversion, thisadtrces a performance degra-
dation, as described in [62], especially if some produetsg are discarded and the total
input current is less than the normalization currigntlt is true that even if the bias cur-
rently is quite large, some transistors work in the moderate or viadsion region if the
corresponding probabilities are small. However, in thesses, the decisions are clear and
the largest probability are nearly unchanged so that we eglent the error introduced by
those devices working under strong inversion. The mosgtatisituation occurs when no
probability is dominant. In this case all the transistorshkna the strong inversion region
if 1y is large enough. As a result, the valuelgfshould be chosen so that to avoid all
the nMOS to work under moderate or strong inversion wherhallimputs currents have
nearly the same value.
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Following these considerations, a current in the rangédadeems a reasonable choice
for the cell biasing.

As already pointed out, the bias currdptalso determines the decoder performance
in terms of decoding speed. In order to settle the optimumesédrly, the decoding time
has been evaluated for different bias currents by meansuwasistor-level simulations.

The inputs of the decoder are generated using a C++ progratrintiplements the
following steps:

1. generates random binary 190- or 189-bits wide user words;
2. adds the termination bits;

3. encodes the data;

4. maps them on 64 memory cells threshold voltages;

5. simulates a discrete Gaussian channel (AWGN);

6. calculates the conditional probabiliti@§Vy|S), p(a1/S) and p(az|S) from the
threshold voltag&R read from each memory cell;

7. makes demodulation and detection;
8. saves the decoded words.

The BER as a function of the cell bias currépnhas been simulated at three different
SNR, that is 26, 27 and 28dB. As a point of the BER vs SNR cureensidered reliable
when a minimum number of 100 erroneous bit is detected, timeben of words to be
simulated for each SNR has been calculated ag (BIBER- 192), where BER indicates
the expected BER and the words are considered 192-bits veidaulse they include the
termination bits. Thus, in order to obtain a reliable BERueal 100 words have been
simulated at SNR=26dB, which become 1.000 at SNR=27dB artd@hht SNR=28dB.

In the BER simulations, the decoder is feed with a currentorebat represents the
calculated conditional probabilitiqs(VTRk\qk), P(a1k|S k) andp(azk|S k) values and is
given a maximum time of &5 to settle. The soft outputs are sampled at subsequent time
instants, so as to evaluate the BER as a function of the degdofhe. The resulting
BER curves for the 8-state analog decoder are shown in BitpBthree different biasing
currentl, = 2, 4and §A.
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Figure 3.3: BER as a function of the decoding time

At low SNR, where most of the cells have inputs with almostaguobability, the
decoding speed is not affected by the cell bias current yahée it improves consider-
ably with Iy at high SNR, when some of the probabilities can be very snifadin error
has to be corrected at high SNR, the corresponding cellareequmuch longer time to
commute, because some of the weak inversion nMOS are almidshed off. Increasing
the bias current, the nMOS come out of the off region moreldyithus speeding up the
cells settling time.

With I, = 8pA we can see that, after a settling time od{ls at SNR=28dB, the decoder
BER is equal to 2L- 104, which compared with the the ideal C++ model BER d 4
10-°, seems a good result.

Following these considerations, we chobse- 8pA for the 8-state decoder.

A similar analysis, performed for the 4-state decoder, bad ko set a bias current of
Ip = 2pA for the 4-state sum-product cells.

3.1.4 Bias Transistor

As the cell input currents are re-normalized at the cell biasent value at each decoding
step, the bias current of each cell does not need to be repitada high precision. As a
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consequence, the sizing of the nMOS bias transistor is matpkarly critical.

However, it is worth to notice how its drain voltage is sulbgetto strong variations,
as all theMy jj transistors operate under weak inversion. In fact, it is eiry variation of
the drain voltage that makes the re-normalization possiRkxalling the low of a MOS
working under weak inversion:

Ip = IpoeP(Ve—Vs—Vro) (3.3)

wherelpg andf3 are technology dependent constant, if we assume that alifeand

;ij transistors are working in the exponential region, we caitewr

zl)/(“ = zIDO'eXF(G(VG,ij _Vé>)
= Ipo-exp(a(Vaj —Vs+Vs—Vg))
= Ixij -expa-AVs)

with AVs =V{—Vs. Thus every input current is multiplied by a facEfVs, so as to make
3 Ixij = o

As the input current sum decreases with respebly, tihe multiplying factor increases,
lowering the bias transistor drain voltage. As a conseqegetie bias nMOS has to be
able to work properly with/ps lower that the bias voltagé,y.

3.1.5 pMOS Current Mirrors

The precision of the pMOS current mirrors has a direct impadhe output probabilities
accuracy. Thus, they have to be sized following all the desansiderations that apply to
standard current mirrors. In particular, since the maxinaument flowing into the mirror

is equal to the cell bias currehy, the maximum voltage across the current mirror is given

by:
2l
+ Vet t(lo)| = [Minpl + ¢ | —w (3.4)
KpT

As already pointed out, the bias voltayg determines the maximum drain to source
voltageVps for the nMOS current source and also the minimum value gi i
transistord\Vs. Vi has thus to be chosen so as to keep the nMOS current sourcegiork
under strong inversion.

IVesmax = [Vih,p

3.1.6 Bias Voltages
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4-states 8-states
0.5 2
Mp | T Mp | 1
0.8 0.8
Mn | 05 Mn | 05
4 16
Mb 04 Mb 04

Table 3.3: Transistor size irum/um

Cell me O¢

B |225% 3| 34573
D | 1511 ° | 56763
E | 2.464e° | 4832%3
F1 | 1.018& 4| 6.073 3

Table 3.4: Error statistic for the 4-state decoder cells

In the same way, the bias voltagg determines th&ps range for theM;Jj transistors.
As both the sum currentg andly are unknown, we can chodgy, so as to optimize a

“medium” case, when th®; ;; transistors drain voltage is equal\g,. This leads to:

Vbb — [Vasmyax — Vbx
3.5
> (3.5)

3.1.7 Single Cell Characterization

Following the previous considerations, we set the biasagal$Vy, = 300mV andVy,y =
700mV. The transistor dimensions for both the 4-state and &statoder, are reported in
Table 3.3.

The goodness of this choice has been estimated by charaatgettie output errog of
each of the 6 cells types, whegés defined by:

~

f(X7y) = f(X,y) ' (1+8) (36)

As the errore depends on the cell input values, for each cell 100.000 réiffieinput
vectors have been simulated. The corresponding errosstas given in Table 3.4, where
me indicates the mean error armg its standard deviation. As cell C exhibits the same
structure as cell B, and cell F1 the same as cell F2, their stadistics have not been
simulated.

The effect of mismatch and process variations on the cat &as also been estimated
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Cell me O¢
B | 5.504%° | 9.691e 3
D | 2672 ° | 1.02le 2
E | 1.062° | 8.823%3
F1 | 9.26e> | 9.223

Table 3.5: Error statistic for the 8-state decoder cells

Cell M Om Mg, Og, maxdg, | min g,
B | 1715 3| 5897 3| 1.847 2 | 2.825% 2 | 1.16% 1 | 4.05%
D |1.03% 366123267213 | 2132 | 1.654 1 | 5.145% '
E | 1.03% 3| 51322 3| 17742 | 3.07% 2 | 1.397e 1 | 7.361e "/
F1 | 818 % | 5053 | 9.803% % | 8.022 3| 1.193 1 | 1.341e 6

Table 3.6: Error statistic with MonteCarlo simulations for the 44{staecoder cells

by MonteCarlo simulations: for each cell type 100 instarttage been simulated, each
one with 1.000 different input vectors. The results are regzbin Table 3.6.

As the mean valuen,, of all the standard deviations; calculated on each circuit
instance is comparable or even smaller than the standardtievo,, , this indicates that
the output error depends on the particular input configanesti

This is due to the fact that some transistors work in the metéesr strong inversion
region if the corresponding probabilities are large. Hogrein these cases, the decisions
are clear and the error introduced does not affect the deqgeormance. As the output
error depends on the input configurations, this indicataswie can not use a second order
statistic to describe the random variable

3.2 \Voltage to Probability Cell

The interface between the memory array and the decoder esrthh task to compute the
branch metrics required by the MAP deco@éVvR |S ) and the uncoded bits conditional
probabilitiesp(ay k|S ) and p(axk|S k), defined in Sec.2.5.3, from the actual threshold
voItageVTRk programmed in the addressed cell, whienedicates the cell index. Recalling
that the branch metrics can be written as:

P(VFIS) = 25 P(VFIVE (i) (3.7)
j€
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Figure 3.4: Analog circuit for conditional probabilities generation

the voltage to probability module has to calculate the ciiontal probabilitiesp(VRVr (j)).
These probabilities are defined as:

R\ (il\2
POV = V(i) = o exp- T U 38)

wherea? is AWGN channel noise varianc®¥{ is the threshold voltage read from the
memory cellVy is the threshold voltage programmed in the cell ¥qdj), j =0+ (q—1)
are all the possible cell voltage levels, that corresporttiéo? alphabet symbols.

As already pointed out in Sec.2.5.3, we considered a reterememory cell with
g = 16 threshold voltage levels equally spaced between fixedmim and maximum
valueVrvin = 0V andVryax = 5.6V, and a channel noise standard deviatmrvarying
between 80 and 300 mV.

In the case of a binary alphabet like-1,+1}, the (3.8) can be implemented by a
simple differential pair, as described in Sec.1.2.2.

The same concept can be easily extended to the case of noy dliplabet, as proved
by Frey in [63], by replacing the differential pair with theauit shown in Fig.3.4.

In this case the output currents are proportional to the conditional probabilities
p(VR|Vr(j) according to:

P(VRVr =Vr(j))

PIVEIVT = V() = = B —ve )

(3.9)

where the alphabet = {0 15}.

If we assume that all the nMOS transistors are working in thpoaential region, we
can derive the expression of each output curigats a function of the gate voltag¥s
j €4,as:

In .
lj = vV €A (3.10)
Zieﬂexr(h—uT])
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I13/14 I]4/13 Il4/15 I15/14

Figure 3.5: Conceptual schematic for approximated conditional pbdtiees generation

wheren is a technology dependent parameter. Its value for the UMICq®s has been
estimated for nMOS and pMOS by means of transistor simuiafizvhich gaven, = 1.31
andnp = 1.57.

It can be proved [63] that, in order to obtain the output cotse;, the programmed
threshold voltage level read from the memory cell has to bpléied by a different factor
for each of the alphabet symbols so as to obtain the gategedta

r NUTVr(j)  nUr(Vr(j))?
02 202

(3.11)

As nUr ~ 34mV ando = 80+ 300mV, it is easy to see how this results in a gate voltages
range which is not compatible with our technology.

3.2.1 Approximated Normalization

An output currentj proportional to the conditional probability(VF|Vr(j)) can be ob-

tained [57] with the circuit shown in Fig.3.5, which consisf 16 differential pairs whose
NMOS are biased in weak inversion so that their input voltagigtput current relation is
an hyperbolic tangent. The differential pairs input voliagy, are given by:

R Vr(j)+Vr(j—1)
Vdj=G~ V1 — 5

(3.12)

where the scaling factar is equal to:

nUtA
a=—y
On

(3.13)

A indicates the distance between adjacent threshold voléagés, which in our case is
equal to 400mV.
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As an example, let’s consider the output currgnt l1/0 — 12/1 Which corresponds to
the conditional probabilitp(V:R|Vr = Vr(1)). According to (3.9)); can be written as:

p(VRIVr =Vr (1))

LN VRN = Vi (1) (3:14)
Let's define

pVRIVT = V1 (0)] = p[VF|0]

PIVRIVE = V1 (1)] = pVR|1]

PVEIVE = V1 (2)] = pVF|2]

whereV (0), V(1) andVr (2) correspond to the programmed threshold voltage levels 0V,
400mV and 800mV respectively. The circuit of Fig.3.5, gextes the currenlj which,
according to (1.9), is given by:

gy PVRL P2 (3.15)
PIVRIO] +pIVF(L] 7 pIVF(] + pVF2]
The (3.15) can be written as:
Rj112 RIAO] . R
| PV 1" — pIVrl0] - pVr2] (3.16)

" oIVEI17 + pIVE[1] - pIVE|2) + pIVRI0] - pIVE|1] + p[VE(O] - pIVE[2]

The factorp[VE|0] - p[VF|2] can be discarded as it is much smaller than all the other
ones, as itis related to two non adjacent voltage levelss TB116) becomes:

i pIVEIL
PIVFIL] + pIVE[2] + pIVFIO)
which shows how the calculated conditional probabilitynsagproximation of the ideal
one. However, we will see in Sec.3.2.2 how this approxinmaisogood enough for our
purposes.

The expression for the input differential pair voltagg given by equation (3.12) can
be deduced by recalling that:

(3.17)

Ip, = I (3.18)

—oVy.
1+ exp( )

which, in order to satisfy equation (3.15), must be equal to:

In

1+ exyf —(v{?—vT(j—12)252%+(VTR—VT(1>)2)

Ip, = (3.19)
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By comparing (3.18) to (3.19), we obtain the expression/fpr

_nUr(vr() - (i-1) VR_ V() +Wr(i—1)

V.
d 2

J 0'%

] (3.20)

which is equal to (3.12) if we note thatt(j) —\Vr(j —1)) =A.

3.2.2 \oltage to Probability Module Design

The voltage to probability module, which schematic is shawkig.3.6, receives as in-
puts the differential voltaged,; calculated according to (3.12) and produces as outputs
the currentd, which are proportional to the conditional probabiliti8/R|Vr(j)). In
particular, the 16; currents are given by:

lo=1lo/1
l1=1l1/0— 121
l2=12/3—11/2
I3 =13/2—1l4/3
la=14/5—13/4
I5=15/4—lg/5
l6 =lg/7—I5/6
17=17/6—lg/7 (3.21)
ls=1g/9—17/8
lo=1g/8 —l10/9
110 =l10/21—l9/10
l11=111/20—l12/11
l12=112/13—l11/12
l13=l13/12— l14/13
l14=114/15—l13/14
l15=l15/14
wherel;,; indicates the output current of the differential pair, whaompares the thresh-

old voltage levels and j, that is larger when the threshold voltage level read from th
memory cell is equal t¥ (i).
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Figure 3.6: Voltage to probability schematic
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4-states 8-states
Mp | %2 Mp | §

MCl % MCl 1_10
MCz Tzs MCz %
Mn | 52 M, | 52
Mo | 2 Mp | 7

Table 3.7: Transistor size ium/um

It is worth to notice how, with the scheme described aboveh aiifferential pair
output current is used just once. This is important becaugeoids the introduction of
more current mirrors in the V2P cell, thus increasing thé @@lrent consumption.

The design of the voltage to probability cell follows the saoonsiderations as for
the decoder core cells B-F. In particular, we first imposegame current consumption
for both voltage to probability and decoder core cells, whimeans a bias current of
In = Ip/15 for each differential pair of the voltage to probabilitypdule. However, we
saw how this choice had a negative impact on the overall dgquerformance due to two
different reasons:

¢ the voltage to probability settling time became the domirfactor in determining
the decoding time, thus slowing down the overall decodeedpe

¢ the decoder precision was heavily affected by the the faat ttie sumly of the
input currentsixl. was 15 times lower than the decoder cell bias curkgnt

As the settling time of cells with the same current dengiV is faster for those cell
which have a higher bias currelpt we decided to sdfy = Ip.

As the approximate normalization relies on the hyperb@igent voltage to current
characteristics of the differential pair nMOS, they haverbsized so as to work always
under weak inversion. This guarantees a more precise inpbgpilities to the decoder
core.

In order to improve the cell accuracy, a cascode currentamirrstead of a simple
one has been used in all the differential pairs where no nusébtraction is performed,
as opposite to the nodes where the currents are subtradtézh exhibit a relatively low
impedance.

The transistor size for both 4-state and 8-state decod&ag®lto probability module
are reported in Table 3.7.
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Figure 3.7: Conditional probabilities calculated with the approxiedh normalization
method and ideal at SNR=24dB and SNR=30dB

As already stressed out in Sec.3.2.1, this method calauat@pproximated normal-
ization of the conditional probabilities, whose precisinareases with SNR.

In Fig.3.7, the ideal conditional probabilities are congzhwith those calculated with
the approximated normalization at two different input SNIR24dB and 30dB respec-
tively, while in Fig.3.8 the corresponding probability eris reported.

At SNR=24dB the error introduced by the approximated noizasibn is less than
0.06. If we consider that at this SNR the noise standard tenia, = 0.555-A = 222mV,
with an error equal to @, on the read threshold voltage, we move to the adjacent wltag
level, which from Fig.3.7 corresponds to a probability egaater than 0.6.

The maximum probability error as a function of the input SNRshown in Fig.3.9,
where we can see how it decreases at high SNR. For SNR grate30dB, the error
remains around 0.01. This effect is due to the fact that tfierdntial pair input voltages
Vg, are saturated to a maximum peak to peak value of 600mV.

The effect of mismatch and process variations on the voltageobability error has
been estimated by means of MonteCarlo simulations. 100rs#dinces have been simu-
lated, each one with 1.000 different input vectors. Theltssue reported in Table 3.8.
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Figure 3.8: Conditional probabilities error at SNR=24dB and SNR=30dB
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Figure 3.9: Conditional probability error
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M Ome Mo, Og, maxaog, | minaog,
1.2182 | 22481 | 580222 | 2.397e 2 | 8.73% 2 | 7.287 '

Table 3.8: Output currents error statistic for V2P

3.3 Decoder Optimization: the Reset

In order to make the decoding of a new frame independent freretaboration results
of the previous one, we decided to reset the cells to an uni&iate probability before
starting the decoding of a new word.

The reset has also the advantage to speed up the decodingsrdemonstrated by
Fig.3.10, where the output currents transient with and evithreset is shown.

We can see that if the decoding of a new frame starts from & séste, we can avoid
a lot of spurious commutations in the decoder output custent

The uniform state probability is obtained by forcing theputtcurrents of cells B and
C to be all equal td,/8. This is done by adding pass-transistors to the outpuentirr
mirrors, so as to short the gate voltage of all the pMOS and tbrcing all the currents
flowing through the output transistors to be equal.

At the same time, cell B, C, F1 and F2 inputs are reset to tHewumistate probability,
S0 as to generate output currents all equaht8. Thus cell B and C inputs are set to:

P(VFSok) = P(VTi/Ssk) = 0.5
PVRSLK) = P(VHS2K) =0

while cell F1 and F2 inputs reset configurations are given by:

P(ark = 1|Sk) = p(ark = 0[S k) =
p(ark = 1|S1k) = p(ark = 1Sk)
p(aLk = 0[Sok) = P(ark = O|Spk)

0.5
p(agk = 1|Sk) =0
p(ark = 0[Sk) =

and:

p(azk = 1/S3k) = p(azk = 0[Sok)
p(azk = 1Sok) = p(azk = 1[Spk)
p(azk = 0|SLk) = p(azk = 0[S2k)

0.5
plark =1|Sk) =0
p(ark = 0|S3k) =0

respectively.
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—_——

time

(b) With reset

Figure 3.10: Output probabilities transient with and without reset

The decoding time for the 8-state decoder with and withcsgtr@éas been simulated
at SNR=27dB and SNR=28dB, showing how the reset speeds ugettueling latency
especially at high SNR. This is due to the fact that at high ShRdecisions are more
clear, which means that after a frame has been decoded tiststiars are either switched
off or completely on. If a nMOS has to commute for the next feaftom the switched
off state, this requires a long time. During this time, theormation coming from the

other cells in the chain can be more updated and cause theutplits to have spurious
commutations.

If the decoding of each codeword starts from an uniform gtaddability, these spu-
rious commutations can be avoided, thus improving the dagapeed.
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Figure 3.11: BER vs SNR for a memory cell with = 8 without ECC (circle), a memory
cell with g = 16 and 4-state TCM C++ model (diamonds) and with TCM analagpder
(squares)

3.4 Overall Decoder Performance

The performance of both 4-state and 8-state decoder havedstienated by means of
transistor-level simulations. In each simulation, theesinold voltage levels stored in 64
memory cells are read and applied to an AWGN channel. Theaahditional probabili-
ties are calculated and the corresponding 4 input curitgiat® fed to the decoders, which
are given a timélp = 1.3us to settle. The soft output of the decoders is then sliced and
used to estimate the BER and the decoders are reset to urstatenprobability in a time
Tr = 100ns, thus giving an overall decoding time odyis.

The BER vs SNR curves for the 4-states and 8-states analagleleare reported in
Fig.3.11 and Fig.3.12 respectively. These curves are caedpaith the benchmark ob-
tained with a C++ behavioral model of the decoders. In theehde sum-product op-
erations of the MAP decoder are ideal, with probabilitiggesented by double precision
numbers and no source of distortion, offset or noise is takgnaccount. In both cases
the simulations results show a performance loss of 0.5dB regpect to the benchmark
at a BER=10%, in line with the results already found for all-analog Tudecoders [14].
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Figure 3.12: BER vs SNR for a memory cell with = 8 without ECC (circle), a memory
cell with g = 16 and 8-state TCM C++ model (diamonds) and with TCM analagpder
(squares)

Each point of the BER vs SNR curves is considered reliableveh@inimum number
of 100 erroneous bit is detected. As the number of frames tsirbelated increases at
lower BER, it was not possible to simulate the decoders hehat SNR greater than
28.5dB, due to the excessive computational load of tramrsievel simulations. For both
decoders, the BER at SNR=28.5dB was estimated with a redugabder of 50 errors.

The effect of transistor mismatch has been estimated fot-$tate decoder by means
of transistor-level MonteCarlo simulations at BER=%0which corresponds to a SNR =
27dB. In this case, the BER has been estimated with a reduseder of 50 errors, due to
the long computational time required. The simulationsltesmith 100 MonteCarlo iter-
ations reported in Fig.3.13 show for the BER a mean vaiue2.67- 103 with standard
deviationo = 1.54- 104, which corresponds to a loss between 0.4 and 0.6 dB with re-
spect to the BER benchmark oflg- 10-4. The deviation with respect to the typical case
is of 0.1dB, in accordance with the simulation and experitalehata reported in [14].

The decoder core estimated area occupation is 0.32fanthe 4-state one with a
power consumption of 4mW at 1.8V supply, which become 0.55rand 16.5mW re-
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Figure 3.13: 4-state decoder MonteCarlo simulations at SNR=27dB

spectively for the 8-state decoder.

The area occupation for the interface circuitry, that iswtbkage to probability mod-
ules, has been estimated in 4.8fiur the 8-state decoder, with a power consumption of
13.8mW, which reduce to 1.25nfrand 3.4mW for the 4-state one respectively.

3.5 Conclusions

The simulation results reported in this work suggest thatileahalog implementation of
a TCM decoder for multilevel flash memories can achieve adiegospeed comparable
with the state-of-the-art linear block codes occupying alsarea, with a BER close to
that of the ideal decoding algorithm.

It is worth to notice how the most area and power consuminguiiy is not the one
implementing the decoder core, but that used to realizetiegface between the memory
array and the decoder core itself. This can be traced badketcamplexity of dealing
with memory cells with 16 levels.

Transistor-level MonteCarlo simulations show how the agalecoder is robust with
respect to transistors mismatch. However, as the perfacsimss in terms of BER of the
4-state decoder with respect to the 8-state one is only OvdE the power consumption
increases by over a factor of 2, our work demonstrates howatlaég approach is all the
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more a competitive solution for ECC in multilevel flash meraeras far as the decoder
states number is kept low.



UWB-IR Transceiver Chipset for Sensor
Network Applications

The change in FCC regulations that allows unlicensed conatian using pulsed ultra-
wideband (UWB) signalling has given new momentum to theardein this field, which
has roots that can be traced back to the original Marconkspap radio. UWB signaling
has many attributes that make it attractive for a wide rarfgagpplications, from ultra-
low-power RFID tags and wireless sensors to streaming @ssamultimedia and wireless
USB at data rate greater than 1Gb/s.

This chapter introduces UWB signaling and regulationshwibre details on wireless
sensor networks applications, to present a transceiv@sehfor UNVB Impulse Radio.
The specifications, architecture and implementation of aBJW non-coherent receiver
are then outlined and a synchronization algorithm is predosnd successfully tested,
while the transmitter design will be discussed in detail€hap.5.

4.1 UWB Definition

In February 2002, the FCC approved the use of the 3.1-10.6§aHd for UWB commu-
nication [64, 65], giving birth to a new technology for wiesls communication.

The noise emissions limit for digital electronics above 96{r is set by the FCC at
a constant -41.3dBm/MHz [66]. For example, personal coergudre allowed to radi-
ate noise below this level at any frequency above 960MHz. orfggnal intent of UWB
communication was to transmit data within the emissionst$iralready placed on per-
sonal computers. However, due to interference concerms fdVB radiators to other
existing wireless services the FCC placed “conservatiegiurements on UWB emis-
sions. These limits are shown in Fig.4.1 and reported inddll. Instead of a constant
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EIRF Level [dBm/MHz]
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Figure 4.1: FCC emissions limit for indoor (dashed) and outdoor (9dlitVB communi-
cation

-41.3dBm/MHz above 960MHz, a deep notch is placed around&@ieFCS services be-
cause these receivers have higher sensitivities. GPStepatil.2 and 1.6GHz and PCS
at 1.9GHz. There are also stricter requirements on outdotandheld UWB devices
than indoor UWB devices.

UWB signaling has been used in the military since 1960’s fmthikcommunication
and radar. The UWB pulses used in radar applications werdreguency, high power
and generated with non-linear devices and transmissi@s fihat can not be integrated
in a high volume process. Some of this technologies for Ie@giency pulse generation
are still actively researched today [67], even if UWB lowamy applications are gaining
more and more popularity within the international resea@mmunity.

UWB has several advantages over traditional narrowbartdtantures. From a chan-
nel prospective, the wide bandwidth can offer excellenustbess to multi-path fad-
ing [68]. Additionally, the narrow pulses in time offer théikty to perform precise
locating combined with communication. UWB has the potétiaspatial capacity that
is orders of magnitude above other popular wireless staisdsuch as 802.11a, 802.11b
and Bluetooth [69, 70].

The main limitations of UWB communication is the presencstodng, in-band inter-
ference that can easily saturate the UWB receiver front-&ine@ overlap between UWB
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Frequency Range Indoor Limit Outdoor Limjt
[MHZ [dBm/MHZ  [dBmy/MHZ
Below 960 FCC 15.209
960— 1610 —75.3 —75.3
1610— 1990 —533 —63.3
1990- 3100 —51.3 —61.3
3100— 10600 —413 —413
Above 10600 —-51.3 —61.3

Table 4.1: FCC Mask Limits

and existing services is a major concern in both the tratsnand receiver design, since
UWB transmitters will also raise the noise floor seen by nab@nd victim receivers.

4.2 UWB Sensor Networks

Wireless sensor networks consist of tens to thousandstoitdited low complexity nodes
that have limitations both on process power and memory, aners restriction on power
consumption. By the very nature of the application, trafficsensor networks is often
bursty with long periods of no activity. For event detectigperations, a device may
remain idle for long periods, sending only "heart-beat oimhation, then suddenly be
required to send significant amounts of data when an event®cEor devices involved in
continuous monitoring, the flow of traffic will be more stabléowever, efficient multiple

access, reliability and battery life are still major contser

Impulse-Radio-based UWB technology proprieties make It stgted to sensor net-
works applications. In particular, as already outlined, BANR systems have potentially
low complexity and low cost [71] with respect to classicatroa-band radio [72—74] or
multi-band OFDM UWB [75, 76]. Moreover, they exhibit noike signals, are resistant
to severe multipath and jamming and have a very good time dorasolution, allowing
for location and tracking applications.

The low complexity and low cost of impulse radio UWB systemsefrom the es-
sentially baseband nature of the signal transmission.kdmonventional radio systems,
UWB transmitters produce very short time domain pulsesdhatble to propagate with-
out the need of an additional radio frequency (RF) mixingst@7]. At the receiver side,
the non-coherent energy detection approach may be adops¢d INon-coherent com-
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munication does not require precise phase control, whickwalboth the transmitter and
the receiver architecture to be simplified, particularlg thgh frequency circuits that can
consume the majority of power in a wireless transceiver. A-noherent energy detection
scheme can further reduce hardware complexity while progidesilience to multi-path
fading without the cost of high frequency Rake-base teaesd79]. Non-coherent so-
lutions suffer from a reduced robustness with respect tcomaband interferers, which
can easily cause the receiver front-end to saturate. ThE Bf2.15.4a standard [80] has
recognized the advantages offered by non-coherent conuaiiion and includes support
for it.

The aim of our project is to realize a UWB-IR transceiver ceipfor low-data rate
wireless sensor netwoks. In particular, our target is asirassion data rate of 100kb/s
over a link distancd of at least 10 metres. As non-coherent communication adgastin
terms of power consumption are significant especially forstiistance links, we decided
to use it for our system.

4.3 UWB Signal Choice

According to FCC standard, UWB signals must have a minimunticaous signal band-
width of 500MHz, a spectral mask of -41.3dBm/MHz within th&-30.6GHz bandwidth
and a peak power limit that can not be exceeded. Thus, the thagor design choices for
UWB signals are bandwidth, modulation and pulse type.

4.3.1 Bandwidth

Although the IEEE 802.15.4a standard physical layer for UWRE81] can operate in
several bands of 500MHz or 1.5GHz from 3.1GHz to 10.6GHz, vedep to limit the
pulse bandwidth from 7.25GHz to 8.5GHz. The advantage isaldo first the system
exploits only that subset of the UWB band that is allowed fansmission in USA, Eu-
rope and Japan [82]; secondly, the signal is concentratékeipper part of the UWB
spectrum, maximizing the frequency separation from WLARIferes around 2.4GHz
and 5GHz.

Thus, our system will operate in a single baBdf 1.25GHz instead of bands of
500MHz, in order to maximize the transmitted power.
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Figure 4.2: Pulse position modulation
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Figure 4.3: Pulse amplitude modulation

4.3.2 Modulation

Although information can be encoded in a UWB signal in a vgrigf methods, only

some modulation schemes are suitable for non-coherengyedetection. Among these,
the most popular modulation schemes developed up to datéVidB are pulse-position

modulation (PPM) [83], pulse-amplitude modulation (PAN}], on-off keying modula-

tion (OOK) [85] and binary phase-shift keying modulatior=E&K).

PPM PPM is based on the principle of encoding information with twmore positions
in time, referred to the nominal pulse position, as shownign4=2. A pulse transmitted
at the nominal position represents a 0 and a pulse transhafter the nominal position
represents a 1. The drawing shows a two-position modulattere one bit is encoded
in one pulse. Additional positions can be used to provideantats per symbol.

The time delay between positions is typically a fraction afamosecond, while the
time between nominal positions is typically much longer ¥oid interference between
pulses.
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Figure 4.4: Binary frequency-shift keying modulation
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Figure 4.5: Binary phase-shift keying modulation

PAM and OOK PAM is based on the principle of encoding information witle #m-
plitude of the pulses, as shown in Fig.4.3. The drawing sheawso-level modulation,
respectively, for zero and lower amplitude, where one bénsoded in one pulse. When
the binary 0 is associated with the zero amplitude pulseha®s in Fig.4.3.a, we speak
of OOK.

As with pulse position, with PAM more amplitude levels canused to encode more
than one bit per symbol.

BFSK In frequency-shift keying (FSK) the digital informationesicoded through dis-
crete frequency changes of a carrier wave. The simplest ESKniary FSK (BFSK).
BFSK literally implies using a couple of discrete frequesscio transmit binary informa-
tion. With this scheme, the 1 is called the mark frequency thed is called the space
frequency. The time domain of an FSK modulated carrier isthated in Fig.4.4.

BPSK In binary phase-shift keying modulation, information iseded with the polar-
ity of the pulse, as shown in Fig.4.5. The polarity of the pals switched to encode a 0 or
a 1. In this case, only one bit per impulse can be encoded bedhare are only two po-
larities available to choose among. Although BPSK modaitasitand alone is not suited
to non-coherent energy detection, nevertheless BPSK &tiragrin addition to PPM is
used to eliminate PPM spectrum tone lines.

The choice of the PPM scheme leads to a reduced receiver erityplith respect
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to the other modulation schemes but, on the other side, Plektrsion exhibits tone lines
10log;o(PRF/1MHz) above the BPSK spectrum while keeping all other factorsain p
ticular the total pulse energy and the pulse repetitiondesgy PRF, equal [86]. This
results in a PPM transmitter having to lower its power by taistor relative to a BPSK
transmitter in order to meet the FCC mask. Therefore, higleloPPM or BPSK scram-
bling in addition to PPM is used to eliminate these tones &wod the need to reduce
power [87]. Because BPSK decouples the scrambling proldem the modulation, it is
typically preferred over high-order PPM, which adds comjtieto the receiver hardware.

The advantage of PPM over BFSK consists in the removal oftbetditional filters,
centered at the mark and space frequency respectivelyireedgior BFSK non-coherent
detection. Indeed, while PAM or OOK needs the comparisoh @witeference threshold
in order to extract the encoded information, with 2-PPM titevhlue can be deduced
by simply comparing the energy received in two time slotstessd at the nominal and
shifted time position respectively.

4.3.3 Pulse Shape Analysis

There are several pulse shapes found in literature for UWBmaanication, ranging from
spectral inefficient [68, 88—90] to precisely controlledduency tolerance [91,92]. The
performance in terms of BER has been analyzed for a rangelsé ghapes and modu-
lation techniques [93—-95]. However, we consider three icgeto quantify a pulse shape,
that are: spectral efficiency, out-of-band emissions ané-#bandwidth product.

Spectral Efficiency The spectral efficiency of a pulse quantifies how well the g@uls
spectrum utilizes the available bandwidth. The systenoperdnces in terms of BER de-
pends only on the received pulse energy [96] and not on iteabshape. Therefore, given
an average power limit and a -10dB channel bandwidth in tbeiver, the transmitter
must fill the channel spectrum as tightly as possible. Thetsgeefficiency of a pulse is
the loss incurred from incomplete filling of the -10dB chalnvendwidth calculated by

Ech

= = 4.1
Prcc:-B_10dB 41

Nch

whereEg, is the pulse energy within the -10dB channel bandwiBtgc is the maximum
average power spectral density in W/MHz dd, oyg is the -10dB bandwidth in MHz.



108 4. UWB-IR Transceiver Chipset for Sensor Network Applic  ations

Out-of-Band Emissions The out-of-band emissions metric of a pulse is the ratio ef th
energy outside the -10dB channel to the energy within thdBl€éhannel. This metric is
used to analyze the adjacent channel interference andatdalated by

Nout = (Etot — Ech)/Ech (4.2)

whereE;q is the total pulse energy given by

+o00
Eiot = / Pt (4.3)
Time-Bandwidth Product The time-bandwidth product is a figure of merit which in-
dicates the localization of a pulse both in time and freqyembe lower this number, the
more localized a pulse is in both time and frequency, whiategaly produces the best
combination of performance in both time and frequency doailhe time-bandwidth
product is calculated by

TBy=Dp-dp (4.4)
where
D2 = ﬁ /:” o/ F () Pdw (4.5)
and L pre
d2= = /_m €2 (1) |t (4.6)

F(w) is the Fourier transform of the time domain pulsg) andE is the pulse energy
calculated by

teo 1 e
E:/w |f(t)|2dt:§_[/w IF (w)[2d 4.7)

We consider five different time domain pulseinc square 2" order filtered root-raised
cosine[97, 98] andGaussiamulse. Their performance metrics are reported in Table 4.2.
The 29 order filteredpulse is a square pulse filtered by™® ®rder low-pass filter.

The sinc androot-raised cosingulses have the highest spectral efficiencies but re-
quire the most complex transmitters to be generated. stju@repulse is the simplest to
generate but it results in the highest out-of-band emissidimeGaussianpulse has the
lowest time-bandwidth product, that is why it is typicalleperred and the most common
pulse shape found in the literature. TH¥ Brder filteredpulse performs similarly to the
Gaussiamulse, but it requires area and power consuming filters toenexated.
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Spectral Out-of-Band Time-BW

Efficiency Emissions Product]
Sinc 100%(0dB) 0% (—ocodB) 0
Square 6M% (—2.2dB) 12.8% (—8.9dB) )

2"d order filtered  5%% (—2.3dB) 2.8%(—156dB)  0.55
Root-raised cosine 88% (—0.7dB) 0.4% (—23.8dB) 0.85
Gaussian 56% (—2.5dB) 3.3% (—14.9dB) 0.50

(_
(_

Table 4.2: Comparison of different pulse shapes

Following these considerations, we chose the Gaussiae gulspe for our applica-
tion. However, as this pulse is a relatively complex pulsgpghto generate with circuits,
we will see in Chap.5 how a good approximation with almostsdfmme performance can
be obtained with a very simple circuit.

4.3.4 Channel Model

A fundamental aspect to be taken into account in the desigmuptransceiver is the
channel model. The equation for the path loss of a UWB signgiMen by [99, 100]:

L(d) = Lo+ 10-y-log;o(d/do) + S (4.8)

where

T[dofc)

4
Lo = 10-Y-10gy0( (4.9)

Usually the reference distandgis chosen as 1mif; is the signal central frequenaythe
light speed in m/sec arfslrepresents the shadowing factor of the channel, which isa ze
mean Gaussian random variable which indicates the deniafit.(d) from its nominal
value. Finally,y represents the severity of the path loss. For line-of-siglg measured
to be 2 but can grow as large as 3.34 for non-line-of-sightsuesaments.

The system level paramiters for our project are summarizad@ble 4.3.

4.4 CMOS Technology

Both receiver and transmitter are designed in the UMC Qui3vixed-Mode and RFC-
MOS process. The key features of this technology are:
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Modulation 2-PPM
Pulse bandwidth 7.25— 8.5GHz
Pulse shape Gaussian
Data rate 100kb/s

Link distance d>10m

Table 4.3: System level parameters

e minimum channel length: 0.18m;

e dual supply voltage: 1.2V and 3.3V,

e P-substrate;

¢ single poly, eight metal layers (1P8M);

e Twin-Well and Triple Well;

e Metal Metal capacitors;

¢ high performance mixed-mode signal capabilities;

¢ radio frequency MOS transistors.

4.5 Receiver

As already outlined in Sec.4.2, the non-coherent energgetion approach [101] in the
receiver may be preferred because it allows to avoid theyrat®n of both a template
pulse generator [102, 103] and a quadrature frequency sgiziér [104]. In such a non-
coherent case, the received energy has to be estimateokparg a windowed integration
on the received signal squared. The block diagram of a nberent receiver is reported
in Fig.4.6. It consists of a low-noise amplifier (LNA), a \anie-gain amplifier (VGA) to
accommodate variations of the received signal strengttaarahergy detector, composed
of a squarer and a windowed integrator. For each receivethieiintegral of the received
signal squared is computed separately over the time windgyisand Tirt2 SO that a
comparator allows to decide whether more energy is allacatéhe first or in the second
window.
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Figure 4.6: Receiver block diagram

The receiver has been designed in UMC Oub3technology by Andrea Gerosa and
Marco D’Aguanno and it is now under test.

The main features of each block are summarized hereafter.

LNA and VGA The LNA is an inductively degenerated common-source arephi¥ith
aresonant load. It exploits fully differential conversiwith embedded impedance match-
ing by means of a monolithic integrated transformer.

The VGA has been designed with two stacked stages that é¥paame bias current,
in order to minimize its power consumption. It also has restrioads with capacitor
tuning to adjust the tank center frequency.

The LNA and VGA parameters are reported in Table 4.4.

Energy detector The energy detector squarer exploits the quadratic naatity of
MOS devices working under strong inversion region, as desdrin [105], to obtain
an output current proportional to the squared input voltaflee integrator, realized by
means of a transimpedance amplifier, integrates the sqsayedl over a capacitor. Two
capacitors are used to estimate the received energy in tngecative time slots.

The overall energy detector main parameters are reportédile 4.5.



112 4. UWB-IR Transceiver Chipset for Sensor Network Applic  ations

Parameter Value
LNA gain 14dB
LNA noise figure 5dB

LNA ilP3 -10dBm
LNA bias current SO0QUA
LNA + VGA gain 15-+-30dB
LNA + VGA noise figure 5.2dB
LNA + VGA ilP3 -10dBm
LNA + VGA bias current 1mA

LNA + VGA area 800um x 500um

Table 4.4: LNA + VGA parameters

Parameter Value

Energy detector conversion gaJir8.5mA/V2
Current consumption 1.4mA

Table 4.5: Energy detector parameters

45.1 Behavioral Model

In order to evaluate the performance of the receiver at sys¢®el so as to derive the
transmitter specifications, a behavioral model of the whebteiver has been realized us-
ing Matlab. The block diagram of the model is shown in Fig.&ignalVrx is generated
modulating an ideal Gaussian pulse at a given energy withdora bitstream and adding
the thermal noise at the antenna. The blocks in the first rowig#.7 model the two
gain stages. The circuit noise due to the LNA and the VGA isddd signalVrx as a
white Gaussian noise, whose power depends on the amplifgages noise figure that
has been estimated by means of transistor-level simukatidhird-order non linearity is
also accounted for, modeling the LNA transfer function watthird-order power series,
extrapolating coefficiertts from the input-referred intercept poiitP 3. Finally, three bi-
qguadratic filters, whose pass-band corresponds to the patsbvidth, model the inherent
frequency selectivity of the LNA input matching network asfcthe resonant loads in the
LNA and VGA.

The squarer is modeled using a power series to account fooitdinear relationship
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Figure 4.7: Matlab receiver equivalent model

between the input voltage and the output current. The pogréssis given by

N .
lout = i;)aa -Vin (4.10)

where theg; coefficients have been extracted from transistor-levelations. In partic-
ular, a classical two-tone test with input signal composamaced by 100MHz, namely
at 8GHz and 8.1GHz, has been performed. The magnitude ofitieeedt harmonic
components allows to estimate the coefficiemtealues which are reported in Table 4.6.
Similarly, the integrator model mimics its transistoré¢¥requency responce.

The circuit noise due to the squarer and to the integratorble@n estimated with
transistor-level simulations as well, and it is added asanvalent noise source at the
integrator output.

The integration results at the end of the two integratingspk®1 and®, of Fig.4.6
are sampled and held before being compared to decide whtble tivo windows contains
more energy. It is worth to notice that the integrator ougmlitage is clipped at 500mV,
in order to account for limited output swing of the real citcu

4.5.2 BER and Sensitivity

In order to quantify the receiver performance, the uncode® & estimated as a function
of the input power at the antenna, as reported in Fig.4.8.h&sva, the minimum input
power for which a BER lower than 16 is estimated, is» —95dBm. The receiver perfor-
mance are summarized in Table 4.7, where a process@sin5dB has been accounted
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Parameter Value
Data rate 100kb/s
Pulses per bit 10
LNA + VGA gain 6dB - 28dB
LNA + VGA noise figure 5.2dB
LNA + VGA ilP3 -10dBm
a1, a, s 1.6-104,8.83-10 %, —0.15
Apc 233dm
w 3Hz

Wy 1.9GHz
Energy detector noise power 5.11-1076Vv?

Table 4.6: Parameters of the receiver behavioral model

for, deriving from the transmission of 10 pulses per bit amel ise of &y majoritydeci-
sion rule, as described in details in Sec.5.1.

Although the expected link margin of 6.8dB would allow a lidistance greater than
10m, as low-data rate transmissions are peak power limitedyill see in Sec.5.1 how
we need to reduce the average transmitted power to -17.7dBrder to be compliant
with the FCC limits. This leads to a link margin of 2 dB.

4.6 Synchronization Algorithm

In order to maintain the low complexity nature of the receivee decided to use a syn-
chronization algorithm based on the energy collectiortegato synchronize the receiver
and the transmitter clocks before demodulation, as the eserdbed in [L06]. The algo-

rithm is based on a preamble which contains 4 repetition Nf & 31 bits Gold code

sent at the maximum repetition frequereRFsyn = 1/(2- Tint), followed by an inverted

Gold code sequence used to indicate the end of the synchtmmizphase. The structure
of each data packet is reported in Fig.4.9. During the syoahation phase, the analog
front end just integrates and then compares the energyeetei consecutive time slots
of duration equal tdlj;. The data generated is then parallelized into two datarssea
sent to two identical correlators banks, as shown in Fi§.4The 31 correlators of each
bank correlate the received data with shifted version ofthéit Gold code to account
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Parameter Value
ThroughputRy) 100 kb/s
Pulses per bitNp) 10
Bandwidth(B) 1.25GHz
FCC Limit (Pecc) -41.3dBm/MHz
Maximum TX Powel{Pnax= Prcc + 10l0g;o(B/1MHz) -10.33dBm
Gaussian pulse spectral efficiendy) -2.5dB
Average TX Powe(Pr = Pypax+E) -12.83dBm
Path Loss @1n(L1) 50.37dB
Path Loss @10r(L,) 20dB
RX Power(Pr=Pr — L1 —L>) -83.2dBm
Process GaiiGp = 1010g;o(1/Np)) 5dB
Average noise poweN = —174+ 10log; o(RoNp)) -114dBm
RX noise figure(Ny) 12dB
Total noise powe(Py = N + Ny) -102dBm
Minimum E,/No for 103 BER (S) 17dB
Link marginM =Pr+G—-Py—S 6.8dB

Table 4.7: Parameters of the receiver behavioral model

for all the possible time differences between transmittel @eceiver. Synchronization is
declared if any, but only one, of the accumulator exceed®grammed threshold.

The drawback of a such a simplicity is that the synchronaretime resolution is equal
to the integration window duratiofj; itself. In fact, different synchronization strategies
have been developed to achieve higher synchronizationréswution, but at the price of
an increased receiver complexity [107] or of a long lockimget [108].

In most cases, synchronization is declared such as the fmuls=detected lies com-
pletely within a single integration window, as sketched ig.#.11.a. However, it may
happen that the receiver is synchronized in a way such thatctidn of the pulse falls
outside the correct integration window, as shown in Fidld1 The latter event impairs
the detection capability of the receiver, because part@stgnal energy is not accounted
for in the integration result. Due to the mentioned finitediresolution of the algorithm,
the only way to preserve the receiver performance is to mag@itobability of this event
negligible, using a window duratiof,; sufficiently larger than the pulse duration. This
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Figure 4.8: Simulated BER as a function of the input signal power at therana, using
the model parameters given in Table 4.6
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Figure 4.9: Data packet structure

has also the advantage of reducing the clock frequency afdtrelators, as synchroniza-
tion data stream is sent at a frequency equal tBRFRyn= 1/Tint. On the other hand,
a large integration window would worsen the receiver penfance in terms of sensitiv-
ity, as shown in Fig.4.12 where the receiver BER is simuldtedifferent Tjy; values.
In fact, larger integration windows reduce the SNR for theasaignal power at the an-
tenna [109], due to both a larger noise energy and to the foutput resistance of the
integrator. Following these considerations we singledTit= 15ns as a good design
compromise.

The performance of the synchronization algorithm in terfigrobability of detection
Py, that is the probability that synchronization is declardaew the input and the Gold
code are aligned, is reported in Fig.4.13. Such a probwglslialways larger than 0.9 that
is generally considered a reasonable benchmark [110]. idpility of false acquisition
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Figure 4.11: PPM signaling scheme with: (a) perfect synchronizatidm;h@lf Ti,; mis-
alignment; (c) modified PPM scheme with h&H; misalignment
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Figure 4.12: Simulated BER as a function of the input signal power at thier@na with
Tint = 5ns (star)Tint = 10ns (circle),Tinx = 15ns (square) and,; = 30ns (diamond)

Psa, that is the probability that synchronization is declarduew the input and the Gold
code are misaligned, is always less than10

Fig.4.14 compares the BER in case of perfect synchronizgéis in Fig.4.8) with the
one obtained including the synchronization phase, assyanpayload size equal to 1024
bits. Almost no power loss can be observed at the sensitikyever the BER curve
shows a floor at 10%.

The floor is caused by the residual probability of the eveéuasitated in Fig.4.11.b. In
particular, whenever the integration window misalignmierguch that the received pulse
is split across the two PPM windows, the noise influence ondéraodulation result
dominates regardless the signal power. This generates dB&Rabove that input signal
power for which this misalignment becomes the most releeardr source. A way to
avoid this eventuality, is to insert a time sl = 15ns between the two PPM windows,
as shown in Fig.4.11.c. As a consequence, the BER curve adexhibit any floor, as
reported in Fig.4.14.
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Transmitter

This chapter presents the design of the transmitter for WEBLIR low-data rate wireless
sensor network described in Chap.4. In particular, thestratier specifications are de-
rived first; then, a possible architecture for the overaditeyn is presented to focus on the
design of a novel energy efficient Gaussian pulse generator.

5.1 Specifications

As already outlined in Sec.4.1, the FCC limits the output @ow the 3.1-t0-10.6GHz
band in two ways [64, 65]:

1. Theaveragepower spectral density must be less or equal to -41.3dBms ddn-
responds to a theoretical maximum total power of -10.3dBraft.25GHz band-
width signal. In practice, this number is reduced by£dB due to pulse generation
constraints.

2. The peakpower may not exceed 0dBm at the UWB signal center frequdacy
in a 50MHz resolution bandwidth (RBW). Since most spectrunalyzers are not
equipped with a 50MHz IF filter, the peak power measuremetypgally per-
formed at a lower RBW and the limit is conservatively set to be

Ppk < 0dBm+-20log; o(RBW/50MH?2)

Communication distance in a non-coherent energy-detpdiWB system is maxi-
mized when the SNR seen at the receiver during the integratindow is maximized.
This occurs when the transmitter generates maximum totalubypower under the reg-
ulatory limits. Since sensor networks typically commumécat low data rates, large
amplitude pulses transmitted at the data rate are requiredaiximize power, and thus
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Figure 5.1: Maximum single pulse amplitude allowed by the FCC averagyeqy spectral
mask as a function of the PRF

communication distance, under FCC spectral masks. Thagelmplitud&maxfor sin-
gle pulses transmitted at a data rate equal to PRF are reportéig.5.1. We can see
as a peak-to-peak voltage swing of.8,, would be required to maximally satisfy FCC
average power spectral mask at a PRF of 100kHz.

On the other hand, while high data rate pulsed-UWB transmsitare typically av-
erage power limited, low data rate transmitters are typigaéak power limited [111],
as shown in Fig.5.2 where the peak power corresponding to@hemission of a single
pulse as a function of the pulse amplitidg.x together with the FCC limit is reported.
For the peak power estimation a spectrum analyzer resall@mdwidth of 3MHz has
been considered.

The peak power as a function of the pulse voltage amplitude ttata rate transmis-
sion of 100kb/s is reported in Fig.5.3. We can see how a maximpeak-to-peak voltage
swing of Y/pp, corresponding to ¥max= 4.5V is allowed to be compliant with the FCC
mask limit. However, this is still impractical for deep-saleron CMOS technologies,
where supply voltages are of the order of 1V.
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data rate transmission
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Figure 5.4: Maximum output voltage as a function of the pulses numbebje

An alternative approach to generate large swing pulseswhéximizing total power
under FCC masks is to reduce output voltage swings and seithe PRF, that is equiv-
alent to transmit multiple pulses per bit. As the transmiiteto be implemented in the
UMC 0.13um CMOS process described in Sec.4.4 with a maximum supptagelof
1.2V, and monolithic transformer with transformer raticegter than 3 show poor per-
formance, we fixed as a reasonable limit for the maximum dugping ~ 3V. Then we
calculated the link distance as a function of the number &fgzuper transmitted bit with
the receiver parameters reported in Sec.4.5.2.

The maximum output voltage depends not only on technolagydibut also on the
FCC average power mask, as during the synchronization ghases are transmitted at a
maximumPRFRyn= 1/(2- Tint) and the average power is measured on a data packet basis,
according to [64]. Increasing the output swing leads to ac&dn of the pulse repetition
frequency during synchronization phaRFsyn, thus protracting the time required to syn-
chronize transmitter and receiver. This has a negative atnpathe energy per bit of the
overall system, as during the synchronization phase thevexcis always switched on.

As pulses with a smaller amplitude can be more efficientlyegated than large volt-
age swing ones, we decided to transmit more pulses per b#ad®of a single pulse with
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a larger amplitude. We can see from Fig.5.4 and Fig.5.5 tidtdmsmittingN, = 10
pulses per bit with a pulse output swing\Wax= 1.6V, that is 32V, we can reach a
link distance of 12.4m, which corresponds to a link margin-dtdB.

However, due to FCC peak power limits, the pulse repetitrequency during syn-
chronizationPRFsy, must be reduced to/12- 3- Tint) = 11.1MHz instead of 33.3MHz.
This has no impact on the BER performance but it slightly@ases the receiver hardware
complexity as two banks of 6 correlators each, instead o&eto be implemented.

The estimated energy per pulse, that is the energy spenanserit a single pulse,
is shown in Fig.5.6, together with the energy per bit of therall system, including the
amount of power spent during the synchronization phaseattiqolar, for a transmission
of 10 pulses per bit, the estimated energy per bit is 3.2ni&. Sitows better performance
than the result reported in [106], where an energy/bit oh2.6ver a link distance of
3m is declared, without including the energy spent to symize the receiver and the
transmitter.

Following these considerations, we can derive the tranemspecifications, which
are summarized in Table 5.1.
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Parameter Value
ThroughputRy) 100 kb/s
Pulses per bitNp) 10
Bandwidth(B) 1.25GHz
Carrier frequency f;) 7.875GHz
Maximum output voltag€Vmax) 1.6V
Energy per pulséEp) < 120pJ/pulse

Table 5.1: Main transmitter parameters
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Figure 5.7: Transmitter block diagram

5.2 Architecture

The transmitter block diagram is shown in Fig.5.7. It cotsst§ a digital controlled oscil-
lator (DCO) which generates the carrier frequergy: 7.875GHz and a frequency divider
by 16, which generates the control sighak for the combined mixer and power ampli-
fier (MXR-PA). The MXR-PA receives at its input the differeltcarrier frequency signal
VLo and the pulse control sign&kr and produces at its output a Gaussian pulse with
central frequencyf; = 7.875GHz and bandwidtB = 1.25GHz. The carrier frequency
fc accuracy is controlled by means of a phase-aligned frequiea&ed loop (PA-FLL).
The control signaVgr is further divided by 8 and compared with an external refeeen
clock at 61.5MHz by means of an early-late detector. A birsgrch algorithm is then
implemented to adjust the carrier frequerfgy However, it is worth to notice how a non-
coherent signaling scheme does not require precise freguening. Thus, the control
system proposed reaches the required accuracy with aselatplementation simplicity.
To exploit the low duty cycle nature of UWB-IR systems, thengmitter is activated at
each pulse transmission by means of an external controhkigs we transmit a number
of 10 pulses per bit, the pulses are sent at a repetition émeguof 1MHz, that is 10 times
the nominal data rate of 100kb/s.

As the frequency accuracy requirement can be relaxed incoberent energy detect-
ing systems, the VCO is implemented by means of a three-stag®scillator in order
to ensure a fast start-up. However, its design is still aptieéiminary stage, as the one of
PA-FLL loop, and will not be discussed further. In the nexdtsm, we will thus describe
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Figure 5.8: Gaussian pulse generator

in details the design of the Gaussian pulse generator.

5.3 Gaussian Pulse Generator

The variety of Gaussian pulse generators present in litexas very wide, ranging from
all-digital CMOS pulse generators [112-114] to Gilbertl d&&ICMOS based solutions
[111]. However, the former reach a maximum output swing Whi of the order of
hundreds of millivolts, while the latter usually requiresdiete low-pass filters to meet the
FCC mask requirements. We will see how a Gaussian pulse aaffidiently generated by
the circuit shown in Fig.5.8 that simultaneously permfomumpsconversion to the central
frequencyf; = 7.875GHz and mixing.

The basic idea is to generate a Gaussian pulse by multipiytrigngular shape pulse
and the differential local oscillator output signal. In erdo generate the required peak-
to-peak output swing of.2Vpp and perform the differential to single ended conversion, a
monolithic transformer with transformer ratio= 2 is used.

The nMOS transistor MO of Fig.5.8 is driven by a triangulatsgyTr while transis-
tors M1, M2, M3 and M4 act as switches driven by the local datal output signal$ o
andV_ o_. To have an idea of the design parameters values, we cardeotise small sig-
nal analysis model of our circuit, even if the triangulargmudriving the bias transistor is
a large signal. If we assumgo, andV, o to be square waves, the conversion gain is
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given by

2 o % (5.1)
whereR_ = 50Q is the antenna resistance arttie transformer ratio. If the local oscillator
output waves are not square but sinusoidal, the pMOS and nBA@Shes will be on
simultaneously for a certain amount of time, giving rise woaversion gain loss.

The triangular puls¥tr has a slope of 1.2V/ns as it has to rise from OWg§g = 1.2V
in 1ns. However, the accuracy requirements fothggeneration are very relaxed, as the
output signal spectrum does not show any significant vanatue to imprecise triangular
pulse generation. As a consequengg; can be easily generated from the square control
signalVrr by means of a cascade of two inverters.

It is worth to notice how the proposed circuit does not neegl laas current, thus
greatly improving the overall system efficiency.

However, in order to reduce the gain loss, we need to keepviitel®s resistance
quite low. In particular, if we assume a minimum drain-s@uvoltage of~ 200mV for
MO, so as to keep it always working in saturation, as the marinransformer primary
coil current is equal to

the switches resistance as to be in the order of few Ohms.|&@&ds to very large nMOS
and pMOS transistors with a gate capacitance of the ordeFsf jm order to drive such
a capacitance, we use an inductor as feedback network fawhehes buffers, so as to
resonate the gate capacitance, as shown in Fig.5.9. Therdatfe realized by means of
an inverter. In order to avoid DC power consumption, bothdrsfare activated by means
of a switch in series with the inverters nMOS transistors.



130 5. Transmitter
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MXR-PA My | g1z | 24

MO | 2% | 14 Mp | g7 | 24

M1| 3% | 14 Passive Elem.
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Table 5.2: MXR-PA transistor size in Lswitch | 340pH
Hm/pm Table 5.3: Passive elements values and
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Figure 5.10: Transformer equivalent models

The transistor size for the Gaussian pulse generator amtespin Table 5.3, while
those for the buffers together with the switches gate cémace and the feedback inductor
values are reported in Table 5.3. The third column of botlegindicates how many
transistors are connected in parallel.

5.3.1 Transformer Design

As already outlined, a transformer with transformer ratie- 2 is needed in order to
generate the required transmitter output power. We dedidethplement it by means
of an on-chip monolithic transformer, created by magndticzoupling two inductors.
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As the transformer is used to achieve output matching in owego amplifier, it will be
necessary to resonate some of the transformer inductangenimize the loss [115].
A capacitor is also necessary at the primary side of the fibamer to adjust its input
reactance to the desired value for the driving transistbings can be done using a parallel
capacitor on the primary and another capacitor in seriels thi¢ secondary, as shown in
Fig.5.10, where a simplified transformer model is reportedether with the series and
parallel tuning capacitandg@ andCp. In the modelk indicates the coupling factom,the
turn ratio between primary and secondary cdits the load resistance ar}, andRs the
primary and secondary inductor series resistanBgsandRs can be calculated from the
inductors quality factor®p andQs as:

Rp= wQ—Lpp Rs= %L: (5.2)

The two transformer inductors, combined with two capasit@an be used not only
to achieve output matching but also to obtain a fourth-obdaerdpass ladder filter, so as
to reduce the power amplifier out-of-band emissions. Thues,four reactive elements
values will be chosen so as to ensure a good efficiency anc adatitme time a filtering
effect.

Given a load resistance of 8) we want to determine the capacitors and inductors
values that allow to maximize the transformer efficiemcyThis is defined as the ratio
of the power delivered to the lodd,,q to the total power delivered into PORT1 of the
network, that iRetal = Pgisst+ Foad- It can be shown that the transmitter efficiengys
equal to

n= Foad
Pdiss+ Pload
RL/n2 (5.3)
R wlp . wlp (RU/Mtelp/Qs) 2
B+@+ <LkTpp)
where we assumile; ~ n2Lp and we use fo€s the value given by
1

=—— 54
Cs L (5.4)

as it allows to cancel one of the terms at the denominator &).(5By differentiating
equation (5.3), we can obtain the optimum valué gfesulting in the highest possilig

which is:
R

n2 /ng+%,k2

(5.5)
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Figure 5.11: Lp optimum values as a function of the coupling coefficient

In Fig.5.11 the optimum value df, as a function of the coupling coefficiektwith
transformer ratiac = n-k = 2 andQp = 10 for different values oQs is reported, while
the optimum values foks andCs are shown in Fig.5.12 and Fig.5.13 respectively. The
corresponding transformer efficiency is shown in Fig.5.f4ve assumeQ, = Qs = 10,
as on-chip inductors with quality factor of the order of 1(hdze realized without too
much effort,, with components values

Lp = 98pH
Ls = 2.45nH (5.6)
Cs = 166.7fF

we can reach a theoretical efficiencyef%65%. With these reactive elements values, we
will see how we can also create a fourth-order bandpass idiide, as the one shown
in Fig.5.15, where the input source is represented with eeatigenerator with infinite
output resistance.

The values for the two capacita@s andC,, together with those for the two inductors
L1 andLy, can be derived for different types of filters from the valteisulated for low-
pass ladder filters [116] applying a low-pass to band-passtormation. By means of
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Figure 5.14: Transformer efficiency as a function of the coupling co&ffitk

the transformer equivalent model of Fig.5.10, we can ddimeprimary and secondary
coils values as:

n2.k2. L, (5.7)
L= e

while the capacitors value are given by

C (5.8)
“=re

IIN CAD ::C1 L1 % VOUT

Figure 5.15: Forth-order bandpass ladder filter
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Figure 5.16: Lp as a function of the filte@ factor for different filter types

We consider seven different filters types, that is a Buttetlwélter and six different
Chebyshev filters with in-band ripple ranging from 0.1dB @B3 They correspond to
filter type 1 up to 7 respectively. Figures 5.16, 5.17 and SH@vL p, C, andCs values
for filter Q factors ranging from 1 to 6, wher@ is defined as
1 o
A wp—wy
whereA is the filter fractional bandwidth and, the central frequency, which in our case
is equal to

Q= (5.9)

We = 21tfc = /O (5.10)

We can see how @ factor grater than 2 requires a primary inductance smatian t
100pH, which is hardly implemented on-chip. Thus, we chageolir designQ = 2.
The secondary inductor value has to simultaneously satiefyequations:Ls = nL,
in order to ensure the required transformer ratio, and egugb.7) so as to obtain the
desired ladder filter. The corresponding values for the iseéary inductor are plotted in
Fig.5.19.a for the first condition and in Fig.5.19.b for tleesnd one. By recalling the
optimum components values to maximize the transformerieffay given by (5.6), we
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Figure 5.18: Cs as a function of the filte® factor for different filter types
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Figure 5.19: Ls values withQ = 2 as a function of the coupling coefficiekfor different
filter types
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Lp[pH] | Ls[nH] | CplpF] | G[fF] | k
98 | 245 | 425 | 167 |04

Table 5.4: Transformer parameters
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Figure 5.20: Transformer layout

can see that a fourth order bandpass filter of type 4, whickesponds to a Chebyshev
filter with in-band ripple of 0.5dB, can be implemented wille reactive element values
reported in Table 5.4.

Implementation The transformer has been implemented using concentriealiynd
planar spirals [117], as shown in Fig.5.20, where the a¢taakformer layout is reported.
Using this configuration, the common periphery between wWeewindings is limited to
just a single turn. Therefore, mutual coupling between @ha conductors contributes
mainly to the self-inductance of each winding and not to thetual inductance between
the windings. As a result, the concentric spiral transfarimes less mutual inductance
and more self-inductance than the interwound configuratyring it a lowerk-factor.
However, this does not represent a limitation in our casejeaseed a coupling coefficient
k=0.4.

The electrical lumped model of the transformer has beerve@rirom the physical
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Figure 5.21: Transformer primary coil lumped model

layout by means of electromagnetic simulations. These baea performed with the
software Momenturh™ from Agilent Technologies. In particular, first the primaapd
secondary inductor models have been derived separateln, Ehtransformer compact
model, as the one described in [118], has been derived.

To model the primary inductor, the two-Pl model [119] reporin Fig.5.21 has been
used. In this model,g is the inductanceR, the resistance of the metal strip, andR;
model the surface layer inductance and resistance. Thegvardy split into two parts
and the coupling coefficierkt, cross couples the two parts in order to properly capture the
inductive coupling among metal lineSyy is the oxide capacitanc€g,, andRgyp are the
substrate capacitance and resistance v@ils the edge-to-edge feedthrough capacitance.
In addition, we us€s andRsc to model the line-to-line coupling capacitance and direct
turn-to-turn electric coupling through the dielectric ri@dls and the conductive substrate
respectively.

The equivalent inductance, resistance and quality factothfe EM-simulation and
the lumped model, whose parameters are reported in Tabla®e Shown in Fig.5.22.

Lo[pH] | Ro[mQ] | Li[nH] | Ri[Q] | Km
97.79 479 281 | 8564 | 0.177
Cox[ﬂ:] Rsub[Q] Csub[fF] RSC[Q] Cs[fF] Cc[ﬂ:]
453 | 54003 | 4021 | 940 | 04 0

Table 5.5: Primary inductor lumped model parameters
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Figure 5.22: Primary equivalent inductance, resistance and qualiofafrom the EM-
simulation (solid) an the lumped model (dashed)

The secondary inductor can be better modeled by means oflthwékel described
in [120] and reported in Fig.5.23. In this case, the skinaffe modeled by means of
resistorRskin and inductogyin, whose coupling coefficient withg is given byKgkin. An
additional branch constituted dyy and Req takes into account the magnetic coupling
between the coil and the substrate. The equivalent indoetaresistance and quality

factor for the EM-simulation and the lumped model with thegpaeters reported in Table
5.6, are shown in Fig.5.24.

Lo[nH] | Ro[mQ] | Lskin[fH] | Rskin[Q] | Kskin
2.46 11.95 4462 3.66 0.9
Cox[TF] | ReublQ] | Csunl fF] | Cs[fF] | Led[PH] | Red[Q] | Ked
17.08 | 22076 90 12.29 83.26 1404 | O

Table 5.6: Secondary inductor lumped model parameters

Finally, the overall transformer lumped model is derivaahirthe two inductors mod-
els by adding a capacit@, connected between primary and secondary to model the
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Ca[fF] k
34 | 0403

Table 5.7: Transformer lumped model parameters

interwinding capacitance, as described in [118].

The simulations result for the transformer model are showifrig.5.25, while its
additional parameters values are reported in Table 5.7.

5.3.2 Simulation Results

The Gaussian pulse generator has been simulated in typieditons. Its output transient
waveform is reported in Fig.5.26, while the correspondipgctrum is shown in Fig.5.27.
We can see how it reaches a maximum output power of -46dBm/Métording to spec-
ification, and it meets the FCC out-of-band masks limits withthe need of external
filtering. The estimated energy/pulse~s120pJ/pulse, thus in line with the transmitter
specifications reported in Table 5.1. This result is in lindkwhe most efficient transmit-
ters for UWB-IR, as the one reported in [114], where 113p3/are declared at a data
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Figure 5.27: Output spectrum
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Specification [114] [112] [113]  This work

Data rate 100kb/s  1Mb/s  10Mb/s  100kb/s
Bandwidth 500MHz 500MHz 500MHz 1.25GHg
Center frequency 3.5GHz 10GHz 4.05GHz 7.875GHz
Energy/pulse 113pJ 87.5pJ 43pJ 124pJ
Efficiency 0.02 0.014 0.03 0.14

Table 5.8: Performance summary of UWB-IR transmitters

rate of 100kb/s. However, a more fair comparison can beedout by considering the
transmitter efficiency)t defined as

_load energy/pulse

energy/pulse (5-11)

nr

where the load energy/pulse indicates the energy per prdssferred to the load. In
[114], with a maximum output swing of 710npy, a central frequency. = 3.5GHz and
a bandwidthB = 500MHz, we have a transmitter efficiengy = 2.16pJ113pJ~ 0.02.
Our transmitter reaches an efficiencyrpf = 17.5pJ/120pJ~ 0.15, thus outperforming
the result reported in [114] by a factor of almost 10.

The performance comparison with state of the art transrsitiee reported in Table
5.8, where the ring oscillator power consumption has alkertanto account, leading to
an estimated energy/pulse of 124pJ/pulse.

Although the energy consumed by the frequency dividers hlesarly-late detector
circuit has not been taken into account, results reportethbie 5.8 show how the pro-
posed solution outperforms the state of the art transnefteriency by a factor of almost
10.

5.4 Conclusions and Future Work

A novel energy efficient transmitter for UWB-IR has been msgd, which uses an orig-
inal combined mixer and power amplifier to generate a Gangsidse with 1.25GHz
bandwith and center frequency of 7.875GHz. The combined MiRXncludes a mono-
lithic transformer to reach the maximum output voltage gywiequired to ensure a link
distance of 10 meters with the non-coherent energy detesteiver described in Chap.4.
The transformer has been designed so as to maximize the gdiregzncy and at the
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same time to realize a fourth-order ladder filter, in ordergduce the transmitter out-of
band emissions.






Conclusions

The first part of this work, devoted to analog decoding, repthre design of the input in-
terface for an iterative fully analog decoder for a SCCC aisvo analog TCM decoders
for multi-level Flash memories, all realized in submicrom QS technologies.

Both projects exhibit the advantages already demonstiageithe analog decoders
with respect to their digital counterparts, that is a redu@esa occupation, a lower power
consumption and an higher throughput. In fact, the SCCCillydecoder reaches an
efficiency of 2.1nJ/bit which outperforms digital decoderi¢sh the same block length,
that is around 5000, of a factor up to 50 [25], while the fulabog implementations of
TCM decoders presented in Chapter 3 can achieve a decodied spmparable with the
state-of-the-art linear block codes occupying a smalleaawith a BER close to that of
the ideal decoding algorithm.

At the same time, some traditional limitations of the analoglementations, due
mainly to the fact that their circuitry complexity increasknearly with the codeword
length, are overcame as the hybrid SCCC decoder is recoabtguin both block length
and code rate.

However, it is worth to notice how the most area and power gorisg circuitry for
both analog decoder projects is not the one implementingléeeder core intself, but
the so-called 1/O interface circuitry. This consists of aralag memory and a voltage
to probability converter for the SCCC decoder, while it reds only to the voltage to
probability converter for the TCM decoders. Even if the desif an analog memory can
be avoided in this latter case, as the data to be processedreaely stored in the Flash
memory array, the complexity of the interface between thenorg array and the decoder
core itself increases with respect to the binary case as akvdéh memory cells with
16 levels. As a consequence, it is mandatory to optimizerttezface design in terms of
area, power and speed in order not to spoil the overall syptaformance.

Moreover, as the performance loss in terms of BER of the & §t&M decoder with
respect to the 8-state one is only 0.5dB while the power copsion increases by over a
factor of 2, our work demonstrates how the analog approaalt ke more a competitive
solution for ECC as far as the decoder states number is kept lo

The second part of this thesis is focused on the design ohadeaver for low data
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rate UWB-IR. The transceiver is first analyzed at systemllieverder to draw the speci-
fications for both receiver and transmitter so as to guaeaaténk distance of at least 10
meters.

At the receiver side, the non-coherent energy detectiomo@gh has been adopted
[78], as it does not require precise phase control, whiabwadlboth the transmitter and
the receiver architecture to be simplified.

The transmitter uses a novel combined mixer and power ampidigenerate a Gaus-
sian pulse with 1.25GHz bandwith and center frequency of5GHz. The combined
MRX-PA includes a monolithic transformer to reach a maximurtput voltage swing of
3.2Vpp, necessary to ensure the required link distance. The tsemsf has been designed
in order to maximize the power efficiency and at the same tonedlize a fourth-order
ladder filter, so as to reduce the transmitter out-of bandsions.

The efficiency of our design has been compared with statbesfrt UWB-IR trans-
mitters, showing how the proposed solution leads to an ingareent in the transmitter
efficiency of a factor of almost 10.

A synchronization algorithm has also been proposed ancesstdly tested, showing
how the transceiver chipset is a promising candidate fomadower UWB-IR.



Fundamentals of Error Correcting

Coding

This appendix, after a brief introduction about general oamication/storage systems,
presents some basic error correcting codes, with a paatierhphases on Trellis Coded
Modulation and Turbo codes. The decoding issue is thenddgckbd concentrate on all
those aspects peculiar to the analog decoding.

A.1 The Shannon Limit

The most intuitive way to represent a data communicationarage system is shown in
Fig.A.1. This is the famouBigure 1of most books on error correcting coding theory. An
information source emits a sequence of binary digits (b@aled the uncoded sequence
u. This sequence is transformed into the coded sequebgen encoder and transmitted
over a communication channel or a storage medium. Duringrémsmission, the coded
sequence is corrupted by a noise vector where we assume that the noise is of addi-
tive nature and that no inter-symbol interference is pres@€hus a noisy sequengeis
received at the input of the decoder, whose task is to estithatmost probably sent data
sequencél usingy.

noise
n

Digital 4 Encoder Channel Y, Decoder 4 Dlg}tal
source receiver

Y
Y
A

Figure A.1: SISO simplified diagram with switch betweamer andouter configuration
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In his 1984 pioneering work [121], Shannon showed that eeemgmunication chan-
nel has a maximum rate for reliable data transmission, whilealled the channel ca-
pacityC, measured in bits per second. He demonstrated that it i/alp@ssible to send
information at a rat& lower thanC through a channel with an error probability as small
as desired by properly encoding the information source.s Btétement on controlled
error probability is not true for rates abo@e

The capacity of an ideal band-limited channel corruptedrbgdditive white Gaussian
noise (AWGN) is given by the famous formula:

C =Blog, (1+§) (A1)

whereC is the capacity in bits per second, B is the channel bandviidttertz andS/N
is the signal-to-noise power ratio at the receiver.

However, until the advent of complex Turbo codes [2, 122§cpical error control
schemes have been far away from this theoretical limit. &, f8hannon’s theorem sets
a limit on the maximum transmission rate over a channel, tagtsilent about the way
to reach it. After Turbo codes, an even higher rate has beschesl using very large
low-density parity-check codes [123], which were origlpahvented by Gallager [124].

A.2 Types of Codes

Most of the codes that are common use today can be distingatsreen two main types,
block codesindconvolutional codesThe output of a block encoder is strictly block ori-
ented and it is generated by combinatorial operations, @dsthe convolutional encoders
create data streams of possibly infinite length. Additibnéhe output of a convolutional
encoder is created by a finite-state machine, that is thedem@ocorporates memory that
tracks the history of the incoming data bits.

A.2.1 Block Codes

A block code is defined as an algebraic mapping from the vesptaceGF(q)X over the
Galois fieldGF(q) into the vector spac&F(q)", with n > k [39]. If this mapping from
one vector space to another is linear, we spedkefr codes

In block coding, the incoming data stream is segmented iltioks of lengthk and
then mapped into-symbol long codewords. If we assume the information is eafdrm
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of a sequence of symbols belonging to a given alphabgsgmbols (ifg = 2, the symbols
are named bits), than we speak @fiak) g-ary block code. Thus, @, k) g-ary block code
is a set ofg codewords corresponding to th€ possible data blocks.
A linear block codds entirely described by its generator mat@®x A codeword is
built using the relation
X=u-G (A.2)

where both the codeword and the user word are assumed to be row vectors. Thus
linear codes transform the all-zero input vector into tHezato codeword. Equivalently,
every codeword has always to satisfy the equation

H-x"=0" (A.3)

whereH is the parity-check matrix, that can be derived from the gatoe matrixG such
asGHT = 0.

The code rateof a block code is defined as the ratio between the number sf bit
carrying information and the total codeword length. Théithe generator matrix is a full
rankk x n matrix, the code rate is given by

R=— (A.4)

The Hamming distancéetween two codewords is the number of positions in which
they differ. The minimum distanady,, of a code is the Hamming distance of the pair of
codewords with the smallest Hamming distance [39]. A cod@ wiminimum distance
dmin can correct up td = | (dmin— 1)/2] errors. Ifdmin is even, the code can simultane-
ously correct = (dmin— 2)/2 errors and detedyin/2 errors.

To ensure a minimum distance equal or greater thap 2in any (n,k) g-ary block
code, the following condition must be satisfied:

= -

which is know as Hamming bound.

A.2.2 Hamming Codes

Hamming codes are a whole class of linear block codes that@aact single errors. If
we consider a binary alphabet, thatgs= 2, Hamming codes of length= 2" — 1 with
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r > 2 are defined to have a parity-check matdxvhose columns consist of all non-zero
binary vectors of length, each used once.

A Hamming code isthusa=2"—1 k=2"—1—r, d = 3 block code. The Hamming
code as it was first defined is thi&, 4,3) Hamming code, whose parity-check matrix is
given by [125]:

000111

H=]101 1001

101010

Any code consisting of rows that are created using linearlgpnations and column

permutations of the original matrid is said to beequivalent

1 (A.6)

A.2.3 Convolutional Codes

Unlike block codes, convolutional codes work on data stieahpossibly infinite length.
An encoder for a convolutional code can be seen as a finite+siachine, that is a sequen-
tial logic circuit, with a memory of ordem. The generator matri& of a convolutional
code has a general form given by:

G11(D) G12(D) -+ Gin(D)

G21(D) G22(D) -+ Gan(D)

G(D) = (A7)

Gu(D) Gke(D) -+ Gkn(D)

Each elemenG;j(D) represents a transfer function of a linear discrete-tinstesy of
orderm:
_ &jmD™+ajm D™+ a0
bij, mD™ 4 bij m-1D™1 -+ bij o
whereD indicates the unit delay element.
The block diagram of a simple convolutional code with getarpolynomials

Gij(D)

(A.8)

G(D) = [D*+1,D*+D+1] (A.9)

is shown in Fig.A.2.

The rate of a convolutional code is still given by the ratiotloé generator matrix
dimensions. Thus, the convolutional code of Fig.A.2 hasdecateR=1/2.

If the uncoded data is part of the codeword, we speak gfstematicode. Given
the generator matrix of a convolutional code, it is alwaysgdole to build its systematic
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Figure A.3: Systematic version of code of Fig.A.2

version as
1 GzzEDg GanDg
GD)= |~ ©® G0 (A.10)
1 Ge®) .. Gu(D)
Gra(D) Gra(D)

The systematic version of the code of Fig.A.2 is reportedig/A:3. Its generator
matrix is given by:

(A.11)

D2+D+1
D241

G(D) = {1,

The systematic version of a convolutional code is also dakeursiveand exhibits
the same performance of the original code.

The definition of the Hamming distance given in Sec.A.2.1 nahbe applied to
convolutional codes, as they work on codewords of possiffipite length. Instead, for
convolutional code, we speak wiinimum Euclidean distancede of a code, referring to
the same concept [126].
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Figure A.4: 4-state transition diagram of code of Fig.A.2

Time units

Figure A.5: 4-state trellis diagram of code of Fig.A.2

A.2.4 Convolutional Codes Trellis Diagram

Since a convolutional encoder is a finite-state machineaif e completely defined by

a finite state-transition diagramsuch as the 4-state diagram shown in Fig.A.4 for the
encoder of Fig.A.2. The nodes in the transition diagram leestates of the finite-state
machine and the branches represent the possible trarssiieiween states. Each branch
is labeled by the user bits which cause the transition as well as by the corresponding
output codeword.

If we index the state-transition diagram by both the statelsthe time index, Fig.A.4
expands into therellis diagramof Fig.A.5. This is a two dimensional representation
of the operation of the encoder, capturing all possibleesti@nsitions starting from an
originating state that is usually state 0. If the finite-statachine is driven back into
the original state at a certain timme= L, as shown in Fig.A.6 with. = 8, we speak of
terminatedcodes. To force the encoder back to the original state, staridranches,
wherem is the number of memory elements, are predetermined andfaomation is
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Figure A.7: Trellis section of code of Fig.A.2

transmitted in those time units. This results in a rate Idss o

mk
n(n+m)

. In order to avoid this rate lostil baiting codes have been proposed in 1986 [127]. The
trellis of a tail baiting code is formed by connecting thegnihg states of the last trellis
section to the incoming states of the first trellis sectidsch a tail baiting code forms a
closed ring structure with no need for termination bits. Aidvaodeword is then defined
by a path starting in any state at a certain point, i.e. noressary the zero state, and
terminating in the same state after one turn.

Since the size of the trellis transition diagram explode$dng user data sequences, a
complete description of a convolutional code can also bergby a single section of the
trellis diagram. The trellis section for the code of Fig.AsZhown in Fig.A.7.

A.2.5 Trellis Coded Modulation

The use of an error correcting scheme with iate k/n to increase the reliability of
binary transmission or storage systems, reduces the gpefficiency from its maximum
valuep = 1 bit/sec/Hz tou = R < 1 bps/Hz. This leads to a faster signalling rate or
to a larger bandwidth if the aim is to guarantee the same ratheouncoded system.
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Figure A.8: Signal constellations

Equivalently, the bit rate has to be reduced by a factor/&4o as to keep the transmission
symbol rate or bandwidth constant, wh&es the channel bandwidth.

To increase the data rate without increasing the bandwlttigerboeck [51] and Imai
and Hirakawa [128] used an expanded signal set, suci'asy2PSK or QAM digital
modulation, and then applied an error correcting code toesse the Euclidean distance
between codewords.

Several signal constellations used in digital communicagystems are shown in
Fig.A.8. From the viewpoint of digital signal processingpaulation is mapping, that
is the process of assigningn@dimensional binary vectds to a signal pointx(b), y(b))
in the constellation. Using™2ary modulation instead of the binary one has the advantage
that the number of bits per symbol is increased by a facton,dhus increasing the spec-
tral efficiency of the system. On the other hand, the requaredage energy of the signal
increases, as in the QAM case, or the distance between mimutyymbols decreases,
as with PSK modulation. In practice, transmitted power oraje level is limited to a
maximum value. This implies that the signal points beconosen to each other. As a
result, an error correcting code is needed to reduce theased error probability and to
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Figure A.9: Trellis section of code of Fig.A.2

\21
improve the system reliability.

The basic idea of TCM is thus to expand the signal constefiati order to obtain the
redundancy needed for error correction coding and thensmde trellis code to increase
the minimum Euclidean distance between codewords. In faeasymptotic code gain
of a TCM scheme is given by:

d2
G=10log;o | - (A.12)
dunc

whered?. indicates the minimum squared Euclidean distance betweeaded signal
sequences.

The design of a TCM, which is the joint design of a trellis cadel a modulation
scheme, is performed usingnaapping by set partitioningas proposed by Ungerboeck
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2" -ary modulation

Selection of :
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4
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(uncoded) : (s, -, b)) :

Figure A.10: TCM encoder

in [51]. A basic trellis structure, associated with the stafinsitions of a finite-state
machine, is selected and signal subsets mapped to tradiicbes. Uncoded signals are
assigned to parallel branches so as to increase systemaéiitiency.

Thus, a 2-ary modulation signal s&is partitionedin mlevels. For 1< i <m, at the
i-th partition level, the signal set is divided into two sulss®(0) andS (1), such that the
intra-set distanced;, is maximized. A label bib; € {0,1} is associated with the subset
choice,S(by), at thei-th partition level. This partition process results iradelling of
the signal points. Each signal point in the set has a unmbé labelbib; - - - by, and is
denoted bys(by, by, - -, by). With this Ungerboeck partitioning of d™2ary modulation
signal constellation, the intra-set distances are in nom@sing ordef)f < 6% <. <
2. This strategy corresponds to a natural labellingNbPSK modulations, i.e., binary
representations of integers, whose value increases cleekior counter-wise). Fig.A.9
shows a natural mapping of bits to signals for the case of &I8-Rodulation, with
& = 0.586,55 = 2 andd3 = 4. Ungerboeck regarded the encotimply as a finite-state
machine with a given number of states and specified statsitiams”. He gave a set of
pragmatic rules to map signal subsets and points to branctezesellis. These rules can
be summarized as follows:

1. all subsets should occur in the trellis with equal frequyeand with a fair amount
of regularity and symmetry;

2. state transitions that begin or end in the same state dl@uassigned to subsets
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Figure A.11: Parallel concatenated convolutional code block diagram

separated by the largest Euclidean distance;

3. parallel transitions are assigned to signal points s#pdrby the largest Euclidean
distance, that is the highest partition levels.

The general structure of a TCM encoder is shown in Fig.A.hGhé general case of
a rate(m—1)/mTCM system, the trellis structure is inherited fronk gk + 1) convolu-
tional encoder. The uncoded bits introduce parallel braach the trellis.

A.2.6 Turbo Codes

In 1993, Berroux [2] presented his first article on Turbo cgdehich has turned the view
of coding theory upside down. This new coding scheme, whes®inance are very
close to the Shannon limit [129], consists of two or more abutronal codes connected
in series or in parallel by a bit-interleaving structute

In particular,Parallel Concatenated Convolutional Codes PCE@hsist of two con-
volutional encoders working in parallel, as shown in Fig.A. The first encoder receives
a copy of the user datawhile the second encoder is fed with a scrambled versionef th
same user data obtained by means oinderleaverrt

In the Serial Concatenated Convolutional Codes SC&Beme [130], the two en-
coder are connected in series, as depicted in Fig.A.12. Téteeincoder Quter) trans-
forms the user data into a temporary codeword, whose bits are permuted by tles-int
leaver and then fed to the second encodiendr). A puncturercan be inserted between
the two encoders to delete some parity bits so as to increassotle rate.
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Figure A.12: Serial concatenated convolutional code block diagram

A.3 Decoding

Basically, the decoding is a decision-making process. @asehe observed data vector
Q, the decoder tries to figure out which information bit or imf@tion vector has been
generated by the information source.

The so calledhard decisioralgorithms have been widely used in the past, due to their
straightforward implementation in the digital domain. bcf, the Viterbi algorithm has
been the standard decoding algorithm for most convolutioo@des for over a decade.

With the advent of Turbo codespft decisioralgorithms have become popular, be-
cause they allow the implementation of an iterative deagglirocess, necessary to the
Turbo code decoding.

A.3.1 Viterbi Algorithm

In 1967, Viterbi [131] introduced a new algorithm for decegiconvolutional codes. It
works on the trellis diagram of the code andé&cidewhat codeword have thmaximum-
likelihood (or theminimum-distanggfrom the received string.

If we consider a trellis diagram of a convolutional code,l#sdne shown in Fig.A.5,
we can associate to each possible patthe log-likelihoodfunction

n-1
logL(y[x) = logP(y[x) = _;IOQP(yi\xi) (A.13)

wherey is the received string.

We observe that if thenax-log-likelihoodoath includes the stasg at time unitk, then
the firstk branches of that path constitute tin@x-log-likelihoodpath of the partial trellis
from time O to timek.

Therefore it suffices at timleto determine and retain for each possible statmly the
biggest path from the unique state at time 0 to that states Jdth is called the “survivor”.

The timek + 1 survivors may be determined from the tirksurvivors by the follow-
ing recursive “add-compare-select” rules:
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1. for each branch from a state at titkéo a state at tim&-+ 1, add the metric of that
branch to the metric of the timlesurvivor to get a candidate path metric at time
K+ 1;

2. for each state at timle+ 1, compare all the candidate path metrics arriving at that
state and select the path corresponding to the largest asithigor. Store the new
survivor path.

At the end of the trellis, there is a unique state, whose sarvis the max-log-
likelihood path for the received string

This regular recursive structure is attractive for softevar hardware implementation
because it requires only some memory to store the metricshent@mporary paths.

The Viterbi algorithm can be applied to decode the mostyiR&LM sequence as well,
provided that the branch metric generator is modified toudelparallel branches. The
selection of the winning branch and surviving uncoded bisudd be changed as well.
The survivor path (or trace-back) memory should include(the 1 — k) uncoded bits, as
opposed to just one bit for rate4 binary convolutional codes.

However, for practical considerations, it was suggestefd 82] that 2"-ary modu-
lation signal constellations be partitioned in such a wagt the cosets at the top two
partition levels are associated with the output of a ratecbf/olutional encoder. This
mapping leads to pragmatic TCM systenWith respect to the general encoder structure
shown in Fig.A.10, the value &f= 1 is fixed. As a result, the trellis structure of a prag-
matic TCM remains the same, as opposed to the first TCM prajpogé&ngerboeck, for
all values ofm > 2. The difference is that the number of parallel branahes2 increases
with the number of bits per symbol. This suggests a two-sti@geding method in which,
at the first stage, the parallel branches in the trellis ‘a@dlke” into a single branch and a
conventional off-the-shelf Viterbi decoder can be usedstingate the coded bits associ-
ated with the two top partition levels. In a second decodiages, based on the estimated
coded bits and the positions of the received symbols, thedewbits are estimated.

A.3.2 MAP Decision Rule

Recalling the general communication system of Fig.A.1hd tata transmission is as-
sumed to be over a time-invariant, memory-less and feedlemskchannel, we can define
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Figure A.13: (7,4, 2) code tanner graph

the conditional probability
Pyix (Y1%) = [T Rex (¥i%) (A.14)
|

This conditional probability, called the posteriori probabilityAPP, represents the prob-
ability of receiving at the decoder input the noisy codewgrgdiven the sent user data
X.

Given the received symbols sequencea Maximum a Posteriori Probabilityalgo-
rithm finds the user data sequenggap that maximizes (A.14), which means:

Pyix (yIXmap) = maxPy|x (y[x) (A.15)

An algorithm implementing the MAP decision rule is tSam-Producalgorithm [133].

A.3.3 Sum-Product Algorithm

The Sum-Product algorithm can be better described with dte bf an example. Let's
consider a simple binary block cod@, 4, 2) with parity-check matrix:

111000
H=|1 001100 (A.16)
100001

Each row of the parity-check matrix corresponds to a pargyation. Thus, from the
parity-check matrix (A.16), we can derive the parity chegkations:

X1@X2@X3=0
X1PXsP x5 =0 (A.17)
X1PXgPx7=0
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Figure A.14: Example of weights propagation through a function node

which have to be simultaneously satisfied from any valid oaad.

This code can also be described by means of its Tanner grégt] [gported in
Fig.A.13, where the black circles calledriable nodesepresent the codeword symbols
X, with1=1,2,--- 7, and the so-calletlnction nodesp indicate the parity relations
(A.17).

After receiving a codeworg, we assign a weight to each possible alphabet symbol
ax, Whereay € {0,1} for a binary code:

Wi(ak) = P(Yk[X = &) (A.18)

Thus, the weight of a codeword can be calculated as:
w(x) = []wk(%) = P(y|x) (A.19)
k

For each alphabet symbal, the sum of the weights of all those codewords that present
the valueay in correspondence of the variablg given by:

Wi (X )W(X) (A.20)
xeXXg=ak

is proportional to the APP value (A.14) according to:

Pk=ady)d > P(ylx) (A.21)
xeX:Xk=aK
The most probable sent codeword is chosen as the one thatnmasithe APP.

The weights associated with each variable node can be semessages that prop-
agate thought the graph. The messages passing can be sthedws to make the cal-
culation of the maximum APP simple and automatic. The fiesp sonsists in assigning
to the graph leaf nodes, that are the variable nodes corthexfast one function node,
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Figure A.15: Example of weights propagation through a variable node

the weights corresponding to all the possible variable soddues. These weights are
then passed on to the closest function node. Each functidesweceives the leaf nodes
weights as inputs and calculates the output weights acuptdithe the XOR gate func-
tion. In the example if Fig.A.14, the two function node inpate

while its output is given by:

{w(O) = Wy4(0) -ws(0) +wa(1) -ws(1) =2+15=17 = (17,11)

wW(1) =ws(0) - Ws5(1) +wWga(1) -w5(0) =5+6=11

Thus the variable node receives the three weights coming from the three neighbor
function nodes. The local weight of the noggis then propagated towards each of
the function nodes after being multiplied by the sum of all #eights of the incoming
branches but the one towards which it is propagated, asidedcin Fig.A.15. This
sum-product process is repeated until reaching the leaés10ét the end we obtain a
pair of weights (one incoming and one outgoing) for each lgraghge. The total weight
associated with each edge, that is the weight of the cornepg node, is given by the
sum of these two weights. Thus, if we chose for each node tergweight among all
the ones obtained for all the possible alphabet symbols,ave & MAP decision.

Thus the Sum-Product algorithm computations, as deschipéshllager for decoding
of LDCP codes [124], can be summarized in the following steps

initialization : each variable nodey is initialized with the conditional probabilities
P(yk|Xk) = AYk|Xk = )\&8), vk =1,---,q whereq indicates the alphabet symbols
number
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Figure A.16: Iterative decoding scheme

nth iteration, function-to-variable nodes: for each variable node,, we compute the
@ of all the messages coming from the neighbor variable nodegcbthat isvr :
hr’k = 1

-1
vehrc=1,c#k
nth iteration, variable-to-function nodes: for each function nodey,, we need to com-

pute the values of all the variable nodes connected to thetibmnode, that is

N =wo | O Al (A.23)
Vrihec=1,r#k

where® corresponds to the logical functi@X OR

final decision after a fixed iteration numb&\, the sent codeword symbols are computed
according to:

M= Mo [ O AN (A.24)
Vr:h =1

A.3.4 lterative Decoding

As the Sum-Product algorithm complexity increases linearth the code states number,
it can not be used for Turbo code decoding. Indeed, due tantedeaver presence, the
Turbo codes states number is very high and besides diffizglbtnpute.

Concatenated codes can be efficiently decoded by means bbptsuum algorithm,
whose complexity is almost independent on the interleamgth. This algorithm, called
iterative, shows performance close to the Shannon limit [135, 13@netits effective-
ness has not been analytically proved yet.

The iterative decoding scheme is reported in Fig.A.16. Tlod decoder uses two
MAP decoders, one for each constituent code. Each MAP ded¢adetwo inputs, the
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channel output and aa priori probability generated by the other decoder, and generates
at its output arextrinsic information, that is the information on the received synsbol
known the constituent code. This extrinsic informationstd@ates the a priori probability

for the other decoder, as it is not correlated with the knolgée of its own constituent
code.

The decoding algorithm As already pointed out, each decoder has to take a MAP de-
cision on the bases of two inputs, the channel informatiahtae extrinsic probabilities
generated by the other decoder. Thus, the decoder has toutergp all the possible
codewords the corresponding APP and then chose among tleenséh wordl with the
maximum APP, that is:

O = miax[APP(k, ] (A.25)

wherek is the symbol under analysis indexepresents every possible alphabet symbol
value andAPP(k, i) is defined by:

APP(K,i) = p(ry,rz)|uc=1) = 'Z__ p(rajca(u))p(r2)[cz(u))pa(u) (A.26)
Ny
p(rifca(u)) = ]_|1 p(rajlcej(u)) (A.27)
j:
N
p(ralcz(u)) = Ulp(rzm\sz(U)) (A.28)
K
Pa(u) = ||1 Pa(U) (A.29)

whereu is the transmitted codeword; andr, indicate the received codewords relative
to the two codesg; () andcy(-) are the ideal decoding functions of the two constituent
codes,pa(-) represents the a priori probability akd N; andN, are the symbols number
of the user word and of the two codes codeword respectively.

According to Berroux [2], equations (A.28) and (A.29) candx@ressed as function
of the single codeword symbols instead of the whole codewors a consequence, we
can write equation (A.27) as a product of functions definethemsingle symbol as well,
that is:

APP(K, i) = Pu(i) - Pa(i) - pai) (A.30)

wherePy(i) andPy(i) solve an opportunely derived non-linear system [2]. Forstilee
of brevity, only the solutions are reported hereatfter:
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Pu(i) = p(rajci(u rLPZI up) Pa(ur) (A.31)

Pa(i) = p(ra|cz(u |—LP1| u) Pa(ur) (A.32)

UZ

that can be computed as:

(A.33)

|52|(.Ir(n)(|) = |'1|C1 rLP2| U| pa U| ’K

'52(51)(02 p(rz|cz(u erll u)pa(u),k=1,--- K
u:

Log-Likelihood Ratio Algorithm  If the symbol alphabet is binary, it can be convenient

to use an additive version of the decoding algorithm preslypdescribed, especially in

digital implementations where multiplications are expeaso implement. The additive

version of the iterative decoding algorithm works on the albted Log-Likelihood Ratio,

LLR, which are defined as:

Li(APP) = log 2440 p<r1|cl(u;)p(r2|02(u))pa(u)

> =1 P(rafe(u)) p(ralcz(u)) pa(u)
p(rk|0)
p(rk|1)
p(r1j0) .
o1 =
)

=1, Ny (A.34)

Lk = log

L1j = log

After some computations, for which we refer to the literat{&37], we obtain the desired

formula:
Lx(APP) = oy + Tk + La (A.35)
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P(c;T) —— —P(1;,0)
SISO
P(c;0) «—— —P(uwl)

Figure A.17: Soft-Input Soft-Output module

s“te)

s°(e)

Figure A.18: An edge of the trellis section

whereT, and Tty can be calculated with an iterative process, as describdd 13y4).
It is worth to notice how, using the additive version of therdtive algorithm, only one
value has to be propagated as opposite to the two required byitiplicative version.

A.3.5 Soft-Input Soft-Output Algorithm

The iterative decoding algorithm, as is it stated in Sec4.8an not be efficiently used
for Turbo codes decoding because it requires two MAP despadrose complexity and
memory grows linearly with the decoding latency.

In order to overtake this limit, a novel version of the itératalgorithm, calledSoft-
Input Soft-Output, SIS@as been introduced [138]. The SISO algorithm uses more mod-
ules, one for each constituent code, with readaftinput and output values.

An example of a SISO module is reported in Fig.A.17. Bothts inputs,P(c;I)
andP(u; 1) and two outputsP(c; O) andP(u; O), represent probability distributions.

To illustrate the decoding algorithm, first presented bylB@bcke, Jelinek and Raviv
in 1974 [139], whence the name BCJR, we consider a codestisdiction, as the one
shown in Fig.A.18. Every trellis section is characterizgd b

e a set ofN statesS = {s1,---,Sv}. The state of the trellis at timleis S = s, with
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SES;
e aset ofN- N, edges obtained by the Cartesian product
E=SxU=A{e---,ennN}
which represent all possible transitions between treféses.
Indeed, the following functions are associated to each edgg:

e the original state>(e) (the projection ok onto $);
e the final states® (e);
e the input symbou(e) (the projection ok onto U);

e the output symbot(e).

In the case of systematic encoders the psife), c(e)) also identifies the edge since
u(e) is uniquely determined bg(e). In the following, we consider only the case in which
the pair(s>(e),u(e)) uniquely identifies the final stat (e); this assumption is always
verified, as it is equivalent to say that, given the initiallis state, there is a one-to-one
correspondence between input sequences and state sesjuepogperty required for the
code to be uniquely decodable.

We also indicate witlP(c;1) andP(u;1) the code and the input a priori distribution
respectively, whild(u; O) is the user data a posteriori distribution.

If k indicates the discrete indék € {1,---,n}), the BCJR algorithm can be divided
into two steps:

e attimek, the SISO output probability distributions are computechbading to

A(cO)=Hc Y Ac1[s(e)Rdu(e):1]Adc(e);1]Bils™(e)] (A.36)
ec(e)=c

AUO)=Hu 5 Acals(e)]Rdu(e);1]Rdc(e);1]Bils"(e) (A.37)
eu(e)=u

e the quantitied\ () andA(-) are obtained through the so-callfedward andback-
ward recursions, respectively, as:

A(s) = éz Ac1[sX(@)]Ru(e);1]Rdc(e);1] k=1,---,n—1 (A.38)
es>(e)=s

Bk(s) @Z Bk+1[SS(e)]Pk+1[U(e); I]H<+1[C(e); l] k=n-1,---,1 (A.39)
es>(e)=s
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with initial conditions

1 ifs=%

Ao(s) = { _ (A.40)
0 otherwise

Bn(s) = {1 fs=% (A.41)
0 otherwise

The two quantitieﬁc andH, are normalization constants defined as:
He : Y A(c0) =1 (A.42)
C
Hu Y A(u;0) =1 (A.43)
u

P[c(e);1] in (A.36) andPJu(e);I] in (A.37) are constant with respect to the corre-
spondent sum terms. Thus, defining

~

A(c;0) = Hop oy He: Zpk(c, 0)=1 (A.44)
-y ROy L
P(u; 0) = Hug iy P ZPk(u,O) =1 (A.45)

it can be easily verified that

(A.46)

In literature,P(c; O) andP(u; O) are calledextrinsic informationas they represent the
added value by the SISO module to neriori distributionsP(c; 1) andP(u;1).

It is worth to notice how the implementation of the two eqoas (A.46) requires less
hardware resources than that of (A.3.4), that is the reasgnwe used the SISO decoding
algorithm for our decoder implementation.

As for the MAP algorithm, an additive version of the SISO aitjon can be easily
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derived by considering the logarithm of all the quantitiesvously defined, that is:

m(c: 1) =log[R(c: )]
m(u: ) =log[Pk(u: )]
n(c: O) = log[R(c: O)] A7)
T(u: O) = log[P(u: O)]
ak(s) = log[A(s)]
B(s) = log[Bi(9)
The forward and backward recursions can be written as:
ax(s)=log| Y explak-1[s(e)]mk[u(e);1]mi(c(e); I]}] (A.48)
Lest(e)=s
Bu(s)=log| Y  exp{Bi:1[s (€)M 1[u(e); )T alc(e); l]}] (A.49)
lest(e)=s
wherek € {1,--- ,n— 1} for both equations. The initial conditions are given by:
Qo(s) = {O Ts=% (A.50)
—oo  Otherwise
Bn(s) = {O 1o=% (A.51)
—oo  Otherwise

The algorithm computation can be further simplified considgthe approximation
L

I i) | ~ i A.52

og llz exp(a)] max & (A.52)

which leads to good results for medium to high signal-tosegaower ratio. Using this
simplification we can avoid to compute exponential and llgar functions, which are
quite complex to implement in the digital domain.

However, in the analog domain the implementation of the rialiteve SISO algorithm
is straightforward.

A.4 Analog Decoding

In 1998, Hagenauer [140] showed how analog networks couleffi@ently used to de-
code binary Turbo codes. The main attractiveness of thegsegbsolution was the possi-
bility to get rid of the iteration cycles presented in all fherbo codes decoding schemes.
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Figure A.19: Analog decoders building block

Moreover, he highlighted how there is a simple and straayiard correspondence be-
tween the Sum-Product modules and simple analog circuits.

In his work [6], Loeliger proposed an implementation of sickdecoder by means
of analog VLSI based on Sum-Product module realized withpnanalog transistor
circuits. In particular, he showed how the whole family olm&&roduct modules can
be obtained with small variations of the same basic analamiti Thus, the decoder
becomes an asynchronous analog network that, after arcéirta evolution, settles to-
wards a state that corresponds to the decoded informattan @hae iterative cycles of the
decoding algorithm are then substituted by the continumos feedbacks of the analog
circuit.

Furthermore, analog decoders proved to be robust againanalog circuits non-
idealities and able to overcome the performance of theitaligounterparts by a factor
up to 100 in terms of decoding speed and power consumption.

A.4.1 Sum-Product Module

The building blocks of an analog decoder are the Sum-Pradodules. A generic Sum-
Product module, as the one shown in Fig.A.19, computes ttpbprobability distribu-
tion Pz, with 2 = {z,---, %}, from the two input probability distributionBx and Ry,
with X = {xg,--- ,Xm} and” = {yi,---,yn}, according to

pz(2) =Y ; px(X)py (Y) f(x,y,2) Vze Z (A.53)
XEX yE

where f is a function fromX x 9 x Z into {0,1} and wherey is an appropriate scale
factor that does not depend an

When implemented with analog circuits, a probability disition px is represented
by means of a current vectok,, - - - , Iy ) such as

> lx=1k=0 (A.54)
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Figure A.20: Basic circuit for Sum-Product module implementation

On the other hand, every current vectbr, - - - , 1) with non-negative and all non-zero
elements, can be seen as a probability distribupgrwith alphabety” = {y1,--- ,¥n},
whose values are equal /&y (y;) = 1i/(l1+---In). The analog building block proposed
by Loeliger and shown in Fig.A.20 is derived from the wellekim Gilbert multiplier,
from the name of the person who proposed it for the first timd968 [56]. Even if
implemented with bipolar transistors in its original vensj the Gilbert multiplier can
also be realized in CMOS technology by means of MOS transisimrking in their
exponential or weak inversion region.

The Gilbert cell behavior is described by the following itqmutput equation:

i lyj
l2ij=lz- lx” % (A.55)
x ly
wherely = Yilxi, ly =Y lyj andlx = 3;¥jlzi,j = Ix. Thus the Sum-Product module

computes the products of the two probability mass functipn@) = Iy /Ix andpy(j) =
lyj/ly-

A.4.2 Soft-gates

The different computational modules needed for analog diegocan be easily obtained
from the basic Sum-Product cell by an adequate choice of@hk} valued functionf.

In particular, if the functionf is defined ad (x,y,z) = 1 if and only ifz= x®y with
@ denoting the standard module-2 addition drid y, z) = 0 otherwise, the Sum-Product
module becomes soft-XORgate. If px and py are the distributions of two independent
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Figure A.21: Soft-XORtrellis and circuit implementation

binary random variableX andY, respectively, then the distribution ¥f® Y, pz, is given
by:
[ p(0) | _ [ P(0) Py(0) + Px(1)py(1) ] (A56)
Pz(1) Px(0)py(1) + Px(1) py(0)

The corresponding circuit implementation, together whk trellis diagram, is re-
ported in Fig.A.21.

It is worth to highlight the biunique correspondence betwtee {0, 1} valued func-
tion f and its trellis diagram, which uniquely defines the Sum-Babanodule.

If the functionf is equal to 1 if and only ik =y = zand f(x,y,z) = 0 otherwise, the
Sum-Product module realizes agqual gate The output probability distribution can be

computed as:

[ p2(0) ] :y[ Px(0)y(0) ] (A5
Pz(1) Px(1) py(1)

wherey is a scale factor to satisfyz(0) + pz(1) = 1.

Both soft gates can be obtained from a generic Sum-Produdtl@oas the one shown
in Fig.A.22, by a proper configuration of ti@erconnectionsThe paths without a corre-
sponding branch in the trellis are connected togetherdoramytransistor (not shown in
the figure). The two bias voltages and the cell bias currenthosen so as to allow the
transistors to work under their weak inversion region.
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