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Abstract

This thesis collects the key research results on wirelesgonking developed during the three
years of the PhD. The approach that underlies all work has tieeanalysis and design of wireless
network protocols together with their physical layer. Thenfer have been created keeping in mind
the features of the adopted physical layer techniques amjecsely, the physical layer has been
chosen according to the employed MAC/routing and its nétess The results focus on three main
areas.

In the first branch, MIMO signal processing is applied in orieoptimize broadcast in a wire-
less MIMO network, to improve the robustness of Network @gdio the vagaries of the wireless
environment and finally to design cooperative protocols teaard nodes which help each other. In
all these cases, great emphasis has been placed on sigoesging and on its actual algorithmic
implementation.

In the second part, Carrier Sense optimization for radiavaes is studied. First a special type
of carrier sense system for MIMO ad hoc networks is describ&en, attention is focused on single
antenna terminals, and an analytical model for carrier es@ptimization in static networks (i.e.,
topology is known) is developed so as to find the carrier sém&shold that maximizes aggregate
throughput. Moreover, specific algorithms have been cdealso for dynamic networks (i.e., nodes
are mobile or the topology is not known beforehand). In aoldjtthe analytical model for static
networks is applied also to design a low-complexity, higifarmance scheduler for mesh networks.
In any case, interference analysis and the characterigtittee propagation environment play a key
role to study this problem.

In the last portion of this thesis, a more theoretical apginaa undertaken: the performance of
an Aloha multihop wireless network in terms of throughpud aelay is analyzed, under saturation
conditions or not. The impact of a variety of physical layargmeters (like rate, path-loss exponent
or SNR decoding threshold) on network performance is amdlyand we establish how certain pa-
rameters (e.g., transmission probability, rate, routgtleradmission control) must be tuned in order
to optimize performance.
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Sommario

In questa tesi si riunisce il cuore della ricerca svolta reiainni del dottorato nell’ambito delle
reti wireless. L'approccio che accomuna tutti i risul@stato lo studio di protocolli per reti wireless
in congiunzione al livello fisico. Si & cercato di progettaprimi tenendo conto delle peculiarita del
livello fisico adottato e viceversa si € scelto il tipo didilo fisico in funzione del protocollo di livello
MAC/routing impiegato. | risultati si concentrano in treogse aree tematiche.

Nel primo filone, si studia come il signal processing MIMO g@®ssere impiegato per ottimiz-
zare la disseminazione dati in una rete MIMO, per migliodareobustezza del Network Coding in
un ambiente wireless e infine per progettare protocolli ecajvi che ricompensino l'aiuto reciproco
fra nodi tipico di questo approccio. In tutti questi caspehe una grossa enfasi sull’elaborazione del
segnale e sulla implementazione effettiva degli algoritmi

Nella seconda sezione, si analizza come il meccanismo deke€8&ense possa essere ottimiz-
zato in reti radio. Si sono costruiti algoritmi per trovasesioglia di carrier sense che massimizza il
throughput aggregato in reti statiche (ovvero, la top@agfissa e nota) ma anche quando la topolo-
gia e dinamica o non & nota a priori. Inoltre, il modellontérferenza sviluppato per reti statiche
e utilizzato per produrre uno scheduler per reti mesh aabassplessita computazionale e ad alte
prestazioni. In ogni caso, I'analisi dell'interferenzaeechratteristiche dell’ambiente di propagazione
assumono un ruolo centrale nello studio del problema.

Nell'ultima parte, si intraprende un approccio piu teor&si analizza in forma chiusa la perfor-
mance di una rete wireless Aloha multihop in termini di tlgloput e ritardo, in saturazione o meno.
Sianalizza l'influenza di una varieta di parametri di lledisico (come il rate, path-loss o I'SNR min-
imo di decodifica) sulle prestazioni della rete, stabileodme debbano essere regolati certi parametri
di progetto (per esempio, la probabilita che un nodo tradsme un certo slot, il rate, la lunghezza
della rotta, 'admission control) di modo da ottimizzargkrformance.
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Chapter

Introduction

Presently, all practical wireless networks mimic many atpef their wired counterparts. For
instance, a common design guideline is to decouple layensuaf as possible. The physical layer
(PHY) is indeed the best example, since any wired networgsrailly consider the physical layer
a reliable bitpipe. Any problem with wired networks arisedare dealt with at the upper layers,
for instance congestion, presence of different traffics#asor security. As far as physical and MAC
layers are concerned, the ethernet and optical fibers aretigély regarded agde factostandards for
local networks and long distance communications, resgegti

However, the special features of wireless networks hayritisl the foundations of such a strictly
layered approach and especially whether PHY and the rebegfrbtocol stack should ignore each
other’s peculiarities. For instance, the broadcast naifitiee radio propagation environment implies
that the same packet is simultaneously sent to and receywathhy terminals at the same time. This
is in stark constrast with wired networks, where signalscargined by the cable/optical fiber. This
broadcast property has been object of much attention. ltigrally useful for multicast traffic but
can also provide spatial diversity. However, it is also thedamental cause of interference, which
can be rather detrimental if proper care is not exercised.

Much effort has been put in so called cross-layer design,the idea of having the layers in-
teract with each other so as to optimize performance. Lileryeground-breaking idea, it has its
positive and challenging elements. Among the former, el@gsr optimization has questioned many
assumptions in the wireless world and has led to a whole rahgew protocols and design issues. In
addition, important performance improvements have beevegk, in some cases also in testbeds. The
chief consideration to oppose cross-layer design is thaplow different layers implies to reduce
modularity among different protocols.

Being aware of these two points, the main idea that has letet@arch during the PhD has been
to deal with wireless networking by keeping in mind that pbgklayer and the upper layers cannot
be oblivious of each other. This does not mean that protaaifferent points in the stack must be
jointly optimized. Instead we mean that the physical layestie tuned according to the purpose of
the message it is carrying. Or, on the other hand, the upperdanust be aware of the capabilities of

1



2 Chapter 1. Introduction

the underlying physical level. An important example hasdgéMO networking. This field, which
has emerged in the past 5-6 years, focuses on the design ofavid@uting protocols for networks
with multiple antennas. The new degrees of freedom brouglthib hardware and the huge capacity
gains of MIMO cannot be harnessed in a wireless network witpeoper MAC protocols, since also
from an information theoretic point of view, multiuser MIMi® indeed different from point to point
MIMO, and any protocol that wants to achieve a meaningfutesishthe MIMO gains must bear this
in mind. This has been recognized by many researchers araltthee been efforts in this direction.
For instance, a fundamental result in point-to-point MIMQHhat if transmitter and receiver haé
antennas each, the ergodic capacity is proportionaliid log(1+ A), wherelV is the bandwidth and
A is the Signal to Noise Ratio. This capacity can be achievealyworld architectures (i.e., spatial
multiplexing at the transmitter and MMSE V-BLAST at the reg). However, some data streams
must propagate through poor channels and therefore théypavthe detection bottleneck. Instead,
in @ multiuser setting, it is possible to improve the charmmetrix properties by multiuser diversity,
e.g., it is possible to select the users to transmit to andéhéire channel matrix. This leads to more
benign propagation channels where no data stream/usen fexeta channel with low SNR.

This thesis reports the results developed in the three maasahat have been explored during
the PhD. All these three areas have kept in mind the abovefraind, as the rest of the thesis will
show:

¢ In the first area, the usage of MIMO signal processing for MAGt@cols has been studied. In
some cases, nodes may have multiple antennas, but in otes tteey may not. We show that
this type of physical layer techniques can be useful in a&waoef environments. For instance,
to efficiently distribute control packets, to improve thefpemance of Network Coding and
finally to design innovative cooperative protocols. Workhiis field is reported in Chapter 2.

e Carrier sense is the focus of the second part (Chapter 3.t@thnique is the foundation for all
Carrier Sense Multiple Access (CSMA) MAC protocols. We hsitadied how this mechanism
can be tuned, taking into considerations the propertieseofireless medium. Moreover, also
carrier sense for MIMO networks is analyzed and discussét,anspecific proposal for these
systems. Finally, an effective scheduler for mesh netwidsed on our algorithms is proposed.

e While the previous sections focus on algorithms and pralctiesign of protocols, the last part
(Chapter 4) analyzes the performance of a generic wirelesgonk by means of tools taken
from stochastic geometry. Again, physical layer does paypart, since the underlying model
takes into account the properties of radio propagation ardference. The importance of this
Chapter lies in its generality and in the design insight daatbe gained by the simple analytical
formulae that can be derived.

The thesis ends with Chapter 5, which draws the conclusibtigsoresearch project, and the list
of all published and submitted papers to date (Appendix A).
In conclusion, this document deals with a variety of topiddMO ad hoc networks, mesh net-



works, network coding, carrier sense, stochastic geoldiuy in all cases special attention has been
devoted to the interactions between physical layer and M&A@ing.
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6 Chapter 2. MIMO signal processing for ad hoc network MACtpcols

2.1 Introduction

Since a decade ago, the discovery of the huge capacity gdire/able by means of multiple an-
tennas has spurred an unprecedented activity to harnesgsgrees of freedom in these systems [1-5].
So far, the attention devoted to point-to-point multipigtiit multiple-output (MIMO) links has been
extraordinary (see, for example, the tutorial paper [6] tuwedoook [3] for an introduction on the mat-
ter). Multiple antennas can provide spatial diversity (byams of space time coding at the transmitter
and signal combining at the receiver), power gain (if thegnaitter or the receiver have some kind
of channel state information), interference suppresdignngeans of directional transmissions) and
finally spatial multiplexing (i.e., the ability to transmmitultiple data streams at the same time)NIf
is the number of antennas at each node, it is possible tovachieV-fold capacity increase, a power
gain of20log,,(NN) dB or a diversity order ofV2. These gains cannot be simultaneously achieved,
as [7] has argued.

However, not so much attention has been dedicated to thexdtien between MIMO and the
upper layers [8]. On the one hand, the studies for the celt@ae have achieved a relatively mature
status [9—11], but on the other hand work on MIMO ad hoc net&@ still incomplete. While some
important efforts have been devoted to this area [11, 12 théfe is not yet wide consensus on how
to use these degrees of freedom in an interference limiteidomment without infrastructure like ad
hoc networks.

One of the most important problems is the definition of the M#Gtocol. Since the Distributed
Coordination Function of the IEEE 802.11 is tte-factostandard MAC protocol for ad hoc net-
works [15], it has been taken as the basis for most MAC prdsoicothe context of MIMO ad hoc
networks. This has been the case for terminals with direatiantennas [16—21] but also for MIMO
ad hoc networks. However, some studies [10—12] challenigevibw and propose other schemes,
more reliant on scheduling rather than carrier sense. éntédly, work on routing, transport and
upper layers for MIMO networks is still scanty [14, 23, 24].

A common problem to many papers (especially those on diregtiantennas) is the usage of some
very simplified propagation and antenna models, e.g., ptere models, with the main antenna
lobe having constant amplitude over a certain angular sidanwith negligible or even no side lobes.
This may not be always the case, especially when performimay @rocessing, i.e., when obtaining
directivity through the superposition of omnidirectiorsignals sent from the array elements. Even
if some beamforming technique is available that can steeai imeam of predefined width, and
still guarantee secondary lobes to be under a given thr$28], they may still radiate a significant
amount of power, potentially reducing the accuracy of sifiggl models. A study by Takast al.[26]
has also highlighted the need to account for realistic giay$ayer models when evaluating ad hoc
networks with multiple antennas.

The first part of this chapter deals with a modification of te&EE 802.11 for MIMO ad hoc
networks. In this section, it is investigated which phyklagier can be most beneficial for broadcast
packets. The goal is to distribute these vital packets assfaossible, but delay must be kept as short
as possible at the same time. In addition, also unicast hakdgpackets (like RTS/CTS) fit into this
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description, since they should be received by as many napessible in the neighborhood of the
transmitter. While the initial part of this work was devedabduring the Master Thesis, the second
part (which evaluates the network performance) has beeiedasut during the PhD, and hence is
reported here.

In the second part, we design a new physical layer for Net@witing [27], called MIMQNC,
which exploits MIMO signal processing to make Network Cadimore robust to the heavy packet
losses of the wireless propagation channel. Even thougksnatt assumed to have just a single
antenna, MIMO signal processing is fundamental, since MIMO employs a parallel between Net-
work Coding and MIMO to overcome the fragility of the former packet losses. This scheme is
tested in multiple access, multihop networks and compagadhat standard network coding.

In the third and final portion, MIMONC is used to build a highly efficient cooperative protocol.
A key problem of cooperative protocols is the necessity ofritaa node (the relay) that devotes its
own resources to help another node, without having a diregefit. MIMO_NC is the key building
block to solve this issue, since it allows the relay to traingsiown data along with the retransmitted
packet. Such a feature is helpful in single hop networksdbse it encourages cooperation) but it
is even more important in multihop networks: the ability émover a packet loss without wasting
resources for ARQ can effectively reduce the congestiom@lieinecks.

2.2 Alow-delay MAC solution for MIMO Ad Hoc Networks

Beamforming [28] has been the main ingredient of many muiiana ad hoc network MAC
protocols [12, 16, 18, 21, 29, 30]. Unicast data packetsaigibe benefit from its ability to increase
coverage and reduce interference. On the other hand, tpatkets (like RTS/CTS frames) or mul-
ticast/broadcast transmissions (such as routing infaomaneed to be distributed omnidirectionally
and with increased range, in order to reach as many neiglasgressible. If these packets are trans-
mitted directionally, coordination between nodes can bexoery poor [21], [31]. This asymmetry
between the possibility to achieve a high (but directiomggin and the need for an omnidirectional
transmission has been called the gain asymmetry and, ifnopedy addressed, may lead to poor
performance at the MAC layer, where directional transroissif data packets and omnidirectional
transmission of control packets coexist [18,21,29, 30]e @inthe main ideas to solve this issue so far
has been the concept of Circular RTS (C-RES)yhere a control packet is successively beamformed
in adjacent sectors, so that the whole horizon is swept byneneamultiple transmissions. This ap-
proach extends the transmission range while also retagnmgjdirectionality, but comes at the price
of additional delay. A longer handshake increases the ntatetime, thus reducing the efficiency
of the handshake itself and the overall performance. Bindie usage of multiple packets increases
interference and energy consumption.

Moreover, a closely related problem is that the majority e proposed MAC protocols for

The technique of C-RTS was originally proposed in [18] anéri@xtended (under the name of Circular RTS and
CTS MAC, CRCM) in [30]. While our comparisons refer to thetéatand more advanced version, we will use both terms
(CRCM and C-RTS) interchangeably.
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MANET with smart antennas [16, 18, 21, 31], as well as theistudf broadcast techniques [32, 33],
assume that omnidirectional reception must have unit gaithat the transmitter-receiver pair is ef-
fectively turned into a MISO (rather than MIMO) system. Thésdue to the erroneous belief that
there is always a trade-off between beamforming gain anchiaédth. While this is certainly true at
thetransmitter where sending on two beams simultaneously requires thpdwer and is therefore
impossible in the presence of a power constraint, ateébeiverthis is not the case, because starting
from the baseband samples at the output of the antennas asghfe to form as many receiving
beams as desired by just using signal processing (i.e., diticathl power is needed to implement
more beams, as long as the processing power consumptiore camsidered as negligible). This mis-
interpretation of the beamforming process at the receiaeréd some authors to designing schemes
that take into account a constraint that does not exist.

While the asymmetry in gain has been identified and addressatirectional antennas [18, 21,
29, 30], protocols designed for MIMO networks do not deahviif12, 34, 35]; these papers explore
the interaction between MIMO PHY and MAC, and they assumettieacoverage of directional and
omnidirectional communications is the same, because ttveorle is geographically small. Or in
some other cases [35] unicast and broadcast packets asentttwd by the same space time archi-
tectures (STBC in that case). This approach is suboptineahuse it does not consider the possible
directionality inherent in antenna arrays even when itd@dd useful. On the other hand, studies for
broadcast in multiantenna networks [32, 33] focus on désigMAC protocols that exploit directiv-
ity, but again directional and omnidirectional transnmassianges are the same, because the power for
directional communications is lowered.

The problem that we want to solve is to employ a known MIMO teghe for packets that have
to be processed by all neighbors, such that it 1) achievesdime performance as [18] in terms of
increased coverage, 2) provides a major reduction of theydskending the packet as few times as
possible), 3) is an open loop technique, and 4) is not agpécto directional data transmissions.
The last condition can be motivated as follows. A solutioitadile for transmission of both control
(omnidirectional) and data (directional), such as for eglartraditional channel coding or TCM,
would benefit them equally and hence would not reduce the m&trg. Therefore our goal has been
to design an efficient protocol component by means of exjdeHY techniques.

The contribution of this part is a novel control packet exad®amethod that provides extended
as well as omnidirectional coverage while not sufferingrfrthe long delays incurred by C-RTS,
and the design and performance evaluation of a new MAC pobteeesed on it. Our goal is not to
propose a new MIMO technique, but rather to use existing iemiinna schemes in the design of
high-performance protocols which exploit the opport@sitdffered by antenna arrays. Our scheme
includes for the first time some MIMO techniques that, whikdlestablished in the PHY community,
have not yet been considered in firetocol desigrfor MIMO ad hoc networks [12,34,35]. We show
that some existing and well studied MIMO techniques are @gfit to overcome the asymmetry in
gain. The upshot is a 40% delay reduction and 15% throughmpptavement over state-of-the-art
protocols.
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2.2.1 Antenna and Channel Models

In this Section, plain letters (i.ex) denote scalars, overlines (i.&), denote column vectors and
capital bold letters with an overline (i.&X) denote matrices.

The MIMO channel is regarded as Ricean flat fading, slowlyivarin time. The baseband (com-
plex) channel gain from the-th input to thes-th output is denoted b¥i, g, o, 3 € {1,2,..., N},
where N is the number of antennas at each node. We consider here a-$ipae Block Code
(STBC) model [4], in which a block ofX complex data symbols (arranged in the vector=
(z1,72, . zi)T, 2 = o7 + jab) is transmitted inL > K symbol intervals /L is the code
rate). In thel-th interval of eachL-symbol group, theV antennas send linear combinations of the
K data symbols, computed according to two weighivigc K matrices:W}Z for the real part and
WZ@ for the imaginary part. The output of the baseband equivalktne receiver antennas in theh
symbol interval (neglecting interference from other useas be written as:

) =H (W;z" + ;W ,z") +7(t) (2.1)

wheren(t) is a zero-mean, spatially and temporally white GaussiasenoA set of complex ma-

tricesWj, W, ¢ = 1,..., L defines an STBC. For instance, for the Alamouti code [5] andvVQA
modulation, two data symbols are transmitted every two g)yrimervals, so thalk = L = 2 and

_ 10| 0 1], [1 0], [01
Wi = W5 = Wi = Wi =
0 1 -1 0 0 -1 10

Finally, the Ricean statistics describes each channellyainconstant coefficient and a complex

circularly symmetric Gaussian random variable:

J— [ — 1 — K 1 —
H— ./ H g H = a(0,)a(o,)" —H 2.2
k+1 Los + k+1 " K+ 1Ga(9t)a(0,n) + k+1 Y (2.2)

wherek is the Rice parameter, afidandd,. are respectively the direction of the receiver with respect
to the line perpendicular to the transmitter’s array anéwécsa. The first part is the LOS component.
The coefficientsz(6,) anda(6,.) can be derived by geometric reasoning ( [28], [9], Sectich2].
and depend only on the array geometry and the transmissa@pftion directionsH,, is a matrix
composed by complex circularly symmetric Gaussian randarables, and models fading.

We assume that the receiver has perfect Channel State kaiom{CSI, e.g., obtained by training
based estimation), while the transmitter only knows thefion a(6,) (which depends only ofy, and
requires no feedback from any receiver). This asymmetryués td the fact that in multicast it is
typically impossible for the transmitter to have CSI fortalke receivers (whose number and identity
may even be unknown).

2.2.2 Protocol Model

In the following we outline our protocol and a modified CRCMtlis more robust to fading.
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STBC based broadcast

In our previous research [1], we showed that (in agreemetit @ther results from array pro-
cessing theory [28] or information theory [1]) in a MISO gadtthe asymmetry in gain cannot be
eliminated, because there is an intrinsic tradeoff betwe®erage and packet delivery delay. Thus
the receiver’s degrees of freedom must also be used in ardmrercome this impairment. The per-
formance gap with respect to CRCM can be bridged using MaxirRatio Combining (MRC) at the
receiver and a space time block code [4] with full rate (togkdee delay as short as possible) and
full diversity (to improve the outage behavior of the schgme&hese features can be found in the
STBC proposed in [37] (called ABBA), refined by constellatimtations [38], which also provides
some coding gain. The decoding is performed by a twice gdrdadMSE-PIC. That is to say, all
symbols are first decoded by an MMSE filter, then each streal®dsded after the contribution from
the other symbols is cancelled. The computational comipléxiabout twice as large as that of linear
MMSE detection, but the performance in terms of BER vs SNRdsecto optimal. We opted for an
already existing coding strategy, because our purposeusddknown PHY solutions to enhance a
MAC protocol, rather than to advance space time proceshieqyy itself.

Therefore, our proposal is to employ this class of STBC tagmait control packets; we prove
by Bit Error Rate (BER) simulations (reported at the end d$ tBection) that a suitable MIMO
technique (the ABBA code properly enhanced) can providsédnee performance as the beamforming
technique of [30] in terms of range extension and omnidioeetity, without the delay and energy
costs associated to multiple transmissions. Thus, a besdription of the protocol is as follows:

e Medium access is controlled by conventional carrier sense;

e RTS/CTS packets are transmitted by means of the ABBA STBE.QTS includes the channel
right eigenvector corresponding to the largest singulareja

e Unicast packets (data/ACK) are sent by closed loop beanifigrmThe weight vector was
included in the CTS;

e If no feedback is received (i.e, CTS or ACK), another attemspperformed after a binary
exponential backoff, or the packet is discarded if the maxmmumber of retransmissions has
been reached.

Unicast packets may employ spatial multiplexing or beamfog. While an application of the
former is, for example, [34], we focus on the latter. In cosabn, we study CSMA/CA where control
packets use the ABBA STBC, and evaluate the network perfoceaenefits provided by this space
time architecture.

Modified CRCM

The original CRCM [30] would follow the same protocol modetlined in the previous subsec-
tion, except for the transmission scheme for RTS/CTS packet{30] an RTS/CTS frame would be
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sent by a sweep of directional communications in order tolatawa broadcast transmission, while
the Data/ACK exchange is directional. The radiation patetopted in studying CRCM followed
the pie-slice model, and selection diversity was assumeieateceiver [18]. While this might be
quite realistic for LOS conditions, the presence of a higddgttering medium would break the reg-
ularity of the pattern, so that CRCM would present unacd#etperformance. Instead, one of the
desirable features of our system is that it offers robudiop@ance with respect to the degree of fad-
ing. Therefore it is a suitable choice for both LOS environtseand Rayleigh fading conditiorfs.
Therefore, for a fair comparison, we have modified the schierf890] by the inclusion of an STBC.
In addition, the required method must be flexible enough doice to a conventional beamforming
scheme if CSl is available at the transmitter. The schempgsex in [40] associates the Alamouti
STBC [5] with equal gain combining in a frequency flat envireent, and has been chosen because of
its simplicity and effectiveness. The difference betwdamodified CRCM and our scheme lies in
the type of STBC and in the number of transmissions for eacB. RTits original form, the scheme
is designed for a system with 2 transmit antennas, but it @areldily generalized to encompass
any numberN of antennas. In this type of STBC, the transmitter is assutoddchow the phase
difference between the channel coefficients, so as to perémual gain combining beamforming.
In [40] this quantity is fed back by the receiver. Howeverairoadcast environment this kind of
information is not available, thus the transmitter simpdgwmes the channel vectgr; hs ... hy)
towards directiory; (with respect to the direction orthogonal to the array atad)e proportional to
(hyhy ... hy) = (1, 7%, €299 IWN-DT wherep = wd sind/¢, which are the coefficients of
classic linear beamforming schemes [28]i¢ the array pitch/ is the carrier wavelengthy is the
actual direction of the receiver with respect to the tratigmi The choice of; is exactly the same as
in [18]: 27k/M, whereM is the total number of control packets needed to sweep théevitoizon
andk is the number of control packets sent so far in the sweep. &lsosthis scheme is open-loop.
Since the ABBA code does not require any feedback from theivec both systems are open-loop.
Moreover, the original scheme in [40] includes a parametewhich is a distribution coefficient
for allocating power between the two transmitted symbolse @hoice of this parameter should mirror
the correlation between the estimated and the actual ceetfsc In our case, the closer the scenario to
the LOS condition, the higher the correlation. Since thegrooi the LOS component is proportional
tor/(k + 1), \is taken to be equal tb— x/(x + 1). Provided that the Rice constant is knowithe
beamforming matrix can be built as follows:

1 0
wWI=X VA

wherew is equal toe—7@9(h2hi)  that is to say the phase difference between the first ancettond

2Most of the cited protocols work in LOS conditions only. Hawe there are some protocols designed for highly
scattering conditions, e.g., [12]- [39]

3We remark that our previous work [1] simulated C-RTS by a lyidgthealized model, where the transmitter had perfect
CSl toward any receiver. The modified version here is a maiste implementation of C-RTS for a fading channel.

“It may be estimated by averaging the channel coefficienisnia and space, because the channel statistics is assumed
to be time invariant in both dimensions.
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columns of the channel matrix. In a broadcast scenario,(timknown) information is replaced by
e—d-arg(hah})  |f perfect CS| were available at the receiver, this schemealavyield an equal gain
combining beamforming. Therefore, for a circular broat cARTS/CTS packets, each time a certain
direction is taken as reference and the channel coefficeetestimated according to that bearing.

For N > 2 antennas at the transmitter, the system can be generabzietlavs. The STBC is
still Alamoulti, but each symbol is sent by a block &f/2 contiguous antennas. Finally, this system
could be extended to include a higher diversity STBC, bubitilat lose orthogonality and that would
entail more complicated signal processing.

A brief comparison of the BERs achieved by the two systemspsnted in Fig. 2.1 when both
transmitter and receiver have 4 antennas. Fig. 2.1 showsh&aisage of the ABBA STBC with
MRC does provide enough coding gain to overcome the asymgritegain. The powerful ABBA
code yields a very robust behavior with respect to diffevannel variabilities (the two curves for
STBC basically overlap). Even in the AWGN case (the scen@RCM is designed for) STBC
outperforms CRTS. The reason is as follows: the performavmad be very close if the receiver
were always at the center of the main beam. However, this roapenthe case, since its position is
random inside the beam. Therefore, the C-RTS may not alwaysde as high a gain as possible,
and this causes the 1 dB performance loss observed in Fifpr2lle AWGN case. The STBC does
not rely on any LOS component or directionality, and thigrgfa smooth performance with respect
to the transmitter-receiver mutual positiéiThese BER simulations show that the STBC method
achieves at least the same coverage as CRCM for the shownsizes, since for the same SNR
BERsrpc <BERcgrcy. FOr even larger array sizes (10 antennas or more) the beainfp array
gain cannot be provided by modified STBC. In this case, th&gidtas to be transmitted twice or
more to match the power gain. However, these large arraysoam@f practical importance for ad hoc
networks. In our setting, a single transmission is enougirdwide as good a coverage as CRCM.

In conclusion, the main differences between our scheme &@N\Care:

e Our scheme uses STBC ABBA, CRCM employs beamforming (hy®i8C/beamforming in
its modified version);

e Our scheme needs to transmit a packet only once for modaraiesizesN, CRCM needs at
leastN transmissions;

e Our scheme is completely open loop, CRCM needs to estimatRitte constant.

e Our scheme uses the ABBA STBC, while CRCM employs beamfaynfar hybrid STBC/
beamforming in its more advanced version) for handshakkabsic

e Our scheme manages to broadcast a packet in a single traimmisr moderate array sizes,
CRCM needs at leag¥ transmissions;

>The value of about 1 dB may be predicted by computing the geegain of a 4 antenna linear uniform array in
broadside configuration inside its 3 dB beamwidth. Thisgraémean is equal to 3.24, which corresponds to a loss of 0.91
dB with respect to the peak value (equal to 4).
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BPSK modulation, 4 antennas

—K=1
---AWGN
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Eb/NO (dB)

Figure 2.1. BER Comparison for CRCM and STBC

e Our scheme is completely open loop, modified CRCM needs imats the Ricean constant.

2.2.3 Performance Evaluation

The two schemes in Section Il can be employed in modified IBEE11 MAC protocols, where
the control packets are sent according to one of these twloadetnd the data packets by directional
beamforming. In order to assess their actual impact on nm&tlwehavior and performance, CRCM
and our protocol have been compared using OPNET 11.5. Therets a 200mx 200m square,
where 12 nodes are uniformly randomly placed. The simulatime is 240 seconds, long enough to
stabilize the metrics, and the results are averaged overdgépendently generated random topologies,
which provide the desired statistical confidence.

The maximum transmission power (0.25 mW) has been chosga &arough to let every node
transmit a data packet (8336 bits) to any other node in an AVgEnel with an outage probability
of 10% only if they both transmit and receive directionally with dtennas each.

Therefore, this is a single-hop network with no hidden noddss scenario, where all nodes may
simultaneously contend for the channel, is designed tdhesibility of the protocol to exploit spatial
re-use and to reduce channel contention. MIMO ad hoc nesavak provide increased parallelism,
but the physical layer capacity improvement must be coupitan adequate degree of coordination,
or otherwise performance may be even worse than conveh802all [31]. Our study has focused
on the use of STBC to improve channel access. The impact &4 teehniques for multihop networks
is an interesting problem.

There are four types of packets: RTS, CTS, DATA and ACK. Thies are, respectively, equal
to 240, 240, 8336 and 120 bits per packet. The CTS is as lartfeea®TS because it carries the
estimated coefficients of the transmit beamforming vedtoCRCM, each RTS/CTS is sent 5 or 10
times, for a 4 or 8 antenna array [1]. The packet arrivals aseribed by a Poisson process, whose
rate takes values between 10 and 100 packets/s. This rabe&asncreased until saturation.

80ur simulations show that both approaches make the netwiiykcbnnected. This indirectly proves that they achieve
the same coverage, since this network is single hop onlyffitgnt array gain can be obtained also for handshake psicket
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Each node is equipped with a linear antenna array, comgrésor 8 antennas. The Rice factor
is equal to 1 oo (AWGN). These two values have been chosen to test almossdppmvironments,
i.e., nearly Rayleigh or LOS. For our system, the rotatiagi@of the STBC has been chosen to be half
the characteristic angle of the PSK modulation. While thisat always optimal, the performance is
often close to the maximum [38]. Moreover, the channel ineurely Rayleigh. If fading followed
a Rayleigh statistics, CRCM performance would drop to a l@mlevel, because no LOS component
is present, while CRCM needs some predictable LOS compoadeamform and achieve array gain.
We have avoided this scenario, in which CRCM would be too i@ and haven chosen = 1
instead as representative of a heavily faded channel. ¥itta¢ channel bandwidth is 1 MHz and the
modulation is BPSK, and thus the data rate is equal to 1 Mbps.

Three metrics (aggregate throughput, packet deliverynégtand transmit power consumption)
will be evaluated. The first metric is the aggregate throughgefined as the total number of data
bits successfully acknowledged, normalized by the prodéithe channel bandwidth and the sim-
ulation duration. This quantity is depicted against theragate load’, which is computed as the
total number of transmitted bits, including both data andtiea® packets, also normalized by the
bandwidth-duration product. Whenever this quantity igéarthan 100%, then spatial reuse is effec-
tively in place, because more bits than the duration-baditwproduct are sent. Hence this load (and
not the nominal load) actually proves whether antenna aremable spatial reuse, and is thus more
informative for this class of MACs. The results are repoitefigs. 2.2 and 2.3. A few observations
are in order. First of all, Figs. 2.2 and 2.3 analyze the sastwarks; in the former, the Rice constant
is 1, in the latterco. For a scenario close to Rayleigh fading, our system ouipad CRCM for
both array sizes (gaining 15% and 25% in throughput, res@dgt In addition, the performance of
CRCM actually becomes worse for a larger number of anterlnaimg 5% in throughput), because
of the increased RTS/CTS overhead and interference. Inagele, handshakes fail more often and
since their duration is longer the loss in throughput is mmatceable. The phenomenon is particu-
larly remarkable in the AWGN case: in the 4 antenna case CREMats the same performance as
STBC but with slightly smaller load. However, in the 8 antargase the relative order is reversed,
with a performance gain as large as 25%, showing that ounseloan better exploit the benefits of
antenna arrays. With 4 antennas, CRCM slightly outperfoporsprotocol because each hadshake
packet is sent out 4 times, and thus these frames can enjoyitadiamount of time diversity. For
a small number of antennas and the AWGN channel, CRCM doescuta large overhead and its
RTS/CTS have additional robustness due to the repeateshsetissions. However, CRCM performs
better than the STBC solution only in terms of throughput anly for LOS channels, that is to say
the situation it has been designed for. On the other handgmunoach is more robust to the channel
environment parameters, since it is not greatly affectedhlyspecific value of the Rice constant.
Incidentally, we point out that the metric shown on the xsand the plots is the effective load, and
therefore the expected saturation effect is not shown igtaphs, because for higher nominal loads

"We shall use the expression effective load as a synonym. t&his is meant to also highlight that we take into
consideration the bandwidth actually used by the usersth@ohominal load given by the traffic generated at the packet
sources.
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Figure 2.2. Throughput vs effective load, 12 nodes
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Figure 2.3. Throughput vs effective load, 12 nodes

both aggregate load and throughput decréa$berefore, points in the graphs reach a maximum in
the top-right corner and then both coordinates scale down.

More importantly, thanks to the much more efficient RTS/Ck8hange, our scheme achieves
a significantly reduced packet delivery delay (Figs. 2.4 2i%). In the comparison, we considered
the latency between the start of MAC contention and the comexeption of the ACK. The delay
reduction is between 17 and 20% for 4 antennas and betweamd37&6 for 8 antennas. In addition,
this advantage is more noticeable for a larger number ofhaate as expected, and in the AWGN
case the 8-antenna system outperforms the 4-antenna ketecause of the increased interference
suppression, which leads to fewer retransmissions. lds@aCM’s latency is affected by the circular
RTS delay. Doubling the array size from 4 to 8 antennas esuttvice as many transmissions of RTS
and CTS packets (from 5 to 10 times each). Each of them tak&g £4eading to an additional delay
of 2.4 ms. In fact, the CRCM curves in Fig. 2.4 are approximately theedut shifted upwards
by about 2.8ms, which is in fair agreement with this estimate. The differens due to a worse

8We note that when the generated traffic is large, collisi@mme more likely and nodes spend a significant fraction
of their time in backoff. This fact reduces the availabledifar transmission, and thus the effective load.
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protocol efficiency, as the longer handshake time slightigcerbates the problems outlined before
(such as increased collisions). In conclusion, the STB@dbaacket distribution takes advantage of
the greater number of antennas in any propagation envinonhméich is not the case for CRCM;
moreover the shorter handshake eases problems of cododinathereas the opposite happens in
CRCM.

Finally, another important metric is transmit energy canption, computed as the total transmit
energy divided by the number of information bits successfatknowledged, and plotted against
throughput in Fig. 2.6. We assumed that handshake packetseat at the maximum power, while
unicast frames (data and ACK) are subject to power contttak fact is essential because otherwise a
data exchange (which lasts for a long time with respect towralpacket) would create a great deal of
interference and would also capture many receivers in tha, greventing further communications.
Therefore unicast frames have a limited weight in this metind the control (broadcast) packets
contribute to the majority of the energy consumption. Sionge scheme needs significantly fewer
transmissions for a control packet, savings can be very, ldaghFig. 2.6 shows. In addition, the
increased number of collisions in CRTS makes the gap bettheetwo sets of curves even wider.
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Figure 2.6. Energy per information bit vs Throughput, 12 nodes

2.2.4 Discussion

The issue of the gain asymmetry in ad hoc networks has beemilokx$ and some of its con-
sequences have been discussed. The solution proposed, BO[18as been reviewed. The major
problem of this technique is the significant delay and eneaysumption due to the circular distri-
bution of the control packets. Building on theoretical ddagations, in this work we have applied
Space Time Block Codes combined with Maximal Ratio Comlgjrfior the transmission of hand-
shake packets, and have shown that a suitable STBC can ernhddequired performance in terms
of coverage and omnidirectionality without any delay pgnalhe performance benefits when this
scheme is incorporated into a MAC protocol for MIMO ad hoowarks have been documented by
simulation results. Interesting extensions of this wotude rate adaptation and multihop.

2.3 Network Coding meets MIMO: A look into the rate/diversity trade-
off in wireless Network Coding

Network Coding (NC) has been proposed as a throughput effisigstem for data dissemina-
tion [27]. Since then, extensive theoretical wofk41-46] and practical implementations [47-51]
have proved its effectiveness for real-world networks. NGvers unquestionable benefits in wired
networks, where the packet error probabilities are gelyevaly low. However, wireless networks
impose the far more hostile radio propagation environmlerthis setting, NC may lose its efficiency,
because a higher redundancy may be required to deliver thettias reducing the advantage over
standard routing [?]. Moreover, NC is known to exhibit a gtr@ld-like behavior with respect to
packet losses: if? information bearing packets (called Information Units§))Jare coded together,
P linearly independent combinations must be correctly xexxki Otherwise, only if early decoding
is possible can some of the IUs be retrieved. On the other, lemmyentional routing may enable to
decode some of the 1Us, thus reducing the latency for somesmac

In order to fight the erratic behavior of the wireless medidiversity is often employed. MIMO
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systems are extremely effective in achieving this goal.[32e key mechanism of MIMO is to have
the same information transmitted and/or received at diffeantennas, i.e., different locations in
space. However, NC can itself be seen as an inherently reultiput, multiple output system, and an
Information Unit is naturally present in most (if not all)etheceived Coded Packets. Thus a natural
question arises: is it possible to take advantage of thisrsiity? Is there any way to have Network
Coding exploit such an inherent redundancy to improve tlediag process? The idea comes from
the observation that MIMO detection techniques and NC aseda@n a similar description of the
system. In both cases, the transmitted data are the solotianlinear systemdxz = b, whereb
contains the received data or samples drid the channel matri{ in MIMO and the coding matrix
G in network coding. This similarity is useful to develop ateigrated system where MIMO signal
processing and NC coexist at the same layer [4]. The key gb#fss research effort are:

1. to propose a family of practical, computationally effitischemes (collectively called MIM@IC)
based on NC that can tradeoff rate for diversity,

2. to show how much diversity can be recovered from Networli@mn
3. to gain some understanding on the tradeoffs betweenghput and diversity in NC.

Recently, the interaction between network coding and dthportant communication techniques
(especially channel coding and cooperation) has receivagt $nterest. The idea of moving network
coding towards the physical layer has been first proposegdih Relations between network coding
and cooperation have also been investigated [55-58]. I {B& authors propose a way to imple-
ment a physical network coding scheme over a two—way relapmél. Instead [56,57] propose two
approaches that exploit NC during a relaying phase, whitd §plores the rate regions for some
NC/cooperative strategies.

Some research [59-63] deals with the integration of chacomdihg and network coding. These
studies exploit the efficiency of network coding in order ttbincrease the performance of channel
coding and reduce the channel decoding complexity. Allé¢hespers exploit in a smart way the
diversity that joint channel coding and network coding caroHowever, both network coding and
channel coding are applied across nodes and provide redeydpread through the network, and thus
it is not straightforward to understand which techniqueseneually responsible for these performance
improvements. Hence our aim is different, namely to anatheeperformance of network coding
alone, without the aid of channel coding, in order to find thedamental performance limits in
network codingper se Moreover, many of these papers are focused on some spegfiargos (e.g.,
the relay-aided delivery of some packets), while our teghes can be applied in a generic network.

2.3.1 The MIMO_NC schemes

The complete flow of MIMQNC is represented in Fig. 2.7. We want to point out that algfou
all nodes are equipped with a single antenna, this systemiid4Qvbecause multiple inputs (the
information packets) are coded together by a NC mditito create the multiple outputs (the coded
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Figure 2.7. MIMO_NC system overview.

packets) that further result in multiple received packeétha destinations. The encoding process is
performed by each node in a distributed fashion, thus palgnbffering spatial diversity. MIMO
provides advanced signal processing techniques for padatding, while a true antenna array is
helpful but not necessary.

The encoding phase starts at the channel encoder, whereA@Gdadyler packets are coded. These
bits are clustered into Galois symbols (here, the referdiate is GFQ®)). We call the channel
encoded PDU#nformation unis (IUs). The IUs created by the node, along with those prelyou
decoded, are stored in a bufféThe number of available 1Us iB, and the 1U symbols are denoted
asz,, wherel < p < P is the packet index. These IUs are linearly combined so asstie ecoded
packet(CP). In MIMO_NC, each CP may include one or two linear combinations ofthe &nd the
NC mixing matrices are denoted &§”) andG(Y). We shall assume for the time being that there is
some rule that decides whether one or two combinations ghmiproduced, but some examples of
actual, distributed decision criteria will be describetgtalf only one combination is computed every
time, this scheme will be referred to as Basic MIMNL, while if the converse happens (all CPs
contain two linear combinations) the system will be callegh& MIMO_NC. In the latter case, the
rate is halved, but it will be shown that this rate decreaadddo a diversity order gain. Incidentally,
a receiver may get packets with different modulation fosphtit the decoding process can support a
mixed set of CPs. The-th CP (I < n < N) contains one or two linear combinations of tRdUs.

In the latter case, the output can be represented as:

P P
= Zgg;,)%p, dy) = ngfﬁwp (2.3)
p=1 p=1

while in the former onlyigf) is created.

If only one combination is produced, BPSK is chosen as theutatidn format, otherwise a
QPSK constellation is employed in order to keep the samesrimasion time. For the rest of this
section, unless otherwise stated, two linear combinatparsCP and QPSK constellation will be

®In this Section, it is assumed that the payload of each pasckkides only one Galois symbol. This comes at no loss
of generality because each set of symbols is decoded indeptyn
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assumed because this is the more general case. For BPSKhemnbal part of the received signal is
processed. The header of each CP includes the NC random@ﬁﬁf’yf&),gﬁf}, p=1,...,Pused

to combine the 1Us. The Galois symb@lg), ") are turned into bits (G/b operation in Fig. 2.7), and
the bits are mapped into QPSK symbgjs;;, 1 < k& < 8. To each pair of Galois symbo]éf), dﬁf)
corresponds a vectey, of 8 modulated symbols. The corresponding waveforms aretiseugh the
wireless channel and are collected by the receiver. Thengh@Rayleigh distributed and frequency
flat, and can be represented by a complex circularly symm&asussian random variablg, =
A 1 nl 10 Thus, the real and imaginary part of the received complexptam, = v + jy¥

WO (W RO () () s
@ =\ @& 50 (4) (i) '
Yn n n dn n
wherenﬁl’") + jnﬁf) is a complex valued, circularly symmetric Gaussian noigé wariances? /2 per
component.

can be written as:

The destination estimates the channel (we shall assumepétetct channel state information
is available at the receiver) and extracts the NC coeffisiérdm the header. Should the header
be corrupted, the packet must be discarded because the NfiCieoés cannot be retrieved. In all
the other cases, the receiver stores the packet into a tarfféupdates its estimate of tide =
(G GM] 1 matrices. This buffer keeps all physical layer packetsteel@o the same generation,
i.e., the same set of IUs. These CPs have been receivedeaatdiftimes and from different sources.
Whenever early or full decoding is possible, the node stitwsdetection process. The real and
imaginary parts of the samples of theh coded packet are gathered into the column vegtﬁil)sy,(f),
respectively. The@ N vectorSyﬁf),y,(f) that belong to the same generation are stacked on top of each
other, so as to build 8 vectory = [y™;y®] = [y'":y{: v y) thatis passed to the
MIMO _NC decoder along with the coding matrix,

In conventional NC, each packet is separately demodulatédhee NC coefficients are extracted
from the packet header. Note that the two problems of denatidnl and NC decoding are carried
out in separated stages. Classical NC can accept only wiomadant packets successfully processed
by PHY, whereas any other packets cannot be used.

However, these operations can be jointly performed in oralexploit spatial diversity as much
as possible. Since ML detection/decoding achieves optimdbrmance and is conceptually simple,
MIMO _NC adopts it. The equivalent input-output relation féreceived CPs can be written starting
from Eq. (2.4) (see also [64]):

y(r) (G =0 q™ n)
o )=\ go  go @ )T p0 (2:5)
y H H q n
Throughout this Section, the real (imaginary) part of a ctexpumbera is denoted by (") (a(i)>, and similarly for

vectors
Hn the rest of this Section, when we use the notatioy], we refer to the vectors (or matrices)andy which are

stacked on top of each other, %x ] .
Yy
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whereH") and H) are8N x 8N diagonal matricesy™ (q¥)) is an8N vector whoses(n — 1) +
1,..,8n,1 < n < N elements are equal tﬁl’l(qﬁf,)k) andn™, n are real-valued vectors made
up by 8N iid Gaussian noise samples. The diagonakéf) (H () is made up byV 8 x 8 matrices
H(HY),1 < n < N. EachH® (H®) is equal to the x § identity matrix multiplied by’
HT g
HO g0
matrix. Each element in the diagonal is exponentially disted, and all the elements with index in
{8(n—1)+1,..,8n}and{8(N +n —1) +1,...,8(N + n)} are equal to the squared envelope of the
channel seen by the-th packet.

<h§f)). We point out thatd = is orthogonal andd’ = HTH is a diagonal

Therefore the received samphesnust be left-multiplied by théZ” matrix, so as to diagonalize
the equivalentd matrix. At this point, the decoder has to solve a system ofytpe:

Y=HGx+7n (2.6)

whereY is the16N vector of the processed received samplés,= H'H, G = [G™);G"] and
n' = H'n. We point out that Eq. (2.6) implies a slight abuse of notatisecause& x is a vector
of Galois numbers andl’ is a matrix of real numbers. It is understood that the CPs ar@uhated
and thusH’ actually multiplies the baseband equivalent of the moedlavaveforms (which can
be represented by complex numbers). Eq. (2.6) is usefuluseci explicitly shows the parallel
between a MIMO system and NC. The real and imaginary partsedf-th noise sample of the-th
CP 77;572 (77,/1(2) are zero mean Gaussian random variables with varidiijde? /2, since they can be
expressed alsﬁf)nﬁl’:i - h,(f)nx)k andhq(f)nf;:;g + hﬁf)nﬁfv)k, respectively.

Therefore, for any Galois input, there is a well defined set of modulated waveforms. The ML cri
terion picks thex that minimizes the distance between the expected posgsedaeceived symbols
[H'q""); H'q)] and the actual processed samp¥esAn exhaustive search can be computationally
infeasible, but past research has found ways to speed yprtitsss. For instance, the NC matrix can
be considered as the channel encoding matrix of a non biraly. cTherefore the given problem can
be cast as a joint MIMO demodulation (decode a vector of aigigmbols from a vector of received
samples) and channel decoding. An efficient, ML solutiorhte problem has been offered by [65],
which is a modification of the sphere decoding algorithm (§&¢and references therein).

In order to describe this algorithm, the above Galois systarst be rewritten. Any Galois matrix
G can be expressed &8> = LU, wherell is a permutation matrix[. is lower triangular and/ is
upper triangular [66]. Since, for Galois fieldd;”! = II, it stems thati7 = IILU. Therefore the
problem can be decomposed into two subproblems:

y=HIILUx+n=HTLz+n, z=Ux (2.7)

where a dummyP x 1 vectorz is introduced, so that the easier problgra= H'II1Lz+n needs to be
solved. Given a solution*, x is easily found by conventional backsubstitution [66]csifY is upper
triangular. The probleny = H'IILz+n is easier than the full one becausés lower triangular.

We assume here, with no loss of generality, that the recqiaetlets are already ordered so that
II is the identity matrix. We caly,,, the 8-element column vector that includes the components of
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y whose index is betwee®(n’ — 1) + 1 and8n/, 1 < n’ < 2N. Moreover,L,, denotes the row
vector that is composed by thein(n’, P) leftmost elements of the’-th row of L and finally z,

is the column vector made up by the firstn(n’, P) elements of. The algorithm picks the vector
z that minimizes the distancy — H'Lz||?, which can be written, with a slight abuse of notation,
as the sum 02N components> 2 2, = SN |y, — by Lz, % The termh,, L, z, must
be regarded as the multiplication of the scalgr and the BPSK symbols that stem from the Galois
symbolL,z, . We note that the)’-th component depends only on the finsin(n’, P) symbols in

z. The sphere decoder finds a tentative solutionzfoend computes;. If this value is smaller
than a certain thresholef, called thesquared sphere radiyus will proceed to considez., keeping
the present estimate far. Otherwise, the next tentative value far will be considered. Given a
tentative solution for the firgt symbols, the decoder will proceed by decoding the- 1)-st element

if Z’:L,Zl 72, < p*. The great advantage of the sphere decoder is that if thécroét certain solution
S'is too large, all subsequent solutions which shuas a prefix need not be considered.

In summary, each node will collect the packets, decode thddreextract the NC coefficients and
then keep the received soft samples. The node tries to dasadany transmitted packets as possible
with the collected frames. Should it fail (because a pacistieen corrupted by interference or noise)
it will store the received samples and keep them so as to helgdcoding of the next packets. On the
other hand, to avoid error propagation, nodes are allowedrthine and retransmit only information
units that have been successfully decoded. Finally, wethaten conventional MIMO the diversity
is due to the presence of multiple antennas. MING, instead, may exploit three types of diversity:
spatial due to the different positions of nodes, temporal tduthe different transmission times, and
coding due to redundant linear combinations of I1Us, if pnése

As a concluding remark, we highlight that MIM@C is based on soft decoding, while standard
NC employs hard decoded bits. Thus MIMXIC may use corrupted or redundant packets and pro-
vides an SNR gain over NC. Thus it can benefit from all the k&zkpackets, and is less vulnerable to
corrupted packets. However, if the rate of the transmittBd {S low (in a sense to be specified in the
next Section), MIMQNC can achieve a diversity increase that neither soft daegodabr NC attain.

2.3.2 Performance Analysis

In order to gain some initial understanding, consider a Bropse study that can be quite easily
analyzed. The sample network is reported in Fig. 2.8 whedesid throughV have the samé
IUs. Each of them transmits a coded packet (which is a randtezarl combination of thé original
packets). Node O collects thegé > P coded packets and tries to recover the original frames.
This scenario can occur in a network where data dissemimhtis reached several nodes, thus many
terminals can combine multiple packets at once. In this téaseeommon that some nodes transmit
to the same receiver different coded packets based on threeiséommation units [43].

In this Section, Basic MIMONC is analyzed before Super MIMBIC. The reason is that in Basic
MIMO _NC, the matrice$s and H are half as large as the Super MIMXIC matrices. Therefore, the
analysis is easier and clear-cut and moreover the anatysiBuper MIMQNC stems as a straight-
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Figure 2.8. The test networks.

forward extension of that for Basic MIM®IC. Finally, only in this section, the channel coefficients
h., represent only Rayleigh fading for ease of notation; thé pzgs will be included in the average
received power’,.

Classical NC performance

The analysis of conventional NC is quite straightforwardhis scenario. We shall assume that
if P CPs out of N are correctly decoded, the original IUs can all be recovéfeld fading is con-
stant over a whole packet, and it is frequency flat and Rayldigtributed, the average packet error
probability P, is inversely proportional to the SNR [52]. For N@, out of N CPs must be cor-
rectly decoded. Therefore the error probability is the clative distribution function of the sum of
N binary random variables evaluatedrat- 1.

Let us consider the special case of all the fading coeffisieptbeing iid. The probability of
receiving fewer tharP correct packets out oV is:

P-1
P = Z <k‘ ) (1 - Ppk)kplf\lgik (28)
k=0
For smallP,;. the most likely error event is that exactB—1 packets have been correctly decoded.

In this case, the packet error probability is approximately

N N—(P-1) _ N N—P+1
p = () (Y e 2o)
In Rayleigh fading,P,x o« 1/SNR, thus P.,, < 1/SNRN~F+1 and the diversity order is
N —P+1.
Basic MIMO _NC performance

The equivalent input/output relation for Basic MIMRC was reported in Eq. (2.7). We recall
that in Basic MIMONC, BPSK is employed and thus only the real part of the redegsignals is

12This approximation does not consider the negligible prélpbhat the NC matrix may not be invertible. This proba-
bility decays ad /(256 ~F'+1D)
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considered. Hence, all vectors and matrices have half #eeasi in Section 2.3.1. In addition, since
only the real part of the incoming signals is considered;eli®no need to left-multiply the received
vectors byH ™ in order to decouple real and imaginary parts, and thus oalyixnH , rather thand’,

is needed by the ML decoder. Nonetheless, the computatitimeagxact error probability is rather
hard and the pairwise error probability will be pursuedéast, because it reveals the diversity order
of the system.

Let us callcodewordthe vector of the CPs. Since it is assumed that each CP ircludg one
Galois Symbol, here coding is applied across packets r#therinside a single packet, as is usually
done in channel coding. We shall denote the codewords byytimdas c;, wherei is an integer
index, andc; = Gx;, wherex; is the set of |IUs that generate that codeword. By definitigis the
all zero codeword and it is assumed to be the transmittedwamde This is not restrictive since the
matrix G is a linear operator.

The pairwise error probability of deciding for another ceded ¢, instead otk is the conditional
probability that:

[HGxo —y|* > [HGx1 -yl
IHGxo|* = 2(HGx0) Ty + |ylI* > [HGx:|? = 2(HGx1)"y + ||y
(HG(xo —x1))Ty < 0 (2.10)

given thatcy was sent and all transmitted symbols are BPSK, thiii&'x;||?> does not depend on the
codewordc;, i =0, 1.

The inner product HG(xo — x1))Ty is the sum oBN terms. Let us defing,,n € {1,..., N}
as the sum of the terms whose index goes f&gm— 1) + 1 to 8n:

8

= (g = b, + 1] (211)
k=1

wherebg)k is the8(n — 1) + k-th modulated BPSK symbol of thieth codeword ( € {0, 1}) and,, j,

is thek-th element ofp™, k € {1,...,8}. Sincecy = 0, it follows thatbf% = —1,Vn, k. Clearly

each of the terms that make tjpis non zero ifbf@% # bgi 13 Let w,, be the number of different bits

in the n-th Galois symbol betweee, andc; (w, € {0,1,..,8}). After some algebra, the decision

statisticst = (Zﬁll tn> /2 is found as:

n=1

N 8
t= Z W2w, + 3 b Y (0, = 680 /2)m0 (2.12)
k=1

There is a decoding error if < 0. In Eq. (2.12), the first terrr(ZN h2wn) is a determin-

istic number (since we assume the codewords to be known)eadm,szk 1((by, (0) - b(1 e/ 2) 7k
is the sum ofw,, independent Gaussian random variables and its varlannenaé. Therefore

13A term may vanish also i, bn % T 1n,k = 0, but this is a zero probability event.
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SN b e (B}, — b)) /2)7, has zero mean and variang_, h%w,o?. The overall deci-
sion statistics is thus a Gaussian random variable with @ﬁ:nl h2w,, P, and varianc@nN h2w,0?

=1""n

[67]. Thus the error probability conditioned to the charstate is:

N h2wy,)2 P, N
Priock = Q (\/((Zz::an h2wn))02 ) =Q Z(h%wn)SNR

n=1""n n=1

A few observations can be made. First of all, the error proipabveraged on the fading statistics
has diversity order equal to the number of non-zeyg that is to say the Hamming distance between
co andc;. If GG is regarded as the generator matrix of a linear block codertimimum Hamming
distance of the code is the diversity order of the symbolraate of the code. The best case occurs
when the code achieves the Singleton bound [68], i.e., tiénmaim distance iSV — P + 1. From
a MIMO point of view, our system, in some sense, decodes a XSBL transmission with ML de-
coding. In this setting it is well known that the diversityder isN, not N — P + 1, where P now
is the number of transmitted streams [52]. However, them®igeal contradiction between these two
facts. The intuitive reason is the following. In real MIMOstgms, the channel matrix is real, and
not a hybrid of Galois symbols and real numbers. Therefoeeptiobability that a codeword may
force to zero some received samples is negligible. Instedt, the Galois-valued matrixs there
is with probability 1 a codeword that forcd3 — 1 outputs to zero, i.e., we can findxa such that
c1 = G(x1 — x¢) hasP — 1 zeros. For instance, consider a veaiowhose first”? — 1 components
are 0 and the last one is an arbitrary non zero Galois symbthe Imatrix with the firstP rows of
G is denotedG(1 : P, :), the systemd = G(1 : P, :)x; has a unique solution i7(1 : P, :) is full
rank (which happens with high probability), and thus it isgible to find many such codewords that
effectively reduce the system diversity. Diversity can égained if no such codewords exist.

Therefore, conventional NC encoding does not properlyaifhe spatial diversity inherent in
the system, because the sizes of the fields of NC coefficiadtsaut symbols are equal, while in true
MIMO this is not the case. This answers the second questised @ the Introduction. This problem
leads directly to the third question at the beginning of sieistion: what would be the performance of a
MIMO _NC system whose input rate is changed? Let us assume thapilitesymbols are drawn from
GF(2"), 1 < k < 8. This strategy effectively reduces the codebook and the &ihce the codebook
is smaller, there are fewer words that the ML decoder of MIMO may be confounded with. In
particular, also the words that differ fof — P + 1 elements from the correct codeword are fewer, and
if there are none of them the diversityA\& Table 2.1 shows, faP = 2, N € {2, 3,4}, the probability
of having diversity/V instead of N — 1 by varyingk. It is apparent that there is full diversity with
high probability only fork < 3, which entails an unacceptable rate reduction. This shbaftsii)
the encoding phase of NC as it has been known so far is nobkiii@ exploit spatial diversity, and
2) there is an inherent tradeoff between rate and perforeméinderms of diversity and SNR gain).
As Section 2.3.2 and the Simulation Results Section willshe rate adaptation scheme (called
Adaptive MIMO_NC) can explot this tradeoff. On the other hand, Basic MIMIG does achieve the
maximum possible diversity order for full rate communioas and outperforms classic NC, since it
offers a SNR gain and can exploit packets that would not beidered by conventional NC. Even
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Table 2.1. Probability of having full diversity in & = 2 Star system on varying the input rate

k 1 2 3 4 >5
N=2 | 100% | 94.6% | 76.4% | 23.4% | 0%
N=3 | 98.6% | 92.2% | 65% | 11.4% | 0%
N=4 | 98.5% | 88.9% | 59.1%| 6.7% | 0%

—% Basic MIMO_NC (2, 2)

-3 Union Bound (2, 2)

:8— Basic MIMO_NC (3, 2)
Union Bound (3, 2)

0 2 4 6 8 10 12 14 16 18
SNR (dB)

10

Figure 2.9. Comparison of simulated Basic MIMRC and Union Bound wheR = 2 and N = 2, 3.

though the diversity order is the same for Basic MIMNT and NC, the former can successfully

decode the transmitted data in many situations where NCdnfail] because the joint detection and

decoding can succeed even if the single packets are cadruptéhese cases NC could not even start
recovering the data. The results Section will confirm thistfbature leads to faster data dissemination
and higher reliability.

In order to check the correctness of our analysis, we havepaoed the Union Bound [68] for
Basic MIMO.NC whenP = 2 and N = 2,3 with the simulated Basic MIMONC (Fig. 2.9). It
turns out that 1) the analysis is validated since it corygqmtédicts the diversity order and 2) the union
bound is quite accurate since it converges for high SNR tsvdre simulated curve.

Super MIMO _NC

We shall prove in this Section that Super MIMIC can improve the diversity order of the sys-
tem. The performance of the system can be analyzed by meahs glirwise error probability.
By following very similar steps as for Basic MIM®IC, the decoder decides for a codewaesdif
(H'G(xo — x1))Ty < 0, given that the all zero codeword was sent.

Let us assume that a QPSK symbol is received with averagerg@wa hen, after some algebraic
steps that closely follow those of the Section 2.3.2.B, #@sion statistic turns out to be:
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whereb(r 0) (b(Z 0)) is the in phase (in quadrature) bit of theth (1 < k£ < 8) QPSK symbol in the
n-th packet,nyfﬁc) (nn( ,1) is the real (imaginary) part of theth noise sample for the-th coded frame
andw, = w) + o), with w) = 35 (8 b — o) /2) andwl) = S5 ((00) —b1Y)/2)
the numbers of non zero bits in theth component ot )(x0 —x1) andG® (x — xl), respectlvely.
A decoding error happensif< 0. By similar arguments to Section 2.3.2.B, the error prolitsbi

N_ hn 2 n QPT 9 N
P = Q <Zn]\71‘ 2w ) / JZ (|hn|2wy) SN R (2.14)
<Zn:1 |hn|2wn) 02/2 n=1

The diversity order is equal to the number of non zero ternttsdrsum in the argument of the Gaussian
complementary cumulative distribution function (the Qdtion). If G is regarded as the generator
matrix of a linear block code, the number of non-zemb’) and wﬁf) is the minimum Hamming
distance of the code. The best case occurs when the codeegliee Singleton bound [68], i.e.,
the minimum distance i8N — P + 1. The diversity order decreases by one if, for the same
wﬁl’") = wﬁf) = 0. Since at most” — 1 wﬁl’") or wﬁf) terms can vanish, the diversity order can be
lowered at most by(P — 1)/2| and thus the slope of the Packet Error Rate vs SNR curve iastt le
P-1

D(N,P)=N — {TJ (2.15)

If P = 2, one term vanishes, but no diversity is lost, since eachralas present twice in
Eq. (2.14). Therefore, the diversity order is always If P > 2, the diversity order will be smaller
than if the terms relative to the same channel vanish (#e.; wﬁf) = wﬁf) = 0). This event can be
analyzed by falling back on a closely related problem: gi&anhballs indexed from 1t@N, P —1 of
them are removed. What is the probability that one odd indekthe following even one are drawn?
The probability of not choosing any two balls in a forbiddemfiguration is as follows. Each time
the k-th ball is moved out, the next ball (which can be drawn fraiv — k positions) should not be
picked from any of the: indices such that a ball with a odd index is followed by onehveih even
index. This probability i§2N — 2k)/(2N — k). Thus the probability of having diversity is:

P—

2N — 2k

Pran = H N — k& (2.16)
k=1

For large N and fixedP the probability of having full diversity approaches 1, besa all the
factors in Eq. (2.16) go to one.
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Adaptive MIMO _NC

The previous analysis has shown that Super MIMO can guarantee a diversity order of at least
N — L%J However, this comes at the price of a reduced transmisaien since a more spectrally
efficient constellation has been used but the effective ddtahas not been changed. According to
the situation, it may be desirable to have lower error praibals or higher transmission rates. In
particular, we note that when there is little redundancyhatreceiver Y = P), the error rates of
Basic MIMO_NC can be quite high. Therefore it may be desirable to quioktiuce the error rate in
the early data dissemination stages. Hence, we proposepiegiate adaptation scheme which works
as follows. The SNRs of the received coded packets (everottnepted or redundant ones, but with
correct header in any case) are stored and sorted. If thegstst” SNRs are larger than a threshold
T (which is a design parameter), then the error rate is asstineel sufficiently low and thus Basic
MIMO _NC is used. If this is not the case, Super MIMIL is employed, in order to reduce the error
rate down to acceptable levels. We shall call such a scheraptivd MIMO_NC.

We conclude this Section by noting an important fact: in dgegVIMO _NC, the CPs are trans-
mitted according to either Basic MIM®IC or Super MIMQNC, and the decoder can demodu-
late/decode a set of CPs which have been sent accordinddcedif schemes, as soon as the adopted
modulation scheme is known. This enables the nodes to dedidd strategy to employ in a com-
pletely distributed fashion, without any exchange of infation to coordinate them. Thus Basic
MIMO _NC and Super MIMQONC can seamlessly coexist, and this is another reason thaiswalap-
tive MIMO _NC viable.

2.3.3 Performance Evaluation

In this Section we prove the effectiveness of Super MIIMQO and Adaptive MIMQNC in differ-
ent network configurations by comparing them with the BasIlMi@_NC scheme and the classical
NC approach. We focus on three different scenarios. Firstcensider the simple topology de-
scribed in Fig. 2.8 by varyingv and P. This scenario will be namefitar Topology Second, the
performance of the different versions of MIMRC are compared in the well knovButterfly Topol-
ogy (Fig. 2.8) [27]. Finally, we test MIMONC in random networks.

The main difference between classical network coding, MINO and Super MIMONC is the
ability of the schemes based on MIMRC to exploit spatial diversity, thus decreasing the error
probability. For this reason, we mainly focus on the systermrgrobability P, which is defined as
the probability that at least one of the destination nodes ot receive one or more packets intended
for it.

Star Topology

We report in this Section simulation results about the SiyiddO _NC performance compared
with Basic MIMO_NC approach and classical NC in the Star topology which isesgmntative of com-
mon situations like data dissemination through random otwoding, where the same information
is present at many neighboring nodes.
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Figure 2.10. System error probability, star topolog¥, = 2

In the Star configurationy nodes(1, - - - , N') share the samg IUs and they are charged to send
them to the destination, i.e., the central n@ddn Fig. 2.10 we report the system error probability,
P,y (i.e., the probability that node 0 can not decoderalUs) for the casé” = 2 and N = 2,3,4
for Basic MIMO_NC and standard NC, whil& = 2,3 for Super MIMONC. We point out that
the diversity order changes according to Eq. (2.15). Letagsid on the cas® = 2 and N =
2. In this situation, it can be noted that Basic MIMMIC and NC achieve the same performance
while Super MIMQNC trades off efficiency (measured a5 over the total number of transmitted
linear combinations) for higher diversity and power gaimerdhe other schemes (e.g., ab8wiB at
Pyys = 1072).

It is also possible to compare Basic MIMRC and Super MIMONC with equal bandwidth
requirements. This can be done by considering the curveBdsic MIMO_NC (P = 2, N = 4) and
Super MIMONC (P = 2, N = 2). In this case, Basic MIMONC outperforms Super MIMONC,
but it comes at the price of twice as many nodes involved. Tdrelosion that may be drawn is
the following: as Section 2.3.2 proved, some redundancyeésied to achieve additional diversity
in wireless NC. When this redundancy can be attained by baviore nodes transmitting the same
information, Basic MIMQNC is the system to be preferred. Instead, when the only e/iadly is to
reduce the spectral efficiency of each packet, Super MINMOprovides a more significant reliability
improvement than Basic MIMONC.

Butterfly Topology

In this Section, we consider the Butterfly Topology (see Eig§) which is one of the best known
reference scenarios for network coding [27]. L&tand B be two source nodes which generate
two original packets:; andxz,. NodesE and F' are the destinations and they want to successfully
receive bothr; andz,. Each of the intermediate node&s,and D, transmits a CP which combines
r1 andxy. Note that, in this situation, intermediate nodes can trainsome packets only if they
can successfully recover some IUs. This means that thendéstis can receive between two and
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four combined packets depending on how many intermediatescetransmit. This scenario is a
little more complex than the previous one as nodes are phcdifferent distances and only the two
source nodes have the IUs at the beginning.

The system error probability, in this case, is defined as tbbgbility that at least one of the two
destinations does not successfully receive at least oo original packets. Fig. 2.11 compares
the system error probability of Super MIMNC, Basic MIMO.NC, NC and Adaptive MIMONC
with two values for the SNR threshold (i.e., 7 = 12 dB andT = 16 dB). We first observe that
Super MIMQNC always guarantees better performance with a gaihdB over Basic MIMQNC
scheme and abodut = 2 dB over Adaptive MIMQNC. The plot shows that the error probability
curves of Super MIMONC and Adaptive MIMQNC are comparable and they are steeper than those
of Basic MIMO_NC and NC. Finally, we note that both Basic MIMRC and NC show the same
behavior for high SNR values. The slope decreases and te<tlatten to the constant value of
1/256. This is due to the fact that in Basic MIMBIC and classical NC, the two sources may send
linearly dependent CPs. If this is the case, the recetve@ GG matrices are not invertible and neither
the relays nor the destinations can decode any packet. Susleat happens with probability 256,
which is the value observed in Fig. 2.11.

The advantages of the Adaptive MIMRC scheme are pointed out in Fig. 2.12, where the trans-
mission efficiency is shown. This metric is defined as theragtweenV and the number of trans-
mitted linear combinations of the IUs. The lower the trarssiun efficiency, the lower the error
probability (because more redundancy is available), Ba #ie more the required bandwidth. By
definition, Basic MIMQNC has an efficiency of 1, since each CP contains only onerlc@abina-
tion. Instead, Super MIMONC implies a value of 1/2. Adaptive MIMOIC can achieve a higher
efficiency than Super MIMONC guaranteeing also good performance in terms of errorgtitity
(see Fig. 2.11). We also observe that, in the Butterfly tapglthere can be at most four transmis-
sions. By the adaptive scheme a ratio of at nios5 can be achieved, as the source nodes transmit
two linear combinations each while the relay nodes may sesitdone, therefore the maximum effi-
ciency averaged over all nodeslig2+2+1+1) = 0.75. In addition, the average efficiency achieved
by the adaptive scheme depends on the selection of the ¢tdeEh The higher the threshold value,
the lower the efficiency ratio. Moreover, for high averageRShhe relay nodes never need to employ
Super MIMONC, therefore the upper bound for the efficienyr) is reached. This proves that the
idea of tuning the modulation scheme according to the nurabeollected packets is a promising
approach to increase both the diversity gain and the effigiehMIMO NC systems.

Random Topology

In this Section, we study the performance of MIMEGC when the node positions are random. Ten
nodes are uniformly distributed in a 96nB0m square and two source nodes have one IU each and
the goal is to have all nodes decode both IUs. A TDMA schedaleanges transmissions according
to the following rules. All nodes have an index, running frarto 10. The time frame is slotted and
in the first slot node 1 (one of the sources) transmits its Ibijenin the second slot terminal 2 (the
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other source) does the same with its IU. Then, in the follgvglot, the node with the smallest index
that has not yet transmitted and has decoded some |Us wédltloest a CP and so on. This scenario is
interesting because, while rather idealized, it mimicsshwerld data distribution system. Moreover,
NC performance is known to suffer because of high PERs, aréfibre if the transmit power is low
traditional NC may no longer be effective. Instead the gbdf MIMO NC of employing discarded
or redundant packets can lead to significant performanceowvements.

We shall focus on four metrics of interest: the average tioreafterminal (different from the
sources) to decode all IUs, the probability that a node magpdie the IUs, the average time for all
nodes in the network to decode all 1Us (if it happens) and lfirthe probability that all the nodes in
the network decode all IUs. All metrics are plotted agaihetdverage SNR at a distance of 90m (that
is to say, between two nodes located on two adjacent vexidie square). At low SNR (-8 dB) the
network is about three hops wide. At high SNR (2 dB) a packetaat most two hops.

The first metrics deal with the performance of these scherasthe point of view of the average
terminal. They are shown in Figs. 2.13 and 2.14. As is cledaM®LNC outperforms NC in terms
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Figure 2.14. Average time to deliver IlUs to a node

of decoding probability, especially in the low SNR regimen tBe other hand, Super MIMBIC or
Adaptive MIMO_NC can further improve reliability or delivery time over BasIMO _NC, albeit at
a lower transmission efficiency. This confirms that MIMEL trades off rate for reliability, and it can
be adapted to achieve different performance targets.

However, the most interesting results hold for the last tvatrios, which refer to the possibility
that all nodes may decode all IUs (Fig. 2.15-2.16). Theseiosaheasure the outage behavior of the
transmission scheme. Clearly, it is harder to guarantaeedglof all IUs to all the network nodes,
and the resilience of MIMONC to channel errors and fading makes an impressive diféerefs far
as the network-wide delivery probability is concerned,reBasic MIMO_NC outperforms NC by a
factor of 4 or more at low SNR, let alone the other more cora@em schemes. The average time for
this delivery is as much as 25% lower. Finally, note the iasesl gap between MIM®IC curves and
standard NC from Fig. 2.13 to 2.15, which proves that thegmitzehavior can be greatly improved.
This shows that MIMQONC is more effective in real world propagation environmehtn NC and is
able to guarantee remarkably higher performance stanttamdsconventional NC.
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In conclusion, MIMQNC can achieve much better reliability than standard NC, iarable to
trade off delivery time for reliability. In these discusss) we have assumed that two IUs are injected
(P = 2). We expect that the gap between MIMXIC and NC would not decrease Bsis increased,
because MIMONC is less sensitive to the threshold reaction of NC to paldsges, and it would
show a softer performance degradation as the SNR is redBResullts in [4] confirm this idea.

2.3.4 Discussion

In this Section a new joint demodulation/NC decoding systeatied MIMO_NC, has been ex-
plored. Its aim is to reap the spatial diversity inherent {,Mdnd it has been shown that this diversity
cannot be achieved without rethinking both the coding arditttoding phases of NC. MIMAIC is
flexible enough to be throughput efficient or benefit from spaliversity, without requiring multiple
antennas at each node. Theoretical analysis and simulasoits have proved its effectiveness in
many network scenarios.
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2.4 Phoenix: A Hybrid Cooperative-Network Coding Protocolfor Fast
Failure Recovery in Ad Hoc Networks

Cooperative communication techniques [69] have recetiitgaed much interest in the wireless
research community. The possibility of achieving a low bibe rate without the need for special
hardware (e.g., multiple antennas) has been the focus ghifisant deal of research, especially at
the physical layer. More recent studies have proposed meaacess strategies that try to take advan-
tage of cooperation. For instance, in [70] the authors memocooperative MAC scheme based on
IEEE 802.11 where each node proactively selects a relayofgpearation and lets it transmit simulta-
neously when beneficial in mitigating interference fromrbgaerminals. The authors of [71] design
a protocol, named CoopMAC, in which each node maintains le tahlled CoopTable, of potential
helper nodes. At any communication, a terminal can seléicéredirect transmission or transmis-
sion through a helper node in order to minimize the totalvéeji time. In [72] a source assisted
way to select the relay node is proposed. In the area betweetransmitter and the destination,
the source identifies a relaying region. Any eligible terahinvhen a cooperative phase is required,
contends to become a relay by starting a timer. The node hdtishortest backoff actually performs
the ARQ transmission. These approaches introduce someaaadiioverhead and require the source
to coordinate the cooperators’ activity.

The cooperative paradigm introduces new issues also atthark layer.

For instance, in all the classical cooperative schemedag tieat performs a retransmission on
behalf of another node must delay its own frames. So far ofityited amount of attention has been
devoted to this aspect (e.g., [73] studies cooperativeangltand one of the main aims of our work
is to address these challenges.

Another approach that improves efficiency is Network CodiNg), whose aim is to reduce the
number of transmissions by efficient packet coding. NC argpemation have different but comple-
mentary goals: NC increases the efficiency of each trangmisy sending multiple packets com-
bined together, while cooperation tries to make a smart g@iredundancy in order to increase
spatial diversity. While in the former technique severami@als send different packets to different
terminals, in the latter several nodes send copies of the gatket to the same destination.

Recently, the interaction between NC and cooperation lta$wed some interest [54-57,59]. The
idea of moving network coding towards the physical layer besn first proposed in [54]. In [55],
the authors propose a way to implement a physical networkhgagstheme over a two—-way relay
channel. Also in [57] an approach that exploits network ngdiuring a relaying phase is proposed.
Some research [56,59] deals with the integration of chazwaihg and network coding. These studies
exploit the efficiency of network coding in order to both iease the performance of channel coding
and reduce the channel decoding complexity.

Network coding and cooperation have been recently joindd]im a completely new way. This
work has shown how to get the diversity gain of cooperatioththie throughput efficiency of NC
by means of signal processing techniques borrowed from MIkEDce its name MIMONC. The
basic property of MIMONC is thatN nodes may send combinations, called coded packets, of the
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Figure 2.17. Reference topology.

sameP original information units, IUs, and simultaneously aslie diversity order of at least’ —

|(P —1)/2], as well as a coding gain with respect to conventional NCirfgiance, if a relay sends
a combination of a retransmitted packet and a packet of its( @Ww= 2, P = 2), the diversity order

is still two as in a conventional cooperative protocol, the telay has been able to cooperate in the
classical sense, while at the same time also serving its @ffict

As highlighted by the above example, an approach that casslitre advantages of diversity (via
cooperation and MIMO processing) and packet coding (vian#tevork coding paradigm) makes it
possible for cooperating nodes to also send their own traffibe same time, thereby removing a
significant drawback of traditional cooperative schemegm@ta cooperating node typically has to
delay its own packets. However, due to their main focus orsighylayer issues, most of the existing
papers on this topic (including the original work that prepd MIMO_NC [4]) have not addressed the
issues and the tradeoffs that arise in this case, which yreséte to the MAC and network layers. An
in-depth study of such protocol design issues in the corEMIMO _NC and for realistic network
scenarios is the purpose of this branch.

More specifically, the contribution of our work is twofold.\We propose a fully distributed relay
election procedure suitable for a decode-and-forwardopabt This solution is simple and easily
implementable with off-the-shelf WLAN cards. ii) We desigmovel cooperative MAC protocol
based on MIMQONC called Phoenix. Its main feature is to allow cooperatoredde their own
packets together with the ones to be relayed, with no additicost in time and energy.

2.4.1 Phoenix: A Cooperative - NC Protocol

In this paragraphs we propose a novel MAC protocol calleceRixahat relies on the MIMONC
physical layer (PHY) in order to leverage cooperative riglgyand network coding techniques. Our
solution suitably extends the basic IEEE 802.11 CSMA medigness policy without channel nego-
tiation [15], which is based on carrier sensing and Binargdihential Backoff (BEB). In the remain-
der of the Section we will first describe a completely disttddl mechanism to perform cooperation
among nodes and then extend it to the full Phoenix protocahtpgducing the contention procedures
needed to successfully combine relayed and original psacket
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CCSMA: A Cooperative CSMA

Consider the topology depicted in Fig. 2.17, and supposeStsends a packet to D. Once the
transmission is accomplished, the source waits for a fegdfvam the destination of the frame in
order to determine how to behave. Three conditions can ogdine recipient has correctly decoded
the whole data packet, ii) the header of the packet has beeivee but the payload could not be
decoded, iii) the destination has not decoded the headerpdivi out that condition ii) can hold
because the header is assumed to have a stronger FEC thatalzand a separate CRC. If condition
i) happens, an acknowledgment message (ACK) is sent. Ortliee band, if the destination fails
to receive the data but is aware of the attempt performed éysturce (i.e., condition ii) holds),
a Not ACKnowledged message (NACK) is sent, asking for a mstrassion. Finally, condition iii)
may occur because the destination has not been able to syimto the header (either because the
received power was too low or the destination was alreadgaged)in another reception) or because
the SNIR has prevented a correct reception not only of thiopdybut also of the header. In any case,
the destination is not able to ask for a retransmission, d@afoomation on the source is available,
and no feedback is sent.

Let us now assume that the communication between S and DAgilsre CSMA protocol in this
situation would require S to retransmit the frame after tablé backoff interval. However, if the com-
munication has failed because of harsh channel conditiensden S and D, the following attempt
is not likely to succeed unless performed after a period Emaugh for the channel to decorreléte.
On the other hand, thanks to the broadcast nature of theesg@hedium, other terminals (e.&;
and R»;) may have decoded the packet sent by S, even though it wasiteotdled for them. The
cooperative paradigm proposes that one of these fodess as relay by immediately retransmitting
the original frame in place of S. Two copies of the same paaketthen available at the destina-
tion, sent over spatially independent channels. The rece&an therefore exploit spatial diversity by
performing Maximum Ratio Combining, and the decoding philits is strongly enhanced. Coop-
erative relaying, in brief, substitutes the time diversiffered by pure CSMA with spatial diversity,
potentially offering a significant reduction of the duratiof failure recovery procedures.

The main challenge in defining a cooperative system is taméte a strategy to select nodes that
have to act as relays. In this case we consider a fully diggtbapproach based on carrier sense. A
node is eligible as relay for the S-D communication if twoditions are met: i) the node has decoded
the data packet sent by S and ii) a frame requiring a retrassomi coming from the destination has
been received. The latter condition prevents nodes fronsiniting useless and potentially harmful
(in terms of interference) cooperative packets when theyat needed (i.e., when an ACK is missed
by the terminal due to poor channel conditions towards D cerwi has not decoded the header of
the data packet from S, being unable to perform any kind afrrgxination). A terminal that satisfies
both requirements starts a backoff whose lengihdrawn in the intervald, CW,..; /2] if the received

14The more correlated the channel, the longer the requirédcheFherefore, this problem may be particularly severe in

low mobility scenarios.
5In our work we consider decode-and-forward cooperatien, dnly nodes that have correctly decoded the packet sent

by the source can act as relays.
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power P,.. for the NACK frame is higher than a given threshd®l and in[CW,.;/2 + 1, CW,../]
otherwise. During the first — 1 slots, the node does not perform carrier sense. On the egntra
during the last slot, the power level on the medium is ched®ih the normal contention phase.
If the channel is sensed busy, the terminal assumes thateanobde has won the contention to
relay data (i.e., another potential cooperator has chosdoer backoff window) and gives up its
attempt, going back to its own activity. If, instead, the tmlown expires with an idle medium, the
node actually transmits to D a copy of the original packeereml from S. After the transmission
is performed, the relay returns to its previous activitigthout waiting for any feedback from the
destination, as it has no need to be informed on the outcortee@ommunication. If D successfully
combines the original and the relayed packet, an ACK messddyessed to S is sent. On the contrary,
if the cooperative phase fails (either because the relagekigp is not sufficient to recover the original
failure or because no packet is relayed at all), the destimaends another NACK frame addressed
only to S and therefore not able to trigger another cooperatbmmunication. In this condition, S
decides whether to perform another attempt or not, acaptdithe Short Retry Limit (SRL) valué®

In conclusion, a transmission between S and D is composegd tf 8RL phases, separated in time
by the usual BEB mechanism, and each phase is made up by ambtignsmission from S and a
(potential) retransmission from a relay.

Let us now make some observations on CCSMA. First of all, weadhat the relaying phase
could fail for three main reasons: i) no cooperators may lzlade, ii) some collisions among
relayed packets may occur, and iii) a potential relay coeltse the medium busy and give up the
contention because of aggregate network interferencerrétan because of an actual cooperative
transmission. The first factor is related to both networksitgri.e., topological availability of relays)
and overall network activity (i.e., potential cooperatanay not decode data coming from S or a
NACK, due to interference). This issue is not specific to drategy but rather affects all the decode-
and-forward relaying procedures. As far as collisions agnmetayed packets are concerned, they are a
drawback of the completely distributed approach that weleynijit is clear that the shorter1V,..; the
higher the probability of having two or more cooperatorsaging the same value far. On the other
hand, a long contention window would increase the delayethereducing the advantages of fast
failure recovery of cooperative ARQ. In our protocol we hatesen to use a maximum contention
period much shorter than the backoff window employed by & @8MA strategy while still keeping
sufficiently low the probability of collision for the congded network densities (see Section 2.4.3).
Moreover, we try to enhance the probability of success falaying phase by favoring nodes that
experience good channel conditions towards the destinatiofact, the threshold represents the
average power of all data packets received from D. TherefbeeNACK is decoded with a power
higher thanP, the fading between the potential cooperator and D is fékera

Let us now focus on the criterion chosen to give up the coitientThe described carrier sense
mechanism aims at informing all the contending terminalsa® as a relay accesses the medium.
Nevertheless, as pointed out earlier (iii), a node alwagstoars some amount of overall interference

18The Short Retry Limit represents the maximum number of giterto deliver a packet performed at the MAC layer
before dropping it [15].
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due to current transmissions in the network, and there isayotw distinguish a specific message out
of it. Therefore, if the noise and interference level exeetite threshold, the contention may be
abandoned even if no other node is acting as a relay. In codedtce the impact of this factor, we
ask a node to sense the medium only in the last slot of its faskadow. 1’ Suppose, in fact, that
a neighboring communication is in place when the potentiaperator receives the NACK frame
but ends before the countdown is over. With the usual caseesing scheme, the terminal would
unnecessarily abandon the contention, while with our egggr@ooperation may still take place. On
the other hand, we would like to observe that giving up coaipen if the overall interference level is
still high when the contention window actually expires mayabgood solution. This stems from the
spatial correlation of interference. In fact, when a pasmelay decides to abort its transmission, the
destination, which is typically one of its neighbors, i€likto be affected by unfavorable conditions
as well. Should the node cooperate anyway, not only woulttatssmission experience a very low
SNIR at the receiver but also the other ongoing communicatinight experience a collision, with
detrimental effects on the network performance.

In conclusion, although the protocol could be easily exéehtd more cooperative retransmissions
per each phase, we have decided not to follow this approadhgalecoding performance would not
significantly increase. Actually, a relay phase typicalyld because the overall interference at the
receiver is too high (see Section 2.4.3). In this situataomgther immediate attempt is going to ex-
perience similar conditions and therefore it is not likedysticceed, wasting resources and increasing
network congestion.

The Phoenix Protocol

Cooperative techniques, as discussed, are able to shaifiem frecovery procedures with respect
to pure CSMA protocols by exploiting spatial diversity. Qmetother hand, when a node acts as a
relay it has to both delay it own transmissions and spend sinte resources (e.g., energy) in order
to help another terminal. These drawbacks may deter patetbperators from taking part in com-
munication recovery phases, thus limiting the potentiabathges of such approaches. We propose
a novel MAC protocol, called Phoenix, that is able to go belthe disadvantages of classic cooper-
ation by letting relay nodes transmit a combination of a evafive packet and a packet taken from
their own queue. This solution is enabled by the MINNT scheme described in Section 2.3. The
idea that underpins Phoenix can be explained referringgoZ17. In CCSMA, nod&?; retransmits
S’s packetr on its behalf. With MIMQNC, R, can send a frame & y that combines: and a packet
y of its own. Any node that has at least an estimate: @fe., it has correctly received's header)
and ofx @ y is potentially able to decode both frames. With the novel PtH¥ relaying phase still
provides spatial diversity to the destination of packéie., cooperative advantages) but at the same
time a relay can exploit the cooperative communication teesiés own traffic. The Phoenix approach
therefore encourages nodes to cooperate by offering theswhantage and has the potential to sig-

This solution does not worsen the probability of collisionang relays. In fact, if a terminal accesses the medium, its
transmission lasts much longer than the relay backoff windieosen by any other contending node.
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nificantly improve overall network metrics such as througthand delay by using ARQ procedures
to deliver novel packets.

In order to make the most out of the MIMRC PHY, however, the CCSMA protocol described
earlier has to be extended into the Phoenix solution. Iniquéatr, additional coordination among
nodes is required to properly handle cooperative-netwaitked transmissions (called NC phases
throughout the rest of this Section). First of all, obsetvat the success rate of a combined packet
is lower than that of a pure cooperative retransmission.réfbee, if an NC phase is performed, the
destination of the relayed packet (cooperative destinatioat is to say D) experiences a degraded
success rate. This higher packet error rate can be justifigdifadhe destination of the novel frame
(NC destination) has some chance to decp(@ee., two successes with only one transmission are pos-
sible). Such a recovery is possible when the NC destinatsnchched an estimate :of According
to this remark, a cooperator shall perform a coded transonismly if the aforementioned condition
is met. To this aim, Phoenix modifies the CCSMA contentioatetfy. Once a node receives a NACK
asking for a retransmission and is eligible as a relay, itkbeats own queue to determine if it has
packets to code with the relayed frame. If not, the usual C&®khavior is followed, and if the node
wins the contention a simple cooperative phase takes platiee queue is non-empty, the potential
cooperator checks the IDs of the destination for the NC paamhe acts accordingly, distinguishing
two conditions.

A) NC and cooperative destinations coincida this case, the node is sure that the addressee of
its packet (D) has a cached versiorpflthough corrupted® The usual CCSMA contention is then
performed and if the terminal is elected as relay, a cadedy frame is sent.

B) NC and cooperative destinations are differehe backoff phase proceeds as in CCSMA. If
the node wins the contention, an RTS is sent. This is addidesthe destination of the relay’s own
frame and contains the ID of packet If the destination of the RTS receives it and has cached a
version ofz, a CTS is sent in reply. If the negotiation is successfullpnpteted, the relay performs
the NC transmission. Otherwise, the node switches backetgtine cooperative scheme and sends
only z. We remark that the benefits offered by the RTS/CTS exchargsvafold. On one hand this
procedure avoids useless and less effective NC phasessassiéd earlier. On the other hand, the
collision avoidance strategy protects the relay commuioicebecause nodes that receive one of the
handshake frames update their NAV as in the usual IEEE 8Ghpdoach [15]. This may be useful,
as the destination of the NC packet could be located out ofap@ns blocked by the simple carrier
sense mechanism for the original S-D communication.

If a pure relay transmission takes place, the cooperatatjsasissed for the CCSMA protocol,
does not need any feedback and goes back to its activity. ©mdhtrary, if an NC phase was
performed, the relay node has to know whether its own de&im&as decoded the packet or not.
Therefore, Phoenix has to handle two potential ACK messagesfrom the addressee ofand one
from the addressee gf To this aim, a simple slotted solution is employed. Onceréoeption of
the data frame has ended, the destination sffarts sending its feedback (ACK/NACK) after a SIFS

18Because of the structure of MIM®IC, also corrupted or redundant packets are cached and geddlothe decoding
process.
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Figure 2.18. Markov chain for modelling the protocols in correlated fagi

interval, while the destination aof waits. After this transmission, if the secondary destorathas
successfully received its packet, a second ACK (address#uktrelay) is sent after SIFS seconds.
Otherwise, the node keeps silent. In the event of a sucdesselay goes back to its activities having
processed one of its frames. If no ACK is received, the teahpnts packey back into its queue and
leaves the cooperative phase.

2.4.2 Analytical Model

In order to obtain some basic understanding on the posséites ghat Phoenix can yield with
respect to CSMA and CCSMA, we have developed a Markov modebmopare the throughput of
these protocols in a simplified environment. The test séesa three node network, composed by
two saturated nodes A and B that send their packets to a tésnginal T, which acts as a packet
sink. Nodes A and B are at the same distance from T. Time iedloand only one node can transmit
a single packet per slot. At the end of the slot, an instactasieerror free ACK/NACK is sent to
both terminals. The channel between the nodes A/B and T isrees$to be subject to time-correlated
fading. Instead, the channel between A and B is error free.cbhnrelation is modelled by a Markov
chain [74], in which the SNRs of the A-T and B-T channels aaeked. The SNR is quantized into
a set of values (from 0 to 18 dB, with step 1 dB, in our case), taedchain may transition only
between neighboring states/SNRs. This is due to the facitvaspeeds are considered and therefore
transitions towards further states are unliké&ly.

All the studied systems employ a slotted time frame and thdiume access is scheduled by T.
Nonetheless, the first protocol will be called CSMA, to besistent with the other sections, and also

“More sophisticated models are available [75], however #eyiot needed in the low mobility environment considered
here.
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because it represents a benchmark protocol that usesgdaiwentional ARQ techniques. In this case,
if a node (say A) fails to deliver its packet, it transmitsgdiain in the next slots (without any backoff)
until the SRL is reached. In our model, the SRL is 2 (i.e., @l retransmission is allowed). In the
second protocol, called CCSMA, if a transmission fails, Bssumed to have perfectly received A's
packet and it performs the retransmission on behalf of A. Mtten whether it succeeds or not, in the
next slot the relay (B) transmits one of its own packets. IBinan the third protocol, Phoenix, the
relay node B transmits a coded packet which combines Asupted frame (which is again correctly
received by the relay) and one of its packets. In the next Bldtansmits another packet of its own.
This model makes some simplifying assumptions. The chaveleen the relays is error free, so
the relay can always retransmit the packet on behalf of ighher. In addition, the relay is always
automatically elected without any contention phase, ata®b i time. No outside interference can
prevent the relay phase from acting. Therefore this enwiemt represents an upper bound on the
achievable performance of our protocols. Furthermore theretical model is easy and quick to
derive, it provides an insightful qualitative comparisdrttee three protocols and it suggests under
which conditions Phoenix offers the highest benefits.

The network is described by a Markov chain for CSMA and a mdabarated one for CC-
SMA/Phoenix. In the former case, the state is described byetements: a variabl& € {S, R, S’}
and the A-T channel SNR{ 4. Whenever a new packet is transmittéd,= .S if in the previous slot
a correct transmission occurred; on the other hang S’ if 1) the previous slot experienced an error
and no retransmissions are possible and 2) a new packettisisstead, if a retransmission is per-
formed, X = R. Let us explore the chain from stat, H 1) (a new frame is sent after a successful
transmission). If the packet is correctly received, thercksolves into statéS, H',). Otherwise, the
chain goes into statg?, H';) and a retransmission is performed. If successful, the anaives into
state(S, H'}), otherwise inta(S’, H'}). At this point, a new frame is transmitted and the chain then
evolves into stategS, H'}') or (R, H'{), depending on whether the packet was correctly transferred
Flat, slow frequency fading is assumed, thus the transjti@bability is equal to the probability of
correct/failed packet reception (if the state goes inttestsor R/S’, respectively) multiplied by the
channel transition probability frorfy 4 into H',. In order to compute the throughput, a suitable gain
matrix must be defined. In this protocol it is enough to havaia gf 1 packet at any transition into
state(S, H 4) and 0 otherwise.

For CCSMA and Phoenix, some modifications must be adoptedKge 2.18). Now both A's
and B’s SNRs must be tracked, because they are both needed duretransmission. The state is
composed by four elementsX’ € {S, R, S’}, the node that is transmitting (A or B) and the SNRs
of the channels A-T and B-T{ 4 and Hp. Let us start with a packet that is transmitted for the first
time by, say, A. Then the chainisin stat¢ A, H4, Hg). If the packet is successfully received, then
the chain transitions into state, B, H,, Hy). Otherwise, a retransmission is performed, moving
into (R, B, Ha, Hy;). Note that the state of channel A-T has not evolved, since ongrof the
first transmission must be kept. In this case, CCSMA retréssAs frame. Instead, in Phoenix
B will send a network coded combination of As and one of B'slgts. Node B will transmit an
altogether new packet after this phase, but if the retrasson is successful, the chain moves into
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Figure 2.19. Throughput vs average SNR (Markov analysis)

state(S, B, H'}, HY). If this is not the case, stat&’, B, H'j, H7) will be the new destination. Note
that channelH 4 has evolved by two steps intd’;. If the arrival state isS” no reward is earned,
while a reward of 1 (2) is won by CCSMA (Phoenix) if the retramssion gets across. If instead the
model goes into staté from S’ or S, the reward is just 1, since a simple, not NC-combined packet
is received. In Phoenix, the transition probability frdtrinto S is the probability that the packets are
jointly decoded, multiplied by the channel transition pablities.

The results obtained from the analysis of these Markov nsoaed reported in Fig. 2.19, where
the throughput is shown. First of all, Phoenix outperforrigp@tocols for sufficiently high SNRs.
This is reasonable, since for very low mean SNR, two combjaadkets can seldom be decoded with
just two transmissions. However, if the protocol is suffitie well designed (for instance, relays
with high SNR are picked), these situations can be avoidest wfothe time. On the other hand,
Phoenix can achieve important improvements over CSMA asd bhhs some advantage over the
simple cooperative protocol. In an actual network deplayimthe first transmitter always contacts
one of its neighbors. Therefore, the average SNR will be enhigh region, where Phoenix and
CCSMA can achieve gains of 30% and 25% over CSMA. Finally,cih@perative protocols can be
expected to increase the transmission range, since thégvackatisfactory performance at lower
SNR.

2.4.3 Performance Evaluation

In this Section, we investigate the performance of the psedgorotocols in more realistic net-
work scenarios. The standard set of parameters reporteabie 2.2 is used, unless otherwise stated.
For all results, the 95% confidence interval never exceedsf3¥e estimated value. Two scenarios
were analyzed. In the former, Phoenix has been tested ironetwvith single hop flows and hidden
terminals. In this case, the network is deployed Bo@mx300m square, and there is enough spatial
separation to allow multiple communications at any givemeti This configuration tests the perfor-
mance of the protocol when external interference and hiddeninals, representative of an actual
network deployment, are present. Such a scenario stréss@apact of the different medium access
policies.
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The protocols have been tested also in a true multihop casesewpackets must be forwarded.
We have chosen a tree topology, where all nodes transmit glaekets through multihop routes to
a single sink. This scenario is well known in sensor netwovksere data must be gathered by a
sink. This setting is interesting because of the presensewaral bottlenecks. In these places, packet
losses are more frequent and they are particularly damagjjirog they affect all upstream nodes. In
this case, MIMONC can be particularly useful because its throughput effagiecan help reduce
the impact of these losses. In all cases, the wireless emaigat is subject to correlated Rayleigh
fading. The Doppler frequency is equal to 70 Hz, correspunttd a speed of 5 m/s at 2.4 GHz. The
initial maximum contention window is 128, because if a seraltindow is selected, the collision
probability in the 35 node network becomes so high that tléoppls show very poor performance,
and collisions simply hide all the phenomena we are inteceist.

Finally, we also report some results on clustered netwosksle a more extensive elavuation
can be found in [9]. By clustered network we mean a wirelessesy where nodes have single hop
connectivity to a gateway. Each gateway and the terminaisexied to it ¢ell membersform a
cell. This scenario finds important practical examples in cafluletworks, Wireless LANs, some
military networks (where low complexity nodes, like soldiadios, are directly connected to more
sophisticated terminals, like Command & Control Centeirplanes and so on), last mile connectiv-
ity or mesh networks (where mesh node communication may peosted by means of a different
wireless technology than that of cell members). We haveidered networks composed By, hon-
overlapping cells of radius 75 m; each of them is made up bytewgsy (GW) located at the center
andn additional nodes that generate single hop traffic flows ad@to the GW. The transmitters are
randomly distributed within an annulus centered at the G\ér and outer radii equal to 25 m and
75 m, respectively. Such a configuration has been choseduceghe number of nodes very close to
the GW. CSMA with Binary Exponential Backoff is known to legdsevere unfairness, where nodes
in favorable positions get the vast majority of the bandhuidthis situation is not interesting, because
that would basically turn off peripherals terminals andséeanly the central nodes active. Further-
more, only the uplink is studied, because NC retransmissidfer no clear advantage for downlink
communications. In order to understand why, consider te cha cell member A not successfully
receiving a packet from the GW. Another cell member B thag¢@ets relay would have no packet in
queue for A, as all its traffic is addressed to the GW. Hence diustered scenario, users within a cell
are not able to exploit the coded retransmission mechanidetaenix. Moreover, even if the GW
were allowed to act as a relay for itself and to perform a N€aretmission, the two coded packets
would be sent by the same node (the GW), thus offering noaditiersity. For these reasons, we
believe that the downlink would benefit in no special way fridi@ retransmissions.

In our simulations, all the nodes in the network share theeshandwidth (i.e., universal fre-
guency reuse).

The Short Retry Limit has been set to 3, a suitable value ftaydeonstrained applications.
In these conditions the network is heavy loaded, and tressamis tend to be affected by a high
level of both intra-cell and inter-cell interference (asfrequency division multiplexing has been
considered). This setting is critical for CSMA-based meadiccess policies, and represents a good
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Table 2.2. Parameters used in our simulations

Transmission power 10 dBm
Noise Floor -102 dBm
CS threshold -100 dBm
Detection threshold -96 dBm
Path loss exponent 3.5
Maximum Doppler shift 70 Hz (5 m/s)
Slot, DIFS, SIFS duration 20,128, 28us
Data Rate 1 Mbit/s
Initial maximum contention window 128 slots
Short Retry Limit - CSMA, CCSMA, Phoenix 3,22
Number of slots used for relay contenti@i|V,..; 32
Simulation Time 30s
Simulation Transient (metrics not collected) 10s
DATA payload 2000 bits
DATA header CSMA - CCSMA 272 bits
DATA header Phoenix 280 bits
ACK/NACK/CTS 112 bits
RTS 160 bits

—O-CSMA
——-CCSMA
——PHOENIX

10 20 30 40 50 60 70
Load [pk/s]

Figure 2.20. Packet Delivery Ratio

test for CCSMA and Phoenix, as the high number of packet éasdikely to often trigger cooperative
procedures.

Single hop flows

In order to have a fair comparison among the systems, we \want to offer similar reliability.
To this aim, we have tuned the SRL parameters of each protmtibla comparable Packet Delivery
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Figure 2.22. System delay per acknowledged packet

Ratio (PDR) was obtained. It turns out that CCSMA and Phoshéace the same SRL, while CSMA
may require this limit to be larger. The PDR is shown in Fig@. It can be pointed out that
Phoenix has a higher PDR than CCSMA. The reason is that thenR&nheed retransmission enables
to safely deliver more packets by means of reliable relaysheiWa cooperative phase succeeds,
CCSMA can increase the numerator of the PDR (i.e., numbeclofavledged packets) by one unit.
Instead, Phoenix increases it by two units and the denoorir{ae., the number of frames which
are transmitted at least once) by one. Since the contenyistera often leads to a good choice of
the relay, the retransmission is often successful, anderetid this leads to a higher PDR. The fact
that the curves mildly rise for very high loads is due to thespnce of nodes whose neighbors are
very close; therefore their success rate is always very. higdthe load increases, these terminals
deliver most of the acknowledged traffic while the other reottansmit fewer frames because their
PDR is rather small and then they are stuck in backoff cy¢testhese reasons, the weight of the first
nodes in the PDR computation is larger: this induces therebdd”DR rise. In perfectly symmetrical
topologies (i.e., circular networks) such trend completi$appears.

Aggregate throughput is reported in Fig. 2.21. It is appltiest Phoenix yields a 15% improve-
ment over plain CSMA and 10% over CCSMA. This plot shows theddmix is effective in recovering
lost packets in heavy interference scenarios. On the oted, lin the previous Section, the model
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made some idealized assumptions about medium access agdcogrdination, and therefore the
guantitative results cannot be the same. However, the npoddicts the qualitative behavior of the
curves that can be found again in the simulation resultsin&tance the ranking of the three proto-
cols is correctly foreseen. In conclusion, the model sugpitre choice of MIMONC as a suitable
physical layer for high performance.

Another metric of interest is the average MAC delay (Fig22.Z2°hoenix reduces delay at high
loads by about 16% over CCSMA and 40% over CSMA. CSMA has adhiigry because of the three
retransmission phases, but the higher SRL is heeded in tartiewe a comparable reliability with the
other protocols. The key reason that enables a significday deduction by Phoenix over CCSMA
and CSMA is the transmission of additional data packets bgnmm®f NC. These frames sent in an
opportunistic fashion have much lower delay than the oth&ise reason is straightforward: they
basically have no latency due to MAC contention procedurBserefore, they are subject only to
queueing delay. Since MAC contention delay can be rathgetaeven a few of these frames can
significantly improve the mean delay.

The last end-user metric we report is transmit energy copom This is computed as the total
energy spent for packet transmissions divided by the tataiber of information bits successfully
acknowledged. While CCSMA reduces this metric at high Idadabout 5% with respect to CSMA,
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Table 2.3. Performance dependence on node density

nodes (AD)| CSMA | CCSMA | Phoenix
25 (3.5) 76.2 73.2 75.1
PDR (%) 35(5.5) 77.1 74.5 79.4
56 (7.5) 75.5 72.5 74.9
25 1010 1040 1105
Throughput (kb/s) 35 1160 1210 1330
56 1308 1375 1465
25 368 242 212
Delay (ms/pk) 35 480 310 260
56 673 434 367
25 26.3 24.9 23.9
Energy (nJ/bit) 35 25.8 24.6 22.2
56 27.1 25.8 24.5
25 32.1/9.7/5.5
NACK/Coop/
35 29/12/6.6
INC (%) 56 34/12.5/6

Phoenix leads to as much as 13%. This is due to the transmiséiadditional data packets during
some retransmission phases at no cost in terms of bandwidttransmission time.

Finally, Fig. 2.24 shows the percentage of data packetsdig@aire a cooperative retransmission
(Sent NACK), how many contention phases are carried out l&yag I(i.e., a relay has retransmitted
the corrupted data packet, Sent COOP) and how many times MN0Os actually used (Sent NC).
Several conclusions can be inferred. Firstly, in 44% of trgpested cooperative phases, some node
actually performs the retransmission. The trace files hage/s that in a large number of cases (40%
of all requested retransmissions) there are no relays. i§Ipiartly due to topological reasons (there
may be no relay close to source and destination) but in mestsdhe data packet or the NACK have
not been received, because the relays may be decoding apaitiet in the meantime, or fading
caused the packet loss. In the remaining 16%, there wergsrebat carrier sense prevented them
from transmitting. Two main conclusions can be drawn: fifstly interference does affect the
proposed contention phase, especially preventing nodasdorrectly decoding the lost data packet.
On the other hand, further improvements could be attaineddsns of a more effective relay election
or a system that may prevent the contention phases from deseyted (i.e., so that at least one node
can actually contend for the role of cooperator). It is rémahte that the gains shown so far have been
achieved by acting on only the cooperative packets, thatsay 16% of all the traffic. Hence, even
if MIMO _NC is actually used only a few times, it delivers an interesperformance bonus.

The protocols behavior has been also studied varying theonketdensity. Besides the reference
case (35 nodes00mx300m), two more settings have been analyzed, with 25 or 56 naddke
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Figure 2.25. Packet Delivery Ratio according to hop distance from thé sin

same area. The average number of neighbors (AD) is 3.5, 8.3.&rrespectively. Table 2.3 reports
the results for the metrics of interest. First of all, thetieke performance is approximately the same
for all configurations, showing that the system is robustadendensity. However, this is a non trivial
result, because node density affects two competing fagtoPhoenix. More nodes imply higher
interference and more collisions, which beset any protoah the other hand, a denser network
offers more potential relays. By and large, it turns out thase factors balance themselves out, and
thus Phoenix is a suitable choice for a wide range of scemario

Multihop scenario

We have also tested the protocols in multihop scenarios evB&rmodes are arranged in a tree
topology. All terminals send their load towards the sinkj #me network can be as deep as six hops.
This setting is interesting because of the presence ofeneitks, especially around the sink. In this
case, any packet loss delays all the flows that convergehiatbdttleneck. Therefore, MIMMIC can
be very helpful in "masking” these failures: if the packetdésovered together with the transmission
of a new frame, the delay induced by the retransmission Waly put less severely on the waiting
flows. We show results up to a load of 12 pk/s, for which saimmadrises. This remarks that severe
congestion is present in this scenario, and a fast failwwevery procedure is essential.

In multihop networks, it is well known that the longer the hogunt to the destination, the less
satisfactory the performance. Therefore, we have analpzdgl and throughput for nodes at different
distances from the sink. Fig. 2.25 shows the PDR for nodesaati24 hops from the destination. It
is clear that Phoenix delivers higher performance in alesasspecially for nodes farther from the
sink, whose PDR can be twice as large for Phoenix as for CCSM@SMA.. This is confirmed by
Fig. 2.26, which shows that Phoenix outperforms all othetqmols by as much as 30% in terms of
throughput.

Fig. 2.27 analyzes the aggregate throughput for all the avtwin this case the advantage of
Phoenix is about 14% over CCSMA, lower than the 20-30% shawfig. 2.26. This is because
that one hop neighbors of the sink have always a high thrautghg matter what protocol is used
(although the cooperative protocols do attain higher parémce), and deliver the majority of the



2.4. Phoenix: A Hybrid Cooperative-Network Coding Protidoo Fast Failure Recovery in Ad Hoc
Networks 49

—CSMA, 2 hops
-O-CSMA, 4 hops
—0—CCSMA, 2 hops
[ -{-CCSMA, 4 hops
—A- PHOENIX, 2 hops
-A-PHOENIX, 4 hops

Aggregate throughput [kb/s]

6 7 8 10 11 12
Load [pk/s]

Figure 2.26. Aggregate Throughput according to hop distance from thke sin

Aggregate throughput [kb/s]

-0~ CSMA
—O—CCSMA
= PHOENIX

6 7 8 10 11 12
Load [pk/s]

Figure 2.27. Total aggregate Throughput, multihop scenario

traffic. Therefore, CSMA and, to a lesser extent, CCSMA atieeraunfair. Phoenix can offer more
throughput to the network periphery than CSMA and CCSMA, #ng its gains over the other
protocols are more significant than in the single-hop flonnade. Phoenix is thus more fair, and
therefore one can expect more throughput also at highes lbechuse the outer regions of the network
deliver more traffic than with CCSMA. Fig. 2.28 reports Jaifdirness index and confirms exactly
this idea: at higher loads, Phoenix’s index is 10-12 peagmpoints higher than that of CCSMA, let
alone CSMA, whose notorious unfairness shows up very éafdypoint out that our protocol has not

been explicitly designed to be fair, and thus this importastlt is a desirable byproduct that comes
for free.

Clustered Networks

Phoenix and the other protocols have been evaluated for difi@sent configurations of clustered
networks [9]. We report here the reference scenario, with Wj. = 4 cells andn = 9 nodes per cell
(plus the Gateway GW). The Short Retry Limit has been setas8jtable value for delay constrained
applications. In these conditions the network is heavydda@nd transmissions tend to be affected
by a high level of both intra-cell and inter-cell interfecen(as no frequency division multiplexing has
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been considered). This setting is critical for CSMA-basastimm access policies, and represents
a good test for CCSMA and Phoenix, as the high number of pdokses is likely to often trigger
cooperative procedures.

The first metric that we consider is the average Packet DgliRatio (PDR), defined as the ratio
of the number of packets successfully received at the GWsetmtimber of packets injected in the
network (i.e., transmitted at least once, either by mearss difect transmission or by means of an
NC phase). The PDR is depicted against the nominal averageraged load\, in pk/s at every
node, in Fig. 2.29. First of all, we notice that both CCSMA a@Mubenix are able to significantly
improve reliability with respect to CSMA when operated a& tame SRL. The reason for this is
that when a GW is not able to successfully receive a packa¥lAC&an only rely on the temporal
diversity provided by successive retransmissions in otdeecover the failure. On the contrary,
protocols that implement cooperative relaying are ablalte advantage of spatial diversity as well,
which strongly enhances the probability of successfullsfquening ARQ phases and thus improves
the overall PDR. All the curves in Fig. 2.29 mildly rise forghiloads. This effect is a result of the
well known unfairness that affects CSMA-based protocalseMery cell, nodes that are closer to the
GW experience a success ratio higher than the one of tergnihat are farther away. As the load
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increases, the former nodes tend to access the channel ftmrewhile the latter get stuck for longer

periods in backoff cycles due to their lower success prdibalaind deliver fewer packets. For these
reasons, terminals closer to the GW have a larger weighteoybrall metric computation, thereby

inducing the observed PDR rise. It is interesting to remagt this effect is far less pronounced
in CCSMA and Phoenix. Cooperative relaying helps in palticnodes that incur frequent packet
losses, enhancing their success probability and thusesting the number of backoff phases they
have to undergo. Therefore, this technique is extremelgfigal to reduce unfairness. Finally, we

notice that Phoenix yields a slight improvement over CCSM¥(nd 3% at high loads). This effect

stems from the higher reliability of cooperative-NC phases

Aggregate network throughput is depicted in Fig. 2.30 again The plot shows that Phoenix
outperforms CSMA by 16% and CCSMA by 10%. The improvemenereffi by our protocol is
twofold. On the one hand Phoenix takes advantage of codyeralaying in order to both increase
the number of successfully delivered packets and to redwecérhe required to perform a communi-
cation. On the other hand, cooperative transmissions caxfileited by nodes that act as relays to
opportunistically deliver their own traffic without negating the channel. The combination of these
two factors significantly increases the number of serveddatislered packets.

In order to get further insight on the performance of CCSMA &hoenix, it is interesting to
consider the metrics depicted in Fig. 2.31: impact of coalpexr phases and impact of NC phases.
The former is computed as the ratio of the number of packetsserelay nodes (either as pure
cooperation or as NC combinations) to the number of NACKg seh by the GWs asking for a
retransmission, while the latter is the ratio of the timesVWI_NC is actually used to the same de-
nominator. At low loads, cooperative phases take place igh probability when a retransmission
has to be performed, proving the effectiveness of the ctintescheme implemented by CCSMA
and Phoenix. On the other hand, MIMIC is very rarely used, as nodes that act as relays are un-
likely to have own packets to send to the GW. These two remaxgkain both why at low loads the
cooperative protocols are able to obtain interesting tiinput gains with respect to CSMA and why
Phoenix does not improve over CCSMA. As the load increasesjmpact of cooperative phases
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tends to decrease, stabilizing to 50%. This is due to thechilgvel of interference, that may on the
one hand prevent some nodes from decoding the original packiee NACK sent by the GW (thus
reducing the number of potential cooperators) and on therdtand may induce relay candidates
to erroneously leave the contention phase (see Sectioh).2.Zhe impact of NC phases, instead,
increases with load as expected, because of the larger girmse In saturation, a cooperative trans-
mission involves a MIMONC encoded packet in the vast majority (75%) of cases. This\der is
reflected once again in Fig. 2.30: for high traffic rates Phosignificantly outperforms CCSMA as
the benefits of MIMONC become more and more important.

Another metric of interest is transmit energy consumptfmesented in Fig. 2.32. The metric is
computed as the total energy spent for packet transmissiioiged by the number of successfully
delivered information bits. The plot shows that Phoenix @enenergy efficient than its competitors:
at high loads, CSMA is outperformed by 20% while the improeatrover CCSMA is as high as 10%.
This stems from the capability of our protocol to exploitragismission phases in order to deliver
information packets at no additional cost in terms of enenggt bandwidth. Two more observations
can be made: first of all, the curves in Fig. 2.32 tend to deerdéar higher loads, as an effect of the
unfairness of CSMA-based protocols discussed earlieor@thy, the gain of Phoenix over CCSMA is
strengthened as traffic rate increases. This is due to themigpact of NC phases on the cooperative
mechanism that characterizes high load conditions (F&1.)2.

In our studies we have also investigated the behavior of thtogols with respect to network
capacity. We define. as the minimum value of that saturates the bandwidf, i.e., XnTp = B,
whereTr is the minimum time to complete a data exchange (includingrifmead). Moreover, we
call L the payload size and defirre = AL, the target throughput per node corresponding to this
condition. In the reference scenari,~ 40 pk/s per node and =80 kb/s per node. We identify
four classes of terminals with respect to QoS; the highesisatontains nodes that achieve an average
throughputr higher than or equal t8; the second class is for cell members that satisfy the ainstr
27/3 < T < 7, the third class groups terminals that obtain a throughpat< r < 27/3 and finally
the lowest class includes nodes that do not reach a minimrgettthroughput equal t6/3. The
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results obtained at high load (60 pk/s) for the three higbkstses are reported in Fig. 2.33. The
improvement offered by Phoenix over its competitors is tlabf On the one hand, the number of
cell members that support the minimum target throughpuesses by 9% with respect to CCSMA
and by 20% with respect to CSMA. On the other hand, our prdtocosts the number of nodes with
medium and high QoS by as much as 35% if compared to the othdiumeaccess policies. These
results show that the combination of cooperative relayimg) metwork coding is able to guarantee a
minimum service to a much higher share of cell members thémksmore fair distribution of the
resources. Moreover, MIMOIC may be extremely beneficial for applications characeeriay high
QoS constraints, as networks that rely on Phoenix can suppamy more cell members with such
requirements even in harsh interference conditions.

Let us now focus on the trends for CCSMA and CSMA in Fig. 2.33voTbehaviors can be
observed: i) CCSMA increases the number of nodes that sugpminimum throughput service,
i.e.,7 > 7/3; ii) the cardinality of the two highest QoS classes for CCSMAlightly lower than the
one that characterizes CSMA. This offers an interestiniglmi®n the impact of cooperative relaying
techniques. In a decode-and-forward approach, relay regbrsd some of their resources in order to
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help other terminals. In this way, not only do cooperatodsioe their performance, but also nodes that
benefit from relaying become more aggressive, as the enmemtef their success rate leads them
to contend for the channel more often. Both these factore haletrimental effect on cell members
that are more likely to cooperate, i.e., those that are clogheir GW and that would normally enjoy
high performance. We can then infer that cooperation neliiges the resources in the network at the
expense of users with high QoS. This effect, on the contdimgs not affect Phoenix: the MIMQIC
scheme that we propose does not penalize terminals thatederiact as relays but rather it boosts
their performance by letting them exploit cooperative glsa® serve their own traffic. Thus, our
approach overcomes an important limit of cooperative ietgyimproving the performance of both
high and low QoS classes.

2.4.4 Discussion

In this work we have applied for the first time the new MIM@C physical layer to a MAC proto-
col. In particular, we have enhanced cooperative techsigoas to deliver new packets together with
retransmissions. This system encourages relays to cdepbetause they can help their neighbors
without delaying their own traffic. It turns out that signéitt performance gains in terms of through-
put, delay and energy consumption are possible, accordibgth analytical modelling and network
simulations in a variety of contexts. On the other hand r@g#ng research directions are ahead. For
instance, the possibility of transmitting multiple packet the same time ushers new perspectives
for routing. This includes the analysis of the impact of MIMMC in generic multi-hop networks
as well as the development of a routing protocol specifidallipred to Phoenix. Finally, the perfor-
mance analysis on clustered networks shown that integepinformance improvements in terms of
throughput and especially capacity can be achieved for a véidge of design parameters. We have
also found that Phoenix is particularly suited for high dgnsetworks with tight delay requirements.

2.5 Chapter Conclusions

This Section has explored how MIMO signal processing canseéuliin several different, appar-
ently unrelated areas. It is of course essential to propikign the physical layer of a MIMO ad
hoc network, especially to balance the range of unicast aoadoast transmissions; it is also very
helpful to make Network Coding more resilient to channebesyfinally its application to cooperative
networks can relieve problems at the network level like estign and spur nodes to cooperate.
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3.1 Introduction

One of the main approaches used to regulate medium accessl domvireless networks relies is
carrier sense (CS). In the wired world this idea coupled @itlision Detection (CD) proved to be so
efficient to reduce collisions almost to zero, especiallewthe propagation delay is negligible with
respect to the packet duration. On the other hand, in thdegsevorld CD would require full duplex
radios on the same frequency. Unfortunately, these radersa yet technically feasible, and so far
IEEE 802.11 falls back on either a pure CSMA access contral wore sophisticated CSMA/CA
(Collision Avoidance), which includes RTS/CTS handsha&ekpts. CS tries to avoid simultaneous
transmissions of interfering packets. This is particylamportant in a scenario with a single access
point (AP) and other nodes which exchange data with it. Ie ¢thise, only a single station should be
allowed to transmit, because a collision would occur otlszw

However, if several APs are deployed in the same area, trtignef whether multiple transmis-
sions can occur simultaneously naturally arises. The kelylem is to keep under control the level of
mutual interference. According to this point of view, CSyades a tool to achieve this goal, because
a terminal can assess if there is room for an additional tnéssson. The multiple AP scenario is
representative of two types of networks which are receigiggeat deal of attention: ad hoc networks
(where every node is both a router and a traffic generatorjtenbhternet "hot-spot” (the distribution
of the Internet throughout an extended area). These systamssupport the communications of
multiple users at the same time and have to face the challgfihgeing that in spite of scarce band-
width. Spatial re-use is indeed a prime concern in this dasewithout the technology of multiple
antennas (which increases the capacity of the system byswéaine separation of the signal spatial
signatures) admission control is one of the main ways torobntutual interference. The Carrier
Sense principle works towards this direction (at the MAGRybecause it avoids broadcasting new
packets if the medium is already sensed to be busy.

A fundamental question is how to choose the power thresimaiddiscriminates whether a node
is allowed to send a packet or not. This threshold determaneadeoff between spatial reuse and
interference. Usually, this value is decided by means ofikition and real-world testing. There is
no analytical method that may suggest a good value (not exgghty). The upshot is that in most
cases this threshold is set to a low value, thus conserfsatigducing bandwidth re-use and medium
access. This eventually lowers the data rate and increlasekelay, that affect the performance of the
upper layers. For instance, TCP depends on the timely riecsptf ACKs that may be inhibited in a
wireless scenario because of an excessively conservaBv@ré€shold.

The choice of the CS threshold may be either static or dynamithe former case, the network
topology is known beforehand and the designer needs to finsitimal value. Such a scenario is
important for static wireless networks whose environmeng).( number of nodes and deployment
area) changes very slowly in time, and hence an infrequerttatized optimization can be carried
out off-line. Instead, if the environment is unknown befard or changes too often, the carrier sense
threshold has to be found at run-time, possibly by the ndue®sselves and in a distributed fashion.

An important contribution of this research branch is thealtggment of an interference model for
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these networks that can quickly predict the value of thei@asense threshold that maximizes the
aggregate throughput. This model is also very useful foddsgn at a low complexity scheduler in
wireless multihop mesh networks, which will be studied ict®m 3.6.

Moreover, all previous discussions implicitly referreddimgle antenna nodes. We have also
explored special carrier sense systems for MIMO ad hoc nm&swrhich strike a balance between
the spatial reuse allowed by multiple antennas and the siégés keep interference under a tolerable
level. This study works as an ideal bridge between ChaptedZdapter 3.

3.2 Related Work

There has been some interest in the past for the performanticeization in CSMA ad hoc net-
works. In [1] the authors find, by simulation, the optimalualbf the carrier sense threshold. How-
ever, avery simple interference carrier sense model wast@diotwo nodes were assumed to interfere
with each other only if they were closer than a certain rarihile this is true for LOS scenarios
and if only two nodes are present, this no longer holds in aengeneral propagation environment
or in a situation with many nodes. In [2] and [3] the authorgdgtthe dependence of the optimal
CS threshold of CSMA networks with respect to several patarade.g., protocol overhead or route
length). [4] studied CS in a CDMA/CSMA network, and conclddkat for these networks the carrier
sense threshold could be lowered quite significantly widpeet to a non-CDMA system, because
the interference suppression capabilities of CDMA may cedihe minimum distance between two
competing nodes and thus the value of the power threshaf@ll¥;i[5] studied the problems of car-
rier sense on a real-world testbed. The conclusion wastieathreshold is often very conservative
and, if increased, may result in significant throughput iovpments.

In addition, there have been some approaches in the pastabatanalytically modelled carrier
sense in the IEEE 802.11 protocol. One of the first works has [&, whose authors assume a disk
model for carrier sensing (i.e., nodes whose distance idlanthan a certain sensing randt-g
cannot transmit simultaneously). In [7], the carrier semselel is still a disk, but the estimation of
the fundamental parameters in carrier sensing (duratienboiy channel period and probability that
at a generic instant of time the channel can be perceived ®Bibgsed on accurate (though complex)
graph models. The theoretical models well predict the sitimn results. However, in neither of those
two cases has the dependence of network performance oarcsgrise been really studied. In [8],
a CSMA protocol without binary backoff was studied. The impoce of this study also lies in the
interference model adopted: the aggregate interferencmdelled by a Gaussian random variable,
whose parameters depend on the network activity.

On the other hand, some work has analyzed the adaptatiore afthier sense threshold for ad
hoc networks. For instance [1, 9] noted that the CS thresisolsually kept to a low value (close
to the noise floor), so as to suppress neighboring intedfemien a new transmission starts. This
choice guarantees a high success probability, but redpegisisreuse. They also proved that a more
aggressive approach can bring significant performanceowepnents. [2] and [3] established that this
study cannot ignore the impact of MAC layer overhead or agtbjplata rate. Our research has also
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found that the optimal CS threshold (which enhances agwaheoughput) does depend on various
parameters including in particular the density of nodesh@rtetwork. Moreover, [9] has proposed
an interesting CS adaptation algorithm, and we will latanpare our CS adaptation system with it.

3.3 A Robust approach to Carrier Sense for MIMO ad hoc networks

As the previous Chapter widely discussed, the introduafonultiple antennas and MIMO tech-
nology has spurred a significant deal of activity in the vassl ad hoc community, especially at the
PHY/MAC layers [10]. In MIMO Ad Hoc networks, the additiongpatial degrees of freedom can be
used to improve performance, for instance increasing tirput. However, there is not yet general
consensus on which PHY/MAC scheme can optimally explo#ehadditional resources. At least two
approaches can be discerned in the literature. First,@Bpatial degrees may be assigned to a single
user; but this case would be a simple extension of the SIS©ara$ does not require much redesign.
However, this would not be an optimal use of the spatial deggof freedom. Firstly, if a single user is
assigned all degrees of freedom, not all the spatial chamrmay be reliable. In addition, the receiver
needs to untangle the spatially multiplexed signals by nigiat signal processing [11] unless rather
complete channel state information is available at thestratter [12], which is however costly. This
can be avoided by exploiting multi-user diversity alonghathe spatial degrees of freedom. Then
the users can share the channels and all these bit pipekelgett be of good quality by virtue of
multi-user diversity. How to best accommodate multipledtameous transmissions is still an open
question and several proposals exist [12—-15].

A particularly interesting approach is the Opportunisti@®(OMAC) protocol proposed in [15].
OMAC exploits multi-user diversity to ensure reliable chahquality and also full diversity for every
user by antenna selection. An important issue is the coestirhation of the number of simultaneous
transmissions in the neighborhood, by a generalizatioraofar sense to MIMO. The performance
evaluation in [15] assumed that this mechanism was ereer{ire., it would always correctly estimate
the number of concurrent communications). In this resebrahch, we develop a robust method to
estimate this quantity, based on a rank estimation algoritbsilient to noise and interference [16].
Our key contribution is the design and performance evalnaif a novel carrier scheme tailored to
MIMO that exploits the spatial structure of MIMO waveformicidentally, the proposed carrier
sense system used here is by no means specific to OMAC, ardlalsalbe adopted by other MIMO
ad hoc protocols. The other MIMO MAC protocols based on easense may use the conventional
approach (i.e., compare the average received power atresmtennas against a certain threshold)
that does not exploit this structurg, [L3, 14, 17, 18], or may propose ad hoc techniques that work
only when transmissions are slot synchronous [12], whilescheme works also for asynchronous
communications. We will show that this carrier sense meisharcan untap the communication
parallelism inherent in MIMO at a limited cost in computaiid complexity.
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3.3.1 System Model and Protocol Description
System Model

We investigate a single hop wireless ad hoc network withadddn terminals composed of
nodes withM antennas each. Consider a typical transmission betweemsniitter node and a
receiver node- in the presence oN; interferes. The channel matrix betweeandr is H, where
H e CM*M and its elements are independent and identically disgib(iti.d.), zero-mean, complex
Gaussian random variablesCN (0, 1). Let H,, denote the channel coefficient between the transmit
antennar and the receive antennaand leth, be thez-th column of H. Note thath,. is the set of
channel coefficients between theth transmit antenna and the receiver array. All transnsittese
selection diversity. In selection diversity, the trangatiinode sends its packet using the antemna
which corresponds to the column with the maximum Frobenaran

M
a; = argmax ||h,||% = argmaXZ|Hym|2 (3.1)
x v i
Let the vector corresponding to the maximum norm be denoyddl,j let a transmittei send a
symbols; using transmit antenng and the average received power frome p;. Assuming that the
fading is constant over the observed time window (blockrfgdnodel), the aggregate signal at the
receiverr attimeT is:

Ny
Y, 7 = hgpisir+ Z he,\/Di sit + Wrr =
i1

— hat \/p_t St, T + Ir,T (32)

whereW, r is aM x 1 vector of complex, zero mean, circularly symmetric Gausssadom vari-
ables with varianceV,, which represent the thermal noiseratit stems that the interference covari-
ance matrixR; is:

Ny
Ry = E[Z.Z/7] = pihghll + NoI (3.3)
=1

At the intended receiver, the received signa]?r,T, is pre-multiplied by the optimum MMSE
combining weights, given by [19]:
R;'h,, (3.4)

Note that the above equations assume the signals to be swyrdironous. This is by no means
restrictive, as a simple example can show. Let us assumenwilihss in generality that just two users
were transmitting, but their waveforms were not symbolesyonous at a certain receiver and the
relative delay were. Let us also assume that the receiver had acquired timinghsynization with
the first one. The aggregate signal would be:
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?T‘,T = hagrss(T)\/ESQ,T + hagrss(T - T)\/ESQ,T—H
+ havPrsir+ Wi

where7 is the symbol duration and(7) is the autocorrelation function of the shaping pulse. After
some algebra, the autocorrelation matrix is:

Ry = p2hd2hc{1; (Tgs(T) + 7ngs(,]- - T)) +
+ prha, b + NoI (3.5)

Eq. (3.5) proves that the presence of asynchronous useagsiiséent to a change in the received
power, but the rank is preserved.

Protocol Description

This section briefly describes the OMAC protocol proposedilii. It is based on the IEEE
802.11 Distributed Coordination Function (DCF) with MIM&lapted carrier sensing to enable asyn-
chronous simultaneous transmissions. OMAC ensures tltlathigh probability the maximum num-
ber of concurrent transmissions is not bigger than the nuwif@ntennas on each node.

If the received sampleﬁ’nT were noiseless, the interference correlation magjixvould be:

Ny
Rr =" pihhl! (3.6)
i=1

Its rank is the number of transmitters currently active ie tretwork. In Section 3.3.2 we will
describe a noise robust method to estimate the radk;dfom S?r?T and its effects on the protocol.
One of the design principles of OMAC is to allow upig; concurrent transmissions in the network,
that is to say, up td,; spatial degrees of freedom should be used. Since theseedegre\/, it
stems thak;; < M. A largek,; enhances the spatial reuse, but also reduces the margithiarid
unusual levels of interference (generated, for instangéetminals outside the network or incorrect
carrier sense decisions).

The protocol consists of the following three important s&grank determination, transmission
decision, antenna selection. In the following, it is assdr(es in [15]) that the sensing node can
correctly estimate the rank d@;. The next Section will show how to perform an actual, effexti
estimation.

1: Rank Determination:
The transmitter calculates the rank®f, Rank(R;). The rank depends on the number of inter-
ferers active in the network.

2: Transmission Decision:

1. If Rank(R;) = X where0 < X < k), the sender can transmits an RTS packet if the
channel state satisfie@8ank(R;) < kys for a period of Distributed Inter Frame Space
(DIFS) duration.
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2. Rank(Ry) = kjr represents full rank of?; which, in OMAC, is considered as the busy
state of the channel and the sender must now enter the bixpoyential back-off stage.

3. During the back-off stage, if the channel state changes ffank(R;) < ks to Rank(Ry) =
kar, then the backoff counter is frozen, as in CSMA, uititnk(R;) becomes less than
kar. OnceRank(Ry) < kyy is satisfied, the backoff counter decrementing processns co
tinued. When the backoff counter reaches zero, the sendarshiés transmission based on
the antenna that was used to perform the last communicaiibrtlve designated receiver.

4. If the conditionRank(R;) < ks is satisfied at the receiver, this destination replies with a
CTS.

3: Antenna selection:
For the receiver-transmitter pdir,¢), the index of the best antenna according to the selection
diversity criterion (3.1) is fed back in the CTS packet by teeeiverr.

The RTS/CTS packets are sent using Space Time Block Codedlé€Tails of the employed codes
are given in [15].

3.3.2 The Carrier Sense System
Estimation of the number of active users

The carrier sense mechanism starts from the analysis of(E&.and (3.6). Eq. (3.6) suggests
that the rank of the correlation matrix of the interferenseghe number of transmitting terminals.
However, the correlation matri®; (3.3) estimated from the received samples (3.2) would away
have full rank because of the white noise. Without furthabelation, noise would thwart any com-
putation of the number of users basedi®on

The MIMO carrier sense mechanism that we propose employbustoank estimation method
based on the Singular Value Decomposition (SVD) [16]. Letarssider a set of consecutive time
slots. Without loss of generality, let the first time slotBe= 0. The terminal collectd/ x n samples,

n > M, out of its M antennas:

V=YY, ..Ym_l] (3.7)

The estimation of the number of users is based)/~oalccording to the following two important
logical steps:

1. The singular values @f and R; are tightly linked;

2. The singular values d&; can indicate the rank o®;

As far as the first point is concerned, note that the spectmﬁlds {5%, .-+, oyt while the
singular values oy converge to{ay, - -+, oar} asn — +oo. For finiten, the second part of this
section will prove that the approximation is very accuraterf > 20.
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Let us definelV as the noise that corrupfs, w; ; the element oV in the i-th row and;j-th
column andy as the observatioﬁ devoid of noise) = j7 — W. The SVD decompoasition QT7~ is:

Yy = U <§3 OnfM,M) Vi (3.8)
S = diag(Gy,- -, 5m) (3.9)
wherel/ and. are M x M, 0,,_ s ar is then — M x M null matrix and) is n x n. Let us also
call {o?,--- ,0%,} the singular values aR;. Note that the number of non zefe?, - - - ,o3%,} is the
number of active users (Eq. (3.6)).
A precise statement about the second point is given by thei@8ttheorem [16]:

Theorem 1(Schmidt) Let) and) have the same meaning as before. Let us also define the thresh-
olds?,f, 0 < k < M as the sum of the square of thé — k smallest singular values o?:

;]3 — ’O—VI%Jrl 4+t &JQM (3.10)
Then the rank o} is k if and only if:
7 < IWIF <7 (3.11)
where||W||% is the square Frobenius norm &Y.

Note that Eq. (3.11) makes a statement)diy means ofV’s singular values. However, this
theorem is still impractical since it involves the Frobeninorm of the noise, which is unknown. The
final step is to notice that the statistics |pfV||% is known: it is a chi-square random variable with
2nM degrees of freedom, because the real and imaginary patts;aire normal random variables
with mean 0 and varianc¥ /2 [19], and the CDR'(z; 2nM) is:

nM—1 ;
Fz)=1—¢ "N Y @ (3.12)
i=0

Hence, two approaches are possible. In the first ghe||2. is approximated by its expected (and
deterministic) value. M Ny. Hence, the rank is the only value of: such that:

72 <nMNy < 7%, (3.13)
In the second strategy,)V||% is a random variable with CDF given in (3.12). To each event

[77 < |W||% < 77_,] is associated a probability equal to:

Pr[users= k] Prlrank= k] = Pr[7Z < W% < 7]

= F(7.,) - F(7) (3.14)

!Because of its conceptual simplicity and insight, here wad déth the SVD based technique. However, [16] proposes
other algorithms based on computationally less expenseerdpositions, like the QR. We discuss complexity issues fo
the SVD method later in this section.
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Figure 3.1. Pictorial representation of the estimation process as acfiom of the thresholds and the
Frobenius norm of the noise

where72, = +oo. We have used the latter method because it exploits a riof@miation than just
the expected value of the noise and the involved computatian still be carried out with relatively
low complexity. Last but not least, it provides some gaireimts of performance.

The MIMO carrier sense system proposed in [15] integratisstiechanism as follows: the node
computes the number of active nodés as the rank ofR; estimated fromy~. The node transmits
only if ky is strictly smaller than a maximum number of allowed ongaingnmunicationsg:,;. Note
that k;; cannot be larger thai/, while the number of ongoing communications can be largen th
that. However, from the point of view of medium access cdntios is not important, because in
both cases all spatial degrees of freedom have been usetlexrds no room for more simultaneous
transmissions. In addition, the proposed carrier sens@apip is robust to noise not only because the
algorithm in [16] is so, but also because the node need nairteatly estimate the number of active
users, but just whethédt; is smaller or larger thak,,. For instance, ity = 3 andky;, = 3, both
ky = 3 andky = 4 lead to the proper MAC decision of deferring the transmissio

Let us consider as an important example a system Witk 4 antennas. The threshold$ are:

76 = 01+05+05+0;
7 = 03+03+0;

T3 = 0340}

73 = o

o= 0

The rank is the number of the elementg#§ 77 77 7; | that are bigger than the square Frobenius
norm of the error matriyV. A pictorial representation is given in Fig. 3.1.

We point out that the singular valueg, 1 < ¢ < M can be estimated either froﬁ’u or from an
estimate of thel\/ x M matrix Rl, which can be computed Q@H/n, wherefiH is the hermitian
of V. We prefer the former for two reasons. First of all, the ratfiche largest and smallest singular
values of YV /n is the square of the same quantity computed)fof19], which implies that the
results are less accurate in finite precision arithmeti@nTlit is not convenient even from a compu-
tational point of view. The cost to evaluate an SVD forlhx n matrix is O(n?M + nM?) [19],
but computingy~37H/n requiresM ?n? operations. Hence, the computational complexity to operat
onY is O(Mn?2 + M?n), while YV /n entailsO(M?) + O(n2M?). A quick comparison shows
that it is less expensive to figure out the rank frdnthan fromY V¥ /n.

Another important consideration about the SVD-based ratiknation method is that it works
very well if the Signal to Noise Ratio (SNR) is strong enou@Ve will show how to tune the carrier
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Figure 3.2. Mass Distribution function of the number of estimated users

sense parameters according to the SNR so as to avoid ndéigeaformance degradation in the rank
estimation.

Performance evaluation

The rank estimation is the core of our MIMO Carrier Sense wabtland valuable insight can be
gained by studying how its performance depends on diffggarameters. The independent variables
that have been considered are the SNR, the number of samplsed for the estimation and the
number of active users;. Itis reasonable to expect that the largethe more reliablé;;. Moreover,
the probability of incorrectly evaluating; should approach an asymptotic value fior~ +oo.

In this setting, the sensing node has to estintatend is equipped witd/ = 4 antennas. The
average SNR between any transmitter and the sensing node g&ime and each sender uses one
antenna. The channel model is the one described in Sec8dh Each scenario was raf000 times
S0 as to achieve the necessary statistical confidence.

Fig. 3.2 shows the mass distribution functioni%@f when the SNR i$ or 20dB, n = 100 and
kv € {1, 2, 3, 4, 5}. At low SNR the estimation is reliable only with few transteis (1 or 2, not
shown in the figure), and if more of them are present, the ndetimalerestimateg;;. With &y, = 4
(the system is allowed to saturate the spatial degreesesfdra) and 5 active users, the method yields
ky = 3 in most (80%) of the cases. At high SNR the estimation is deplele.

Settingky; = 4, a missed detection is defined as the event Bajat< 4 given thatky > 4.
Fig. 3.3 shows the probability of missed detection verseddhgth of the data sample, for different
SNR values. For each SNR, &g increases, it is more likely to detect that the system isratd.
Moreover, the missed detection probability decreases wijitApproaching an asymptotic value, as
predicted. Note that usually = 40 is enough to get very close to this minimum error probability
Hencen does not have a major influence on the system performancssunlis very small (less than
20 samples). Finally, at low and medium SNR the method is lertatreliably detect the saturation
condition, while at high SNR20 dB) it correctly detects channel saturation.
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Figure 3.3. Probability of missed detection fén, = 4

Due to the poor performance at low and medium SNRkfgr= 4, a more conservative approach
with ky; = 3 has been explored. This choice /of; creates a margin of safety against estimation
errors inkg. In addition, Fig. 3.4 points out that fewer missed detextioccur fork,; = 3 than for
ks = 4. The two different choices are compared in Fig. 3.5.

In conclusion, we note thdty,; = 3 is a safe choice for this parameter, since it effectively-sup
presses decision errors at the MAC layer and still untapstigerity of the spatial degrees of freedom.
For low SNR,kj; = 4 is unsuitable for two reasons. First of all it misleads the®llayer decision
process quite often. Moreover, at low SNR the degrees ofifmeeare fewer than/ = 4 because the
system is noise limited rather than interference limitednée, lower spatial reuse should be sought,
since the SINR would be unacceptably low if too many conecurcemmunications were allowed. Fi-
nally, while we analyze protocols with a fixed valuekgf, it is easy to envision an adaptive protocol
that would tune it according to the system parameters, gtiedl SNR.

3.3.3 Performance Evaluation

The protocol performance was tested in a single-hop netwatk 20 nodes uniformly distributed
in a20m x20m area, half of them labeled as sources and the other halfstisatéons. Nodes are
paired in couples, and all couples are disjoint (i.e., tHeyre neither the source nor the destination).
The simulation parameters are listed in Table 3.1 and timsitné power was varied to achieve differ-
ent average SNRs (10, 20, 30 and 40 dB). The sources geneiasotraffic with rate 2, 4, 8, 16,
32 or 64 packets per second. A sufficient number of simulatf@s been run to achieve the desired

statistical confidence.
Unlike [15], the rank of the interference autocorrelatismot assumed to be known and needs to

be estimated from the received samples. Fig. 3.6 shows thaghput when up to 4 simultaneous
transmissions are allowedy; = M = 4, i.e., all degrees of freedom can be used), for different
values of the SNR. In addition, the ideal situation of pearfank estimation (as in [15]) is reported
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for comparison. At high SNR (40 dB) the CS is highly reliabtelahereby ideal with good approxi-
mation. As the load grows, the throughput reaches a maximmdrtreen decreases to an asymptotic
value, both of which increase with the SNR. At low SNR, thisrdase can be explained by the fact
that the CS tends to underestimate the number of concunamgnissions and the higher the load,
the more the users that try to simultaneously access thenehdhstems that it is more likely that at
least one node will fail to detect the channel to be busy afidherefore overload the medium, with
the consequent drop in throughput.

As suggested in Section 3.3.2, limitikkg; to 3 may yield better performance at low SNR, albeit at
the price of a reduced usage of the spatial degrees of freetibimstrategy decreases the probability
that more users thaty, may access the channel, as Fig. 3.5 shows. In addition, &¢arodes were
simultaneously transmitting, this would not yet overlolad thannel. Moreover, the missed detection
probability is negligible and hence collisions are veryikelly. The results are shown in Fig. 3.7. In
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Table 3.1. Simulation Parameters

Parameter Value

Data Rate | 1 Mb/s
Tslot, STF'S | 20, 10us
# of pairs 10
Packet size| 10kb
Tack 0.304 ms

M 4
Aggregate Throughput
N —<—ideal ‘ ‘ ‘
—e—10dB
3.5/ —=—20dB

Mbit/s

2 4 8 16 32 64
Arrival rate (packets/sec)

Figure 3.6. Throughput of the original protocok{, = 4), for different values of the SNR) pairs

the ideal casé); = 3 andk); = 4 yield a throughput of 2.6 and 3.3 Mbit/s, respectively. Giviee

1 MHz bandwidth and\/ = 4, the maximum achieveable throughput is 4 Mbit/s and #iijs and
82% of the spatial degrees of freedom are used, respectivelyrtéevof choosingk,, = 3 is that the
system performance is not significantly sensitive to the SNIle for k5, = 4 there is a dramatic
impact of carrier sense inaccuracies. For instance, ima&in and for SNR=10dBk,, = 3 has

a throughput of about 2.6 Mb/s, while under the same conditio, = 4 offers just 0.25 Mb/s.
Interestingly, setting the SNR to 10 dB the saturated thnpugy outperforms the ideal case because
the missed detections &f; = 3 users leads to some extra transmissions which do not odetthea
channel.

3.3.4 Discussion

We improved the protocol presented in [15] integrating & @& mechanism based on the esti-
mation of the rank of the interference correlation matrixork a first study, we showed that the per-
formance of these techniques are strongly dependent onNRe Moreover, we considered setting
kar = 3, which limits the number of concurrent transmissions bavjoles a more robust protocol be-
havior. The CS mechanism was tested in a netword0afodes that implement the modified OMAC
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Figure 3.7. Throughput of the modified protocdif; = 3), for different values of the SNR() pairs

protocol. For high SNR (30, 40dBj),; = 4 uses a large fraction of the spatial degrees of freedom.
Instead, at low SNR the safer choicekgff = 3 performs better. At very low SNR (10dB}y, = 3
yields an impressive performance gainldf0% with respect tak,; = 4. Extensions of this work
include multihop routing and adaptirkg, to environment parameters (like the SNR).

3.4 Alow complexity Model for Interference in Wireless Networks

3.4.1 Model Description

The goal of our work is to model a basic CSMA protocol with sinbackoff (only data and ACK
packets are included) by means of a semi-Markov process @R). This is similar to Bianchi's
model [20], although it uses a semi-Markov, rather than Merknodel and because it also includes
carrier sense. The nodes are assumed to be in saturatioiti@esdT he channel contention starts with
a backoff (according to IEEE 802.11), which correspondgdtesB1 in Fig. 3.8 and then the node
sends its data frame. If the attempt is successful, thereth@rial returns to B1 for the next packet.
Otherwise, it undergoes a new backoff stage until eithemtag@imum number of transmissions is
reached or the communication is successful.

Since the binary backoff mechanism repeatedly tries to femdame packet, the chain structure
is made up by a set of states (backoff, packet transmissidrA@K waiting) that is replicated as
many times as the short retry limit. Therefore the processtafollowing states:

e B1-B2-..-B6: the node undergoes tlh backoff stage since it started contending for the
channel for a tagged packet;

e TX 1-..-TX 6: the node sends the tagged packet forittietime.

e Wait ACK 1-..-Wait ACK 6: the node waits for the ACK after hag sent the data packet for
thei-th time.
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Figure 3.8. Semi-Markov model describing the protocol

This semi-Markov model is described by the matrices of itemmsprobabilities and average tran-
sition times. All transitions depicted in Fig. 3.8 have pablity one except for the transitions from
the i-th Wait ACK state back to B1, which is equal to the probapititiat a data packet and the cor-

responding ACK are correctly received. This probabilitypeleds on the local interference and its
computation will be considered later.

The transition times matrix elements are the following:

e from thei-th backoff state into the next transmission time: this tidegpends on the local
interference and is covered in 3.4.1;

e in state TXi the chain transmits a data packet, tHugs4 seconds elapse in this state where
Tpara is the time to send a data packet;

e in state Wait ACK: the node waits for the acknowledgment. Thus SIFS secondstipdutime
to send an ACK are spent in this state.

The following parameters cannot be knowpriori and must be estimated:
e the statistics of the interference;
e the probability of correct packet reception;

e the probability that at any given instant the interferen@y rause the carrier sense mechanism
to prevent a node from transmission;
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e the duration of a backoff stage.

impact on the interference statistics.

These quantities are iteratively evaluated, since knaydeaf the first item influences the other
Interference model and parameter estimation

in [8].

ones, while the others affect the node activity and comnatitioc attempts, which in turn have an

The choice of the interference model is a key point for theral@rediction accuracy. In this
Section we evaluate a Gaussian mixture approach and colbpatie the Gaussian model proposed

In [8], the aggregate interferenéis assumed to be Gaussian. The model is appealing because
of the central limit theorem: the total interference is thiensof many (approximately incoherent)
interferers. We suppose that every node transmits withengixed powerPr. Let us callPg(i, j)

Z,(t) is just the sum of these contributions:

the power received at theth node when thé-th node is sending a packet, Igt](¢) be the function
fraction of time that thé-th node spends transmitting a packet. Hetigjé[i|(¢)] = =;. Therefore, the

that is equal to 1 if the-th node is transmitting at timeor O otherwise, and let; be the long-run

and its mean is:

power received by nodgbecause of theth terminal isPr (4, j)1[i](¢), and the aggregate interference
i#j

=5(0) = 3 Prli 1)

[1]

(3.15)
;=Y Pr(i,j)mi (3.16)
i)
The probabilityr; is equal to the steady state probability that the node is i@ svhere it is
sending a packet plus the probability that its backoff ceuig 0 at a generic instant of tirie This
addition is needed because such an event would lead themtrdasmit within the next slot, and this
event cannot be prevented by the carrier sense mechanighe [EEE 802.11 protocol, this would
cause a collision. This probability is equal2&; /(W; + 1) (see [20]), wheré’p; is the steady state
probability of being in the-th backoff stage an@; is the contention window length of this backoff
stage. Finally, the interference variance?$(i, j)m; (1
just the sum:

(3.17).

m;), and the global interference variance is
i#]

of =Y Pa(i,j)mi(l - m)

A single mode Gaussian model for the interference [8] is detefy specified by Egs. (3.16) and
in the next slot.

(3.17)

2For simplicity, we ignore the low-probability event that ede that is active in a slot will not continue its transmissio
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While this is a very intuitive and mathematically simple rebdt suffers from a few drawbacks.
The first one is that the central limit theorem may not neaégsapply. Let us focus on a specific
terminal: in a dense network, some nodes may be very clogetagged terminal, and their inter-
ference power may be orders of magnitude above that of tleg atides. Hence, their interference is
very large and it may be even larger than all the backgroutaiference combined, thus making the
final interference statistics very asymmetrical, and digfiypinot Gaussian.

The distinction between two "levels” of interferers (sommrdnant ones and the background
interference) can be justified for two reasons. The first arteat other models in the literature (for
instance in cellular networks models) assume that all ttexference is generated by the first tier of
neighbors. While we believe that this may be too simplistioadel for an ad hoc network, it proves
that past research upholds the idea of dominant interferers

Our second argument states that even the application ofetfteat limit theorem may be partly
guestionable. Consider a network deployed inside a ciraddeaanode at its center. All nodes generate
some interference at the tagged node, and if their posidomsandomly drawn inside the circle, their
interference is a random variable as well. Since the redgdmvers can be widely different (even
by several orders of magnitude), the speed of convergentteafentral limit theorem can be rather
slow [21].

Therefore we have opted for a Gaussian mixture model. At eade we select th& closest
nodes (withK in the range of 2-6), which generate the largest amount efference. Given that
we know which of thesd< nodes are transmitting, then they generate a certain @uthdevel of
interference. On top of this, the other (far) interferems assumed to create a Gaussian background
interference whose statistics can be computed as in (3ntB)3a17). Itis clear that the interference is
a Gaussian mixture random variable, wh2femodes are present, each corresponding to a possible
combination of the dominant interferers states (active @iting).

Let us callp(i) the probability of thei-th configuration of dominant interferers. Then the final
pdf of the interference at thgth node is the following:

2K _1

fz, (@) =" p()¢ (x, 555, ) (3.18)

=0

whereE; ; is average interference power in th¢h mode,o; is the standard deviation of the back-
ground model and (z,E;;, 0;) is the pdf of a Gaussian random variable evaluated with mean

=, and standard deviation;. Note thato; depends only on the background interferers, and thus it
is not a function of.

The interference primarily affects two aspects of a CSMAqrol: error probability and busy
channel probability. A closer look at these two situatiomggests that two different types of interfer-
ence are at work: in the first case, the tagged node is trairsgraind its power can inhibit the activity
of its neighbors. We shall call the interference perceivethis scenario as "inhibited”. Instead in
the second case the tagged node is not transmitting andhteuwmdes in the neighborhood are not
inhibited. This is called the "unconditioned” interferenc

In the first case, we compute the received power due to thenigimg node at each node in the
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Figure 3.9. Comparison of power histogram vs model PDFs

network. If this power is above the carrier sense thresttbleh) these nodes can cause interference
only if their backoff counter is 0. Thus their;s include only the probabilitie@Pg; /(W; + 1).
Terminals which are not inhibited are actually hidden nodes

In the second case, all other nodes are not inhibited, treupdahameters as given in Egs. (3.16)
and (3.17) can include all the terminals in the network. Inmadel, the difference between these
two types of interference is simply in the node set which edu® compute the overall interference.

Fig. 3.9 reports an insightful example: in a 40 node netwaside a 40x 40 m? square, we
have compared the histogram of received power during a paekeption (computed by means of
ns2 simulations) and the pdfs of the single mode and Gaussidare model for a randomly chosen
node. For this example, a simple 4-mode mixture is appli€d= 2). All the models’ parameters
have been computed according to Egs. (3.16)-(3.18). Itpaummt that in the single mode case the
standard deviation can be very close to the average inteidervalue, thus there is a non-negligible
probability (in this case about 15%) that the interferenay tme negative, while in the mixture case
this is not the case. In addition, the histogram is asymuat(making a single mode Gaussian fitting
quite hard), while the Gaussian mixture has enough degresamiom to fit the actual received
power distribution. Incidentally, the mixture already w®mell with just 4 modesK = 2 dominant
interferers).

Finally, we would like to remark that some aspects of the l@g® channels can be quite easily
included in the model. Let us consider for instance fadinbiW is assumed to be constant at the
packet level). Then Eq. (3.15) must include a fading tértn j) that represents the fading coefficient
from node: to nodej. Since fading is unrelated to any node activity, then thermedue is just
multiplied by the fading average value. Since long-terreratation is incorporated in the path loss,
E[F(i,7)] = 1 and therefore Eqg. (3.16) goes unchanged. As far as the eariarconcerned, Eq.
(3.17) now becomes:
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of = Y _El(F(i,5)Pa(i,§)*1[](t)*) +

i#]
=Y E[F(i,j)Pr(i, )11 =
i#£]
= > Pp(i,j)*m (E[F(,§)*] — m) (3.19)
i#]

Busy Channel Probability

Given that the interference statistics has been estimtitegbrobability that nodg may perceive
an interference above the Carrier Sense Threshold is egtia tcomplementary cumulative distri-
bution function of the inhibited interference computed &CB, the Carrier Sense Threshold, i.e.:
Pousy(j) = 1 — Fg,[ThCS] (F(z) is the cumulative distribution function evaluatedit Py, is
related to the fraction of time the backoff counter is frazen

Backoff Duration

Every average duration in the Semi-Markov chain is known@rpexcept for the duration of the
backoff stages. The lengff; of thei-th stage depends on the initial value of the backoff coumter
and the length of every sl@s; o7 (one slot being the time between two consecutive backoffitasu
decrements), which in turn depends on the carrier senseamisch and the level of interference:

w;—1

Z Tsrork

Our first assumption is that the random variablesand7sror, are independent of each other.
The first term E[w;]) is simply (W; — 1)/2 (sincew; is uniformly distributed in{0, 1, ...W; — 1}).
The random variable$s; o7 are functlons only of the interference level, and the coramimrn of

E[Tp;| = = Elw;|E[Tsrork] (3.20)

E[Tsrorr] must distinguish two cases, depending on whether the anerée at the beginning of the
slot is above or below the carrier sense threshold. Whileea¢hd of the previous slot the interference
was clearly below this level (otherwise the counter woultlrave been decreased), we assume that
the interference level at the beginning of thh slot does not depend on its value during the previous
(k—1) slots. Thus, the random variabl€s; o7, are postulated to be iid, because of the independence
of the unconditioned interference power. This power maytmve the ThCS with probability?,,,,,

and the node is assumed to freeze its counter for a duratiosl ma data packet transmission time
plus a DIFS. This duration is chosen because the most likelgethat may trigger the CS mechanism
is that a node has started a new packet. Therefore the irtecke power will stay above the ThCS
as long as the packet is being transmitted. While this is tnictly true, we make this approximation
because of its simplicity. At the end of this packet transiis, the interference falls again below the
ThCS for DIFS seconds and the backoff counter is eventuatyehsed. Therefore in this case the
slot duration is equal tdp a7 4 + DIFS +Tsror. If instead the channel is perceived to be free (and
this happens with probability — P, ), then the total slot duration is ju$k.or.
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Given that the contention window for thieh backoff stage is;, the average backoff duration is:

Tpi = FElw|ETsrork] =
(Wi = 1)/2)[Pousy(Tpara + DIFS +
+ Tsror)+ (1 — Poysy)Tsrork] (3.21)

All other transitions in the matrix have duration knoepriori, because they correspond to packet
transmissions/receptions.

Probability of correct packet reception

We assume that the interference statistics has been coupaute thatf=, (/) is the value of its
PDF evaluated at a given interference lelieLet us also suppose that the PER vs. SNR curve of the
employed modulation/coding scheme is known. Then, thed@daikor Probability (PER) for nodg
can be computed as:

PER; = / o PER;(I) f=,(I)dI (3.22)
0

This expression can be simplified if a capacity achievingecmdemployed. For these codes,
the PER is O if the received SNR is above a certain threshaid,ist 1 otherwise. In this case,
if the received signal power i® and the threshold SNR &, then PER(I < P/Ay) = 0 and
PER(I > P/Ay) = 1. Thus Eq. (3.22) reduces 10— F'(P/Ay). If we assume that the interference
is a Gaussian mixture, each Gaussian mode implies a PERteqDHIP/Ao — =) /0], whereZ; ;
is the average value of the interference for tith mode and; its standard deviation. Finally, the
overall PER is:

2K 1

PER; = > p(i)Q[(P/Ao — E}3)/0;] (3.23)
=0

wherep(i) is the probability associated to tixh mode.

The simplicity of this expression is indeed appealing, siihonly involves complementary Gaus-
sian functions. Therefore it is adopted here to model thar earrection capabilities of IEEE 802.11,
even though this standard uses non capacity achieving kaioral codes. Simulations reveal that
this approximation does not lead to significant discrepssicGiven the PER/SNR curves for IEEE
802.11 codes, we have set to 8 dB the correct detection thice&lr the 6 Mbps data rate.

Model summary
We give a pseudocode description of the model:
for (counterlterations =

1: maxNumber Of [ terati ons) {
for (nodelndex = 1:all Nodes) {
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1) conpute the interference statistics
2) evaluate

a) the busy channel probability

b) the average backoff duration

c) the packet error rate
3) solve this node’s chain.

The algorithm solves every node’s chain several times (lysb iterations are enough for con-
vergence). Every time a specific node is considered, it eyspillbe other nodes’ chains average
statistics, which are implicitly assumed to be in steadtesta

The algorithm complexity is linear with the number of itéoats and quadratic with the number
of nodes. Most of the complexity is due to the computatiorhefinterference statistics: each node
must collect the powers coming from every other node in the/ork, whose complexity is a linear
function of the network size. Thus the overall complexitgisdratic with the number of nodes.

3.4.2 Performance Evaluation

We have compared the two models (single mode and Gaussiamre)irgainst ns2 simulatiofs
The network encompasses 40 nodes that adopt the IEEE 8Q&dtbgol, used at base rate (6 Mbps),
and have been randomly deployed in squares of increasiagdsiz« 40m?2, 60 x 60m?, 80 x 80m?
and100 x 100m?2. All nodes always have available packets to transmit.

Fig. 3.10 and 3.11 depict the average throughput per nodewachby ns2 simulations and the
Gaussian mixture model. The optimal CS threshold changdstiné network size, and it turns out
that a larger area implies a smaller threshold, which isorasle, because in this case the interference
power is reduced (node density is lower), and so is the munitedference. The model reasonably
predicts the optimal CS threshold for all the network siz&€gveral other network configurations
(varying the number of nodes and the network size) have bestad, giving similar results. The
difference between the simulated and predicted valuesastalthe inaccuracies of the model (for
instance, the channel is sensed to be busy only for a singleepaxchange or channel coding is
assumed to be capacity achieving). Nonetheless, we refatrikhte shape of the curves is the same
and our goal is to optimize the CS threshold by means of a simmaldel, not to replicate the exact
performance of the network and its complex protocol.

In addition, we have reported the model predictions whersthgle mode interference model is
adopted (Fig. 3.12). According to the previous discusdiois, model does not have enough degrees
of freedom to correctly represent the interference, anddbelts show that the optimal CS threshold
is missed by 2-3 dB.

3We have modified ns2 interference models so as to model it ammerately, for instance by taking into account the
capture effect and the temporal distribution of the intenfe inside a packet.
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Figure 3.10. Throughput for the mixture model vs ns2 simulations
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Figure 3.11. Throughput for the mixture model vs ns2 simulations

Finally, Table 3.4.2 summarizes the model predictionsregjahe simulations when 60 nodes are
deployed in the same area. The last column reports the av@ergnode throughput computed by
ns2 simulations at the optimal CS thresholds predicted byntbdels, as well as the loss that this
model-based choice implies with respect to the true maximlile CS threshold for the Gaussian
mixture model is within 1 dB from the real one, and the estiamaerror entails a small throughput
loss (about 15%), while for the single mode model this losstmas much as 69%.

3.4.3 Discussion

We have analyzed how a simple Gaussian model can be useihtatesthe interference behavior
in a wireless ad hoc network for carrier sense thresholdropdition. We have shown that a Gaussian
mixture model can correctly predict the network behaviod anable a quick optimization of the
network parameters.
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Figure 3.12. Throughput for the single mode interference model

Table 3.2. Results for a 60 node network, 6 Mbps

Side (m) | Opt Th (dB) | Throughput (kb/s)
NS 40 25 312
Single mode 40 27 286 (-8%)
Gauss. mixturg 40 25 312 (-0%)
NS 60 20 134
Single mode 60 25.5 45 (-66%)
Gauss. mixturg 60 22 110 (-18%)
NS 80 17 86
Single mode 80 22 27 (-69%)
Gauss. mixturg 80 18.5 80 (-7%)
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3.5 Dynamic Carrier Sense Adaptation

3.5.1 Dependence of the CS threshold on the node density

In cellular networks it is well known that a basic way to dgpinore capacity is to create smaller
cells. The fundamental reason is that all signal strengtbeease and thus the SIR stays constant
so that in an interference limited scenario the PHY perfarceais largely independent of the cell
size, while on the other hand being inversely related to yiséesn capacity. However, in multihop
CSMA networks also the absolute value of the interferenod (et only its ratio with the intended
signal) plays an important role. If the internode distareduces, the SIR remains constant but the
interference power increases and thus the probabilitytiieathannel may be perceived as idle would
significantly drop. If the CS threshold is always kept at ayMew level the channel would be per-
ceived busy even when a single packet is being transmittetitree network behavior would not be
heavily affected. However, if the CS threshold is regardedma optimization parameter this is no
longer the case and interesting tradeoffs arise. We argi¢hth threshold value should scale with the
intended signal strength.

Our work has focused on the optimal choice of the carrieres¢éimeshold in the IEEE 802.11g
MAC protocol. The two main contributions are:

1. we show that the optimal choice of the CS threshold ciifickepends on the node density ac-
cording to a simple mathematical law; we give a qualitatir@opof this fact and we empirically
validate it by simulation;

2. we propose a novel, adaptive and fully distributed atbarifor local CS threshold optimiza-
tion. Simulations show that it approaches the capacityreffdy a centralized choice of the
threshold based oapriori knowledge of the node density.

First, we briefly explain why the optimal CS threshold shosddle with the node density. It has
been proved that in a dense network performance is maxinvidexh routes have short hops [22].
Therefore, the denser the network, the shorter its hopse sirighbors would be closer on average.
Let us focus on a specific node T and let us assume that allé&$iop neighbors are inside a circle
of radiusp, while the entire network is withif® meters from T. All nodes whose distance is between
p and R can not directly communicate with T and their transmissianly generate interference to it.
In addition, let us express the received pour) at distance- given a certain transmission power
P, (assumed to be the same for all nodes) and a certain propagatnstantz as

P(r) = Prt—f (3.24)
where« is the path loss exponent. A key assumption is adopted indf@ning analysi$. We
assume that when the aggregate throughput is maximize@yvtrage fraction of time that a node
is transmitting £ (¢), with i the node index) does not significantly depend on the CS tbiéshor

4This assumption is made here only for analytical converieand is removed in the simulation results
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on the node density. That is to say, in an optimized systenesit@dnsmit for a certain fraction of
time that is affected by the specific topology but not (as & éirder approximation) by the optimal
CS threshold itself. Since nodes transmit for a constawctifna of time in optimal condition, it can
be inferred that thaverageinterference perceived at T increases roughly linearh wie number of

nodesN':

N
I=>Y P(ron(i) (3.25)
i=1
whereP(r;) is the average received power from thh node.

According to these hypotheses, the received power fromgesimode obeys (3.24). Since we
assume that the interferer position is uniformly distréalin the circular annulus of ragiiand R and
that the ratioR/p = K is fixed, the average value &f(r) can be computed as the integral from 0 to
+oo of the complementary cumulative distribution functionfofr) itself, which is:

«| PG

P[P(r) > A] = 7’[—>A}:P r< g ——

T o<t (3.26)

Sincep < r < R, thenP(r) > P,G/R* with probability 1. On the other hand?(r) cannot
exceedP;G/p®. Therefore, the average valueBfr) is:

P(p)
P(r) = P(R) +/ P[Pr > A]ldA =

P(R)
(P,G)a /P<p> 1
= P(R dA
( )+R2_p2 o A2 +
2
P PtG PtG
- R2—p2<pa ~ (3.27)

If o = 2 (like in Friis propagation model), then:

PG K?
(r) = #T? —2In(K) (3.28)

If, instead,ac > 2, then:

PG K“2—1_<K‘1—1>] (3.29)

POy = He M a0 \we o

for givena and R.
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According to Egs. (3.28) and (3.29%)(r) decays ad/R“. Therefore the average interference
is proportional toN/R“ (see (3.25)), which we shall cadleneralized node densifand is equal
to the true node density far = 2). The network performance can scale with the network size if
the average fraction of time in transmissiers kept constant with respect to the node density and
carrier sense threshold. Then the CS threshold must beaseniebecause the absolute value of the
interference rises. Otherwise, carrier sense would ptevashe transmissions because of the higher
received power, effectively reducingas the node density rises. This analysis, even though based
on strong approximations, suggests that the optimal n&taamfiguration can heavily depend on its
size, which is not the case for cellular networks.

We have analyzed pure CSMA (rather than CSMA/CA with RTS/@&aBdshake) so as to study
carrier sense in isolation. While the inclusion of RTS/C$%itopic for future research, we expect
that the given linear dependence of the optimal CS threshwlitie generalized node density should
not change. The reason is the following: in the above prdbthe nodes inside the inner circle are
not allowed to transmit. However, when the RTS/CTS meclaigsactivated, all the terminals which
can decode one of these two packets will be inhibited. Thodes inside the union of the coverage
areas of the transmitter and receiver will not be allowedandmit and the above discussion goes
basically unchanged. As a result, although the actual ntevddehe linear dependence may change,
the qualitative dependence of the optimal CS threshold egémeralized node density is expected to
hold.

In order to verify this idea we have found by means of ns-2 &itians® the CS threshold that
maximizes the aggregate throughput for the Friis propagatiodel ¢ = 2) without fading. The
MAC protocol is IEEE 802.11g at base rate (6 Mbps) in the pus®I8 mode (no RTS/CTS packets
are used). We have tested networks with 30, 40, 100, 150 ahda@fes. The terminals are located
in square areas, whose size ranges between 30 and 1400, rietethie node density varies between
0.75 and 450 nodes/hectare, sweeping over two orders ofitndgn All terminals are in saturation
conditions. The results are reported in Fig. 3.13, whiclwshihhat the optimal CS threshold linearly
increases with respect to the network density. This engdirilation also holds for different packet
sizes and data rates, even though the coefficients may depdahdse variables. Finally, we note that
the points in Fig. 3.13 never go below the noise floor (set @1-dBW in our simulations) and the
optimal CS threshold can never be smaller than this value.

Moreover, we have also analyzed the value of the optimal @3lttold when a two-ray propaga-
tion model (v = 4) is adopted (Fig. 3.14): now the CS threshold scales ligesith the generalized
node densityV/R*.

3.5.2 A Distributed Algorithm for Threshold Optimization

It has been proved that if all the nodes share the same CShideshe optimal value of this
parameter is strongly affected by the network density. @laae at least two ways to exploit this

SWe have modified ns2 interference models so as to computeré amzurately, for instance by taking into account
the cumulative character of interference, the capturegféad the temporal distribution of the interferers insidgacket
transmission.
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behavior. In the first case, if the node density is known, atles can have their CS threshold set to
the optimal value. However, this is a centralized appro&eth tequiresa priori knowledge of the
(generalized) node density. On the other hand, it is passilkreate a distributed scheme where
each node estimates the local node density, e.g., accaalihg algorithm in [23], and then sets its
own CS threshold in agreement with the relationship preshofound. That is to say, given a certain
estimated generalized node dengitythe CS threshold’h (expressed in W) is equal 67, where
C'is a scaling constant that depends on the data rate. We hawe by regression. For instance,
at a data rate of 6 Mbps and in free spa€ecan be computed from Fig. 3.13, and is equa®3o
pWI/(nodes/hectare).

This is a distributed algorithm that performs a local optation of the CS threshold. We would
like to outline the difference with the algorithm in [9]: irubcase, we base the choice of the CS
threshold on the estimated local node density, and the @Sttbid for the different nodes need not
be equal. Instead, in [9] the authors propose to adapt tketibid according to the estimated SNIR.
This estimate may be larger than a certain upper threshg|g, smaller than a low thresholg,,,,
or in between. When the next ACK is sent, if the "Duration IBEIfi is unused, this field will include
an indication to increase, decrease or keep constant ther€hold, according to which of the three
previous cases has happened. The nodes will then collest th€K packets and at the end of a
suitable period they will update their estimate by usingrtiwst conservative approach according to
this information. For instance, the CS threshold will berdased if even a single ACK states so. This
mechanism has been introduced in order to keep the threshdhtions under control. Moreover,
since the most conservative CS value is adopted, nodes suilllly have very similar CS threshold
values. In conclusion, the scheme by Zhu et al. employs aRR®§limate and in addition it requires
some information exchange among the nodes, while we do quoireeit. However, we need to know
the path loss exponent of the propagation environmentgvj@ijlis not affected by this physical layer
parameter.

3.5.3 Performance Evaluation

The performance of our approach has been compared to a ¢cams&nEEE 802.11 network
where the CS threshold was either 5 dB above the noise floes @bt to a very low value) or opti-
mized according to the centralized approach (but still taireed to be the same for all nodes). The
network is composed of 30 or 50 nodes (all in saturation)foamily distributed in a square whose
side is 40, 80 or 120 meters. Every value is computed by aveya&® simulations, each lasting 100
seconds. The routing protocol used is AODV, the transmispimwver is 10 dBm and the propaga-
tion environment is free space. Throughput results arerteghan Figs. 3.15-3.18 for data rates of
6 and 12 Mbps. First of all, both algorithms achieve on averag0% improvement over a conser-
vative choice of the CS threshold. In addition, the cerreali(where all nodes must have the same
CS threshold value) and distributed (where each node cam &alifferent CS threshold level) ap-
proaches have comparable performance. Our simple andoadatistributed algorithm yields a 40%
improvement over the IEEE 802.11 benchmark. Moreover, fitenized fixed-threshold case and
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Figure 3.15. Aggregate throughput, 30 nodes. Data Rate is 6 Mbps.
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Figure 3.17. Aggregate throughput, 30 nodes. Data Rate is 12 Mbps.
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the adaptive algorithm show large standard deviations.réason is as follows: with a very low CS
threshold, only one transmission is allowed at any giver tiexcept during a collision) and thus the
throughput does not depend on the topology (note that tleigiiput is constant with respect to the
node density). Instead, when a higher threshold is emp]diiedspecific node arrangement critically
affects the number of possible simultaneous transmissions

Figs. 3.19-3.20 compare the MAC delay for the three appmm¢tata rates again of 6 and 12
Mbps, respectively) and our simulations show that this imetn be significantly reduced (by about
50%), because nodes are far less restrained while the sugaasability is still high. Incidentally,
Figs. 3.19 and 3.20 show that the delay of conventional IEEEL heavily depends on the number
of nodes. The delay curve for the 30 node network is lower thahin the 50 node case. Since only
one transmission is allowed at any time, the more the nodéseimetwork, the longer the average
delay to gain channel access. On the other hand, our algodttapts itself to traffic intensity, and
therefore it is more robust to the network configuration &g because of its adaptation.

Fig. 3.21 shows the time evolution of the average route hamickength vs time in the 8&
80m, 50 node network. It is evident that the hop count siganifily increases at the beginning of the
network history. The reason lies in the relatively high C&shold that is set by our algorithm. Such
a choice increases the node activity and then the inteidererhe lower SNIR disconnects nodes that
would have been otherwise linked in conventional IEEE 8D2vith lower interference. Thus, on
average the routes require more hops because the effeotiveanication range shrinks. However,
the reduced hop length preserves an adequate SNIR. Thesgdments (higher interference and
smaller hop length) work against each other, but it turndfmattthe latter one paired with the high CS
threshold has a bigger impact. The upshot is that the delaaoh hop is relatively low, because the
high CS threshold prevents transmissions only in a smalbaurof cases. Therefore communications
are faster and still reliable, leading to the overall parfance improvement (Figs. 3.15-3.24).
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Finally, we compare the performance of our algorithm withttof Zhu et al. [9]. The basic
difference between our algorithm and Zhu's is that in ourecd®e CS thresholds are allowed to
have different values at different nodes, so as to matchaibe interference and congestion level,
while [9] forces all nodes to have the same threshold. Thédiléy of our approach yields an overall
performance improvement as shown by Figs. 3.22-3.23 foadigeegate throughput and by Fig. 3.24
for the delay. The latter graph is particularly importantcause it proves that a local, rather than
global, CS threshold optimization lets nodes in highly cesigd areas to have significantly faster
data transfer.

3.5.4 Discussion

We have shown (by analysis and simulation) that the optirhaice of the CS threshold for
throughput maximization depends linearly on the genezdlizode density defined &8/ R*, where
N is the number of nodes in the networks the path loss coefficient arglis the network radius.
We exploit this relationship by building a simple, fully tibuted and effective algorithm for CS
adaptation, that offers significant advantages over cdioreal IEEE 802.11 and is competitive with
the state-of-the-art CS adaptation algorithm in [9]. Ouurfe work will study the interaction be-
tween transmission power control and CS tuning and the paédioce evaluation of our system when
important parameters such as the path loss coefficient eneréctly estimated.
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3.6 APhysical Model Scheduler for Multi-Hop Wireless Netwaks Based
on Local Information

In multi-hop wireless networks, routing strategies areduseidentify the best paths to deliver
information from source to destination terminals. Morapgece the radio channel is shared, access
to it must be managed through proper scheduling algorithirhese two problems can be combined
in order to realize a joint routing and scheduling framewaevkose theoretical basis has been posed
by the pioneering work reported in [24, 25].

In this context, the network is represented as a gi@pk (N, &), where nodes inV are the
network terminals and edges §nC N2 are the communication links. In the following these terms
(nodes and terminals, or edges and links, respectivelypbwilised interchangeably. Scheduling and
routing are addressed by considering a transmission ovarea fink e € £ as corresponding to
activating i.e., “turning on,”e, which is conversely inactive / turned off, when the link & nised
for transmission. By looking at the activations of links irs@quential manner over time, one can
determine scheduling for a Time Division Multiple AccesDA). The subsequent activation of
links from a source node to a destination also implies rgutifhis framework can address, e.g.,
the minimization of the time required for the informationlidery; this corresponds to an efficient
utilization of the network capacity, i.e., allowing the sitlaneous activation of a large number of
transmissions, while checking at the same time that theeaditiks bring information toward the
desired destination.

Even though these theoretical principles are well studiled,network descriptions commonly
used often abstract from a detailed characterization oiihgless medium. The only requirements
used to determine the admissibility of a scheduling pattelate to flow conservation and to avoiding
the simultaneous utilization of a node for transmission nvités receiving a packet, or viceversa,
a condition which in most of the literature [26, 27] is reairto asprimary interference constraint
Note that this terminology is somehow improper, since tluadition does not really depend on
wireless interference, but rather on the half-duplex taiver capability, which limits the number of
simultaneous operations which can be performed at a time [28

In fact, multi-hop radio networks may suffer a severe capdichitation due towireless interfer-
encephenomena. The majority of the approaches to model wirgk=sderence beyond the primary
constraint, e.g., involving at least two disjoint pairs ofdes, follow the classification made in [22],
which distinguishes between the so-calf@dtocol and physical interference model€ther varia-
tions have been proposed [29], e.g., to take into accouriti@akal aspects such as the capture effect,
but these proposals can also be related to the aforemedtabsinction.

The protocol model describes wireless interference by meémonflict sets(sometimes this
representation is also translated into graphs caltedlict graph$. For every edge € £ the conflict
setZ(e) C £\ {e} is defined as containing all links whose simultaneous ditivavith e is forbidden
due to interference. This is simply modeled as a binaryigglahip: given a linkf € £\ {e}, it can
either interfere withe, thus is put intdZ (e), or not. However, this representation fails to capture that
interference has a cumulative effect, since the simultasmetivation of multiple links may cause
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too high an interfering power for link, even though none of these links alone is to be considered as
interfering withe, and thus does not belongIde).

In spite of this problem, such a model is adopted in most ofithture which deals with routing
and scheduling issues to capture wireless interference3[§0 However, the more realistic physical
interference model should be preferred, as pointed out4h [Ehe main problem in applying the
physical interference model is instead on the complexig dbecause it requires to check the Signal-
to-Interference Ratio (SIR) at the receiver’s side of ativeccommunication links and to evaluate
if it is above a given threshold. This requires a large amadimformation, namely the link gains
between any pair iV 2.

To overcome this problem, in the present research effort opgse to exploit the interference
model previously proposed to reduce the complexity of thesigal model and enable its use when
certain interference terms are difficult to quantify exgctispecially because they consist of many
small contributions to the overall interfering power. Tldéanale behind this model is to define, for
each node, a numbét of dominant interfererswhich are, typically, the< closest neighbors. For
each node, the channel gains towards its dominant intesfenast be known precisely, whereas the
rest of the network is simply described in statistical terthg( is properly chosen, the approximation
introduced by this representation is almost negligibleilevtne complexity of the description can be
significantly reduced.

To validate our model, we evaluate the scheduling time oplgrg = (N, &) having different
kinds of topologies with single-path routing and where tlestohation set contains only one node.
All edges in€ are also directed toward the root, possibly via multi-hdpyieg, without multi-path.
This choice can be justified by several reasons. On the ort tias allows us to focus on scheduling
only, without being involved in considerations about rogtoptimality, since in such a topology there
is only one possible route from any node to the root. This alkmvs a simpler implementation of
the scheduler, since it is reasonable to use, as will be drguéhe following, greedy scheduling
strategies which maximize the number of packets forwarde@itd the sink. On the other hand, this
kind of topology is still realistic, and can actually be esiwned in many implementations of wireless
multi-hop networks, such as the IEEE 802.16 Mesh mode dpgrafith centralized scheduling [27].

We will compare our interference model with alternativeht@iques, using either the protocol
model or a different implementation of the physical model][@nd we also use, as a benchmark,
the optimal scheduling computed through exhaustive seafdh perform several evaluations with
the Network Simulator 2 (ns-2) [35]. Numerical results shemwery good agreement between the
performance limit and our proposed strategy. At the same,tionr interference model obtains a
significantly better scheduling with respect to the protanodel and we are also able to improve
the results obtained in [34], where a physical model is u§dds justifies our model as a practical
strategy to use the physical interference model in wirataegksi-hop networks.

The general approach used in the literature to describe TBbh&duling in multi-hop wireless
networks can be found in [24, 25]. In [24] the scheduling jpeobis studied through linear program-
ming, and a polynomial complexity algorithm which solves tiure scheduling problem is given.
In [25], and all the extensions to this framework proposedthrer works by the same authors, the
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problems of routing and scheduling for wireless packet neta/are framed in the more general con-
text of identifying a suitabldink activation patterrwhich satisfies certain optimality criteria and is
subject to certain constraints, so that a linear programgritamework can be derived. The main goal
of this approach is to minimize the delivery time from all sms to all destinations; to this end, the
network capacity must be efficiently exploited.

The contribution we give in the present Section can be viemgedn extension of this approach
to a more realistic wireless environment. In fact, in [25] arenaccurate characterization of wireless
interference is left open; in most of the developments éerifrom this framework, simplified ap-
proaches such as the protocol interference model are useéx&mple, different theoretical aspects
of scheduling in multi-hop networks are investigated in{38] by means of link activation schemes
which rely on the protocol interference model only.

In more detail, in [32] the problem of delay guarantees ireleiss multi-hop networks is studied.
Differently from our approach, which closely follows [25, this paper the per-flow delay is consid-
ered instead of the overall time to deliver all the packetthé&ir respective destinations. In [30], the
authors outline and investigate from a high level perspedatertain bottleneck problems which arise
in joint routing and scheduling scenarios. In this way, terlaperformance bounds are highlighted.
However, the analysis heavily relies on the protocol imtenfice model, so it is unclear which con-
clusions can be extended to general wireless scenariosevahdifferent interference model is to be
adopted. The contribution of [31] is an analysis of optin@iexiuling conditions, again based on
the protocol interference model. With this background,iaseheduling mechanism is proposed and
discussed to activate wireless links, based on the maxiigakcsearch over a graph. Finally, the con-
tribution of [26] is to discuss a linear programming apptoacorder to solve routing and scheduling
and to introduce practical algorithms based on efficientibics. Similarly to the analysis reported
in [25], the only limitation imposed by wireless interfepenis that nodes can not be active in more
than one operation (which can be either a packet transmissia packet reception). This rationale
is extended by the authors in [33] to a case where wirelessfémence is considered in a broader
sense, but again this involves the protocol model only.ebdtwe consider the problem of obtaining
efficient scheduling heuristics when more realistic wigslenterference models are considered. Note
also that this poses an issue in terms of computational axityland information exchange, which
we will address in the following.

In this sense, our approach is similar to [34], which alsaufas on the physical interference
model, even though it introduces a simplification to prirétthe links in the scheduler. However,
in that paper the challenge of multi-hop transmission isgaied since intermediate nodes have a
backlog equal to the aggregate backlog of all previous noddss simplification makes explicit
relaying unnecessary (i.e., a packet can be forwarded évehas not been received by the relay,
because the relay backlog has been suitably increasededheage forwarded packets into account).
Thus, the algorithm was run on a set of single-hop flows, whiedéic demands were sized so as
to take routing into account. In our analysis, we considelticnop more explicitly, as nodes are
also required to relay packets and therefore the statusafitbrmation delivery has to be constantly
monitored also at intermediate nodes.
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Finally, paper [27] also presents some similarity with aealgisis, mostly in the fact that a similar
application scenario is considered. In fact, in that paperdpecific case of IEEE 802.16 Mesh
mode operating with centralized scheduling is addresséichamight result in node placements
similar to the topologies considered in our work. Howeves,remark that in [27] again only primary
interference constraints are taken into account. For gasan, our investigations can be seen as an
extension of this work to a more realistic interference dpson.

3.6.1 Scheduler Design

In designing the scheduler, we have considered differamtskof node placements, both deter-
ministic and random, in an assigned area. A realistic prafiag model (e.g., also including fading
effects) has been considered, both in the analytical madskpted in Section 3.4.1 and in the numer-
ical evaluations in the following. Thanks to this accuradio propagation description, even when
the node deployment is regular, channel impairments octaniunpredictable manner. For what
concerns the random placement, the obtained topologiesvare more variable as they are rather
different in terms of node degree and length of the links. e eemark that we have kept a quite
general approach for what concerns lower layers than thexdsiér.

About higher layers instead, and more specifically routimgfocused here on grapfs= (N, €)
with only one destination node and where a single path idabtaifrom any node to the destination.
The main reason to consider single-path topologies is iardodabstract the evaluation of the schedul-
ing performance from routing. In fact, as shown in [36], thare many considerations which would
advise for a cross-layer approach where routing and scingdate performed jointly. If TDMA
scheduling is coupled with a sub-optimal routing, it caniewh very low efficiency; even worse, a
comparison of scheduling strategies obtained in this casenut reflect reality, since it is biased by
routing inefficiencies. In our scenario this problem doesawtur, as the routes are uniquely deter-
mined, and every non-root node can only transmit over asiadbe, i.e., the one toward its parent
node. This allows us to decouple the scheduling from theirrguiroblem and to investigate in a
more direct manner the application to a scheduling problethedinterference evaluation framework
presented in Section 3.4.1 In our opinion, studying sim@lth networks is a first necessary step in
order to gain valuable insight on the problems related tedaling, but our future work will extend
these findings to multi-path networks where a routing atbariis also included.

This scenario corresponds to having a tree topology (eititearently derived from the radio
propagation or superimposed by a Minimum-Spanning-Trgerdthm as is done by many routing
algorithms [37]), where the root can be seen as a gateway reatehable via multi-hop by all nodes,
and in charge of collecting the information from them. Exulpa of packets is allowed only from
a node to its parent node in the tree hierarchy; however,aales can generate some interference
at a receiver node, depending on their physical placememtnah on the logical position in the
tree. This actually happens in many scenarios, such as e8&dllesh Networks operating with
centralized scheduling in IEEE 802.16 Mesh mode [27], oreligss Sensor Networks for distributed
measurements [38]. In the former case, the gateway (ie.rabt node) is the access point of the
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wireless network backbone to a cabled connection to thenatein the latter it is the central data
collecting unit; in general, it is sensible to think of it &aetlocation where the centralized scheduling
algorithm is run.

As a consequence of focusing on single-path topologies aweienplify the computational com-
plexity of the search for the minimal time schedule. In martr, even simple greedy schedul-
ing strategies can be utilized as efficient schedulers, siffigd by the following discussion.
= (1,02, ...,¢y) describes the queue lengths at all non-root node¥ inve denote withr (£) the
minimum time to deliver all the packets éfto the tree root. Also, we ca#; the canonical base
vector equal tal at thekth entry and0 otherwise. It is easy to prove that,iife A is the parent
node ofj € A, for any fixed vecto® the value ofr(£+e;) is not greater tham(€+e;). In fact, the
transmission of+e; can be achieved with the same optimal activation patter-fas; by turning
off link 7 — 4 in one of the slots where it is active.

In order to reduce the computational complexity of the salied, we might want to define a
slot-wise activation criterion. Of course different criteare possible for the specific choice of which
links to activate. However, the reasoning above implies, thithin an already existing activation
set, turning on another link which is compatible with ineggfnce conditions is always beneficial on
single-path routing topologies. We can generalize thissmwthetermining the link activation pattern
for a given time-slot, stating a practical rule of thumb tthet more active links, the better. Therefore,
greedy schedulers appear to be appropriate for the scamadti@r study, since they offer very good
performance and also seem to be better implementable itigalascenarios. Also, they allow com-
parisons to test the goodness of our proposed interferendelnagainst existing solutions present
in the literature, which also rely on heuristic scheduldtsrowith a greedy rationale. However, we
stress that the choice of focusing on heuristic greedy sdlmgddoes not give any advantage to our
proposed model, and we may reasonably infer that a similapesison would also hold for more
detailed theoretical investigations performed within @tirnization framework, which are however
out of the scope of this work, being far more difficult to implent and compare.

Finally, we remark that our scheduler is a centralized ormvéver, nodes employ accurate local
information (about the dominant interferers) and the régt@network is modeled in statistical terms.
Thus, our scheduler makes some important steps toward #i@fa distributed system based on the
physical model, rather than the oversimplified protocol elod

3.6.2 Implementation Issues

In this section, we describe a low-complexity, centralisetieduler for transmitting data in the
uplink of the tree topology (i.e., from all nodes to the rool) our setting, time is slotted and in
each slot a centralized controller, e.g., located at therwet, activates some links to transmit data.
The key concept in our scheduler is that the nodes are sgélétte greedy manner according to
their chances of successfully transmitting a packet. Thibability is estimated by means of the
interference model reported in Section 3.4.1.

The scheduler knows the queue status at all nodes. We retrarihts is the only information
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for which a shared knowledge is required: this can be impoifaa distributed implementation is
sought. We also point out that it is possible to achieve gomdopmance also with rather coarse
information about queue status; it is often enough to kndwefqueue is empty, or its length is below
or above a certain congestion threshold. Simulation trabess that such a strategy often leads to
satisfactory results. Each terminak associated with a weight;, which is the sum of two factors:
the probability of successful packet transmission and ation of the queue status. The success
probability at a node is computed by means of (3.23) and pligltl by a constant suppression factor
a € [0,1] if a node transmitted a packet in the previous slot, in ordémiprove fairness for nodes
who are in disadvantaged positions, which otherwise woaleeHewer transmission opportunities.
The queue status obviously influences the scheduler in tisedbat nodes with empty queues are not
eligible for transmission. Additionally, in order to kedmetqueue lengths under control, we assign
a bonusb to the nodes with long queues. The weightis equal to this bonus plus the success
probability, multiplied (if necessary) by. In the following numerical evaluations, for a given queue
length/, this bonug follows a linear piecewise function:

0 €<€A
b= la<l<lp (3.30)
1 0> /(g

The thresholdg 4, £z have been empirically set to, respectively, 150% and 250%e¥alue of the
initial node backlog. Note that this additional term is pararly useful in a tree topology since the
nodes closer to the root have a higher traffic to deliver,esthey also act as relays, but the leaves
generally have a greater chance of being scheduled, betteyskave fewer neighbors and thus less
interference.

This is the main loop the scheduler performs in each slot:

1. selectthe candidates
2. computethe queue size bonuses

3. while (the candidate queue is not empty)
for (nodelndex = 1:allNodes)

() update the interference statistics and the packet ssiquebability: for every node,
compute (3.23) by estimating the probability that each dami interferersv of j trans-
mits, as equal to its weight,,. Add to all weights the queue bonus.

(b) pick the best node

(c) is this link compatible with the existing communicats®n
yes)include it in the list of scheduled nodes. For the rest ofitne{slot, its activity factor
is 1 (¢ will surely transmit) and the activity factor and weight eeey nodek which is a
neighbor ofi will be set to0 (k will not transmit). All the neighbors are removed from
the candidate list.
no) remove it from the candidate queue. Set its activity factoaeight to O.
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end._for
end.while

In phase 1, the scheduler selects which nodes may be eligilde scheduled. In the default
implementation of the scheduler, only nodes whose waeijgli larger than 0 and whose queue is not
empty continue in the following steps.

Step 3 (thevhileloop) can be fully understood realizing that the interfeeemodel is completely
specified when the number of dominant interfer&rand all the received powers and activity factors
are defined. The first term is a constant and the second doetange within a slot. However, the
activity factors must be given suitable values. If a nodencae scheduled in this slot (e.g., it has
an empty queue or there is a direct link with a node which has lseheduled to transmit), then it is
assigned the value 0. Otherwise, the activity factor cangoleto 1 if the node has been scheduled
to transmit. In all other cases, when it is not yet defined tiethe node may or may not transmit,
the activity factor is set to 1/2 if the node has not sent a giarkthe previous slot or/2 if it has.
Please note the inclusion of the suppression fagtoiThis reduces, in the interference model, the
transmission probability (and therefore, the weightof the nodes which transmitted in the previous
slot. Thus, the other terminals will predict a higher SIR alticompute a higher success probability.
Finally, if « = 0, then weight); for certain nodes will be 0 and they will not have a chanceangmit
in the next slot. We shall discuss the impactah Section 3.6.3.

In step 3a, all the nodes update their interference modethwheans to set the activity factors of
the dominant interferers. In step 3c, if the new link doesdsatrease the SIR of the other nodes below
the target level, it will be scheduled in the incoming sloowéver, its father and all its children in the
tree must have their weighit, set to 0 because they will not transmit due to the half-duptastraint.

If instead the candidate link is incompatible with the lirddseady scheduled, it is discarded and it
will not be considered for the rest of the slot as a possibhelickate. Thus its weight; is set to 0.

We point out that step 3c is carried out taking into accounbrgoing transmissions in the net-
work. This step is not distributed and requires global krealgke. However, [34] is subject to the
same requirement, while in the other steps our scheduleiresgless knowledge than the algorithm
in [34].

The computational complexity of the scheduler with respedhe network sizéV depends on
the interference statistics model, which affects step 8&cdmplexity isO(K), since the weights
of the dominant interferers are updated. Steps 3b and 3caaomstant complexity with respect
to N. These operations must be repeated until the queue beconpyg, ¢hus the outer loop is run
O(N) times, leading to a total @D (/N K'). We state thak’ weakly depends oV, and this statement
will be proved in the results section. Thus we approximatéhis analysisk as a constant factor,
independent ofV. Finally, the scheduler must compute the queue size borthe &eginning of the
slot, and this is ai® (V) operation. Therefore the computational complexity isdin@ the network
sizeN.

Since we assume that the scheduler has perfect channehétateation, scheduling errors (that
is to say, some links turn out to have an insufficient SIR) cahappen in our settings.
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(b)

Figure 3.25. A sample regular (a) and random (b) tree topology

3.6.3 Performance Evaluation

We have quantified the performance of our scheduler in a numbeifferent situations. Our
goal was to compare the absolute performance of our propgdeetiuler against some recognized
benchmarks and to explore which factors impact its perfocea

Scenario Description —All our tests have been run on tree topologies composed byréauof
nodes ranging from 16 to 31. For all links, we assume a pathdosportional tal—3-5, whered is the
distance between transmitter and receiver. Additional§ysuperimpose a correlated shadowing term
modeled as in [39], with a variance dfdB and a correlation ato0 m equal t00.6. Moreover, two
classes of topologies have been created. The first typespamds to the regular node deployment
depicted in Fig. 3.25a. In such a case, each nod®lsm away from its next hop, and the tree is
binary and balanced (the difference between the depth otwanyeaves is at most one). Observe
that, even though the nodes’ positions are fixed and regbpresence of the correlated shadowing,
which is introduced in all the investigated topologiespwh us to obtain different values of the path
gain for each topology instance. In the second class of ogpes, nodes are randomly placed in a
1000 m x 1000 m square. A tree topology is generated by means of a spame@@lgorithm which
chooses the closest node to the center of the square as themdallocates children nodes to the
already built tree, with a limit on the node degrees se}.tcAn example is shown in Fig. 3.25b.
Differently from the previous scenario, the tree is no langi@ary and balanced. In spite of these
differences, most of the conclusions we derive for thesedwemarios are quite similar, so we infer
that they are likely to hold true for other cases as well.

Given anN node topology, anV — 1 node topology is created by removing a leaf picked at
random. According to this procedure, given a base tree stimgiof31 nodes (i.e., a full tree where
all leaf nodes have deptl), we generate a sequence of smaller topologies by sucelssimoving
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one leaf, until as few a$6 nodes are left (i.e., exactly one leaf node has ddpthAll the curves
reported in the numerical results are averaged over 30reliffesamples, which ensures adequate
statistical confidence. Where meaningful, 95% confidents\vals are reported.

The performance of our link scheduling algorithm is assbsemeans of the following indices:

e schedule lengththe duration of the schedule produced by the algorithm mimer of slots.

e end-to-end system throughplarr simply throughpuj: the overall amount of net user data de-
livered by the system per unit time.

e fairness index (3" zi)?/ (nY_i_, «7) [40], wheren denotes the number of data flows to
the gateway, and; the throughput of theth flow. By definition, the fairness index is bounded
in [0, 1] and for equal partitioning of bandwidth is equal to 1

To investigate the performance of our algorithm in terms dfeslule length, we assume that
nodes have an integer number of packets in their queues éwhitisl sizes need not be equal) and
the link rates are normalized to 1. All nodes transmit at adfigewer of10 dBm. The goal of the
scheduler is to transfer all data as quickly as possible fitmennodes to the tree root/gateway. |If
not stated otherwise, the interference model emplgys- 2 dominant interferers, the suppression
factor « is 0 and each node initially haspackets in its buffer. The number of dominant interferers
K was chosen to be 2 because for higheperformance improvement was found to be negligible.
Such a lowK strikes a good balance between computational complexdyparformance. Moreover,
especially in random topologies, it is hard to find many grorterferers which generate comparable
interference so that they should all be regarded as domintdahce a highef does not lead to
significant performance improvement in this setting. Thieaseesults will explore the scheduler
performance as a function of network size, SIR thresholdZnd

In addition, the system throughput is analyzed under tiatimffic conditions. Two types of data
traffic are used in the simulations, namely Web and ConstéanR&te (CBR). In the former case,
traffic is modeled as a Web source generating variable sigkefmat variable inter-arrival times.
The packet size is distributed as a truncated Pareto randoi@ble with location 10.3 kB, shape
1.1, and cut off 1500 kB. Packet inter-arrival time is expuialy distributed. In the latter case,
the source produces packets with length equal to 1000 B atstartt average rate of 50 kB/s. The
analysis was carried out by means of Network Simulator 22[nE85]. Note that, since we deal
with physical realism of the interference models, we wiizwithin ns-2 simulation, a more detailed
implementation of the physical level, including in partexuthe additive behavior of the interference.
This means that, according to Section 3.4.1, the packet$ am@&IR above the threshaold, at the
receiver’s side to be correctly decoded.

Numerical Results —The first test compared the time to empty the node queues tordifferent

systems: our proposed scheduler, the optimal link actimatihe protocol model and the physical-
model based scheduler by Brtral. [34]. The scheduler by Braat al. is the present benchmark for
scheduling based on the physical model. The protocol medeiplemented as in [34]; that is to say,
whenever a tagged link is activated, it silences all othésliwhose transmitter or receiver lie inside
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Figure 3.26. Performance comparison for the regular topologigs,= 2.5 dB, K = 2

the interference radius to the tagged link receiver. Olestrat, whereas our proposed scheduler and
also the one by Braagt al. mandatorily verify the feasibility condition for the SIRibg aboveA for
each activated link, the protocol model, which performd arsapproximate computation of the in-
terference, may instead obtain infeasible link activapatterns. When this happens, we assume that
an ideal ARQ recovery mechanism is available, which meaaisttte erroneous packets are always
detected and immediately (i.e., without delay) notifiedhat transmitter, which can retransmit them
already in the next time slot. This is clearly an optimistss@mption, so the behavior of the proto-
col model is overestimated; actually, in practical envinemts, a realistic error recovery mechanism
would imply an even worse performance.

The optimal link activation sequence is found by means obdraestive search over all possible
schedules that are feasible under the physical model.

Figs. 3.26 and 3.27 report the results for the regular andamantopologies, respectively. They
show the ratio between the lengths of the schedules com|ytelde different approaches and the
optimal schedule length. Note that all of the approachegaelan approximately linearly increasing
schedule length in the number of nodes, but with differeapes, that is to say the heights of the
curves in Figs. 3.26-3.27 (which is the most interestingeaspas it tells us also how the scheduling
algorithms scale with the network size). First of all, theveurelative to our scheduler with queue
bonus is usually withinl.1. This means that our schedule is about 10% longer than thmalpt
one (and often less than that). This is a non-trivial resiltce there is no easy way to predict the
performance of our scheduler, which could have been anybetween the lower bound and the
protocol model. This fact points out that our algorithm camniess the potential spatial reuse and
achieve results which are very close to the optimal schegulMoreover, the performance of the
algorithm by Braret al. is 20% worse than the optimal schedule. Therefore, we aee tabhalve
the gap with the lower bound, and we can often do better. émtally, Braret al. proved that the
performance of their algorithm was within a constant miittggive factor from the optimal schedule.
This is confirmed by our graphs. Finally, the protocol modatfgrms rather poorly, because of the
low degree of spatial reuse.
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Similar reasoning can be applied to Fig. 3.27, where theaantbpology case is considered.
Again, our scheduler’s curve is very close to the optimaigyahnd thus confirms the adaptability of
our method to realistic topologies. In this situation, thgoathm by Braret al. does not significantly
improve its performance over the previous case, while weagmh the lower bound more tightly.

Fig. 3.28 compares the performance of the optimum link atitwm sequence and our scheduler
when the target SIR is changed, in the regular topology d&semote that the curve corresponding to
our scheme remains close to the optimal one for all the SIRegal This shows that our approach is
robust to the SIR choice. The schedule length increasesaviipher SIR because the lower tolerable
level of interference decreases the spatial reuse.

A key issue for our scheduler is the determination of the miumh number of dominant interferers
used by the interference model necessary for satisfacterfpnomnance. It is reasonable to expect
that the more the dominant interferers, the better the sgtbegderformance because the interference
model becomes more accurate. However, the computationgdlegity increases. Fig. 3.29 explores
this tradeoff for the regular topology when the queue sizeubds set to zero. This bonus has been
removed in this context because we want to study the influehtte interference model accuracy in
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Figure 3.29. Dependence on the number of dominant interferers, for eegiabove) and random (below)
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isolation. The queue size bonus can mask the different itaand so it has been turned off for these
experiments. Therefore, the curves here do not extend thabse previous graphs (e.g., Fig. 3.26
or 3.27). First of all, the mixture modek{ > 0) yields non negligible improvement over the single
mode model i = 0) only for rather large networks (at least 20 nodes). Thearésthe following:

as pointed out in [13], the Gaussian mixture model works wlen there are a few nodes whose
power received by a certain terminal is larger than all tie o the combined interference. When
the nodes are few (less than 20) they are usually confined ina#l area, and the range of powers
received at any point in the tree from all the nodes is withie order of magnitude. Thus, the final
interference is not multimodal, but can be already predidgarly well by a simpler single-mode
Gaussian estimator. However, for larger networks dispkirsa wider region, the ratio of the powers
between two interferers may become significantly large &sdlt in some noticeable performance
difference. This is only partially captured by the averageeslule length. In fact, due to the choice
of a tree topology, the main bottleneck of the delivery istife@ root, which is independent of the
interference evaluation. Thus, also other quantities sagckthe second order moments should be
considered. In any case, the reported difference is abelit%. Also note thatK is quite low,
because no significant performance improvements can bevachwith higherk. Actually, the
curves forK > 3 are not plotted because they are almost indistinguishabla the cases’ = 2.
The graphs suggest that the dependend& oh the network size is weak. We conjecture that it is in
fact sublinear, but further investigation is still neededtie area. Finally, observe also that the slope
of the curves changes, thus we infer that for larger netwtitksgap would increase, which is also
confirmed by preliminary results.

We have also explored how the scheduler performance chavigmsthe queue size is modified.
In particular, all our previous simulations consideredralties to be equally backlogged. We have
tested two more scenarios: in the former case, the nodesrdtmghe root have a longer queue than
the leaves, and vice versa for the latter. In the first casedheduler length is on average shorter (the
packets are closer to the root) and the opposite happens lattar case. But no matter what the load
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Figure 3.31. Performance of our scheduler for different values of thepsegsion factory.

distribution could be, the gap between the optimal schaduind our system is always in the order
of 10% as in the previous cases. Therefore our schedulebistto the backlog location.

So far we have proved that our system offers excellent pedoce compared to the optimal
scheduler and [34]. We complete our study by an analysisio$cheduler performance with realistic
traffic sources, CBR and Web by means of n&42 addition, further insight about the dependence
of the scheduler behavior with respect to its fairness patarn has been sought. In Fig. 3.30 we
have studied the system throughput as the tree size is setdeom 8 to 15 nodes. We note that
the throughput already saturates at 15 nodes, so we havealgzed larger networks. Each link has
a data rate of MB/s, and the maximum possible capacity in the tree topoisggxactly 1 MB/s,
because only one of all the links that go into the root can ligeaper slot. Our scheduler achieves
around 45% of this value, which is a significant result coasidy the interference and topology
constraints. As can be seen, when the network becomes atledpi.e., the number of nodes is
greater than or equal to 11, the overall throughput achievithd the Web source is slightly higher

We point out that for web-browsing, UDP has been used asgoangrotocol, because TCP excessively influences the
system performance and its impact on protocol activity waancel many of the phenomena we are interested in.
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than that with CBR. This is mainly due to the fact that flows exignce random bursty arrivals of
packets followed by periods of inactivity. Therefore, ityrteppen that not all flows are active at the
same time and traffic experiences a better statistical pheiing. Fig. 3.31 shows the throughput in
overload conditions versus the fairness index while chantfie suppression factar. We note that
there is a tradeoff between the two. This is due to the fattthana is large (close to 1) all nodes are
eligible to be scheduled. This implies that those link attons that enjoy a high spatial reuse may be
used very often, and thus the throughput will eventuallydfiétnHowever, this also favors those nodes
whose interference is inherently low because of their sitTherefore the fairness index will drop.
It is also evident that CBR traffic is more affected &y We believe that this fact is due to the time
distribution of the packet arrivals: Web traffic is burstpdathus terminals in unfavorable positions
just have to wait for some traffic to be delivered before hauthreir chance to transmit. On the other
hand, CBR will keep busy those nodes in low interferencetions, and thus the fairness-throughput
curve will be shifted toward the low-right corner of Fig. 3.3Incidentally, we observe that when
no constraints on node selection are imposed=( 1) the system fairness is nonetheless acceptable
(0.65). On the other hand, the ratio between the maximum andnum saturation throughput is
0.78. This means that even when the candidate selectiorids (gt = 0) the achieved throughput
is still a significant fraction of its best possible value.ride the scheduler achieves simultaneously
high fairness and throughput. Moreover, it is really pdssib trade off the two quantities (the curve
is smooth and there is no sudden change as the suppressiondaanges) and thus is a design
parameter that can be tuned to achieve a desired point imatiedff curve. All these observations
and findings lead us to concluding that the proposed scheduliexible and can perform well in a
wide range of scenarios.

3.6.4 Discussion

We have proposed a high performance centralized schedulewifeless multi-hop networks
based on the physical interference model, rather than titeqol model. The scheduler low compu-
tational complexity model makes it attractive for thesenmeks, due to its robustnes to some impor-
tant parameters (like the backlog distribution throughtbetnodes) and to the ability to outperform
state-of-the-art schedulers. In some cases, the gap witidforetical optimum is halved.

3.7 Chapter Conclusions

The first part of this Chapter dealt with carrier sense for Nllisld hoc networks. The performance
of the proposed CS mechanism has been studied as a functsmmef design parameters (like the
training sequence length) as well as some environment tonsli(SNR, traffic load). We have shown
in which scenarios the system works well and also suggestptbivements on the present version.

We have analyzed how a simple Gaussian model can be useihtatesthe interference behavior
in a wireless ad hoc network for carrier sense thresholdropdition. A Gaussian mixture model can
correctly predict the network behavior and enable a quidkrapation of the network parameters in



3.8. Acknowledgments 107

a static setting (i.e., the node placements and path lossésmawn). Moreover, whenever the carrier
sense threshold has to be adjusted dynamically, we havenstinanalysis and simulation) that it
depends linearly on the generalized node density defin@d/&s', whereN is the number of nodes
in the networky is the path loss coefficient ariélis the network radius. We exploit this relationship
by building a simple, fully distributed and effective algbm for CS adaptation, that offers significant
advantages over conventional IEEE 802.11 and is compeetitith the state-of-the-art CS adaptation
algorithm in [9]. Our future work will study the interactidretween transmission power control and
CS tuning and the performance evaluation of our system wheniitant parameters such as the path
loss coefficient are incorrectly estimated.

Finally, also the field of mesh scheduling can benefit fromptaposed carrier sense model. It
is possible to design a high performance centralized sdéeftr wireless multi-hop networks based
on the physical interference model, rather than the prétocalel. The scheduler is based on a low
complexity model for aggregate mutual interference betweses, whose complexity is linear with
the network size. We have evaluated the robustness of oarithligy with respect to some important
system parameters (detection SIR and backlog distributidhe network) and we have shed some
light on the dependence of the scheduler’'s performance e £f its parameters (number of domi-
nant interferers or suppression factor). We are also aldetiperform other proposed models which
represent the benchmark for computationally efficient saptal-model based schedulers, achieving a
gain larger thars0% in approaching the theoretical optimum.

Our future work will study the relaxation of some assumgigfor instance the perfect channel
state information assumption). Moreover we are workingatala distributed version of our algo-
rithm, for which problems like disseminating informatioboait queue sizes, obtaining the status of
the dominant interferers or coping with imperfect chantatesestimates in the previous slot must be
solved.
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4.1 Introduction

One of the main design issues in multi-hop wireless netwiwrkietermining the number of hops
between the source of information and the final destinatidn For a given transmission power,
a smaller hopping distance results in a larger receivedasigrinterference-and-noise-ratio (SINR),
which implies more reliability and/or a higher transmissiate over a single hop. However, as argued
in [1], this does not necessarily translate to an end-topamtbrmance benefit, e.g., in terms of delay:
each node that is added between the source of informatiotharfihal destination is also the cause
of additional delay, since a packet has to be decoded, edcani@ wait in the queue, before it is
transmitted to the next node. Moreover, if the intermedraddes can transmit only one at a time,
e.g., to avoid intra-route interference, the throughpwhnsuffer as well. Along the line of thought
in [2], a meaningful performance analysis and the design wfithop ad hoc networks should be
carried out with end-to-end constraints on delay and riilialn mind.

To date, excluding the literature on capacity scaling lag]svje can divide the work on multi-hop
networks into two categories. In the first one [4—8] (see @wiew paper [9] for a comprehensive list
of references), a snapshot of the multi-hop network, i.single hop of a typical route, is considered,
with the implicit assumption that the destination lies afirdimite distance from its source. Single-
hop metrics are devised and evaluated, that are related éofermpance benefit at the end-to-end
level. Such metrics include: the expected progress, he.ptoduct (packet success probability)
(hop length), for a given spatial density of transmitter&ich reflects the trade-off outlined in the
previous paragraph [4]; the transmission capacity, e maximum density of transmitters allowed
under a constraint on the success probability, for a givemlbogth [6]; and the spatial density of
progress [7], i.e., the product (spatial density of sudckssansmissions)x (hop length) which is
a logical combination of the previous two metrics. A cenassumption in these papers is that the
transmitters constitute a Poisson random process in tine piehis allows a precise characterization
of the SINR statistics, hence the derivation of analytieslutts that demonstrate the effect of the
channel (fading, interference and noise) and various phlkiyer parameters on the above network-
wide metrics.

The second body of work [10-13] is, in a sense, complemeitettye first. A well defined route
is considered, where the distance to the final destinatiahtla® number of intermediate nodes, or
relays are specified. However, the impact of interference froneotransmissions in the network is
ignored. Assuming a channel model with path-loss, fadirdyrawise, and no delay constraints, [11,
12] tackle the capacity-like problem of determining the-¢mend rate, i.e., the minimum achievable
rate over all hops, when a TDMA-access protocol is employsiternatively, under a given delay
constraint, [13] determines the number of hops and the Haieation among them, such that the total
power consumption is minimized. A similar problem is studie [10], under an end-to-end success
probability requirement.

Our work bridges the aforementioned research directiorescolisider a random Poisson network
with finite-distance, mutually interfering routes. To acumlate the randomness in the delivery of a
packet over each hop, nodes are equipped with queues. Asesiingtlayer protocol is assumed,
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Table 4.1. Commonly used symbols

‘ Symbol ‘ Meaning
P source MAP
PR relay MAP
DA probability of new packet arrival at the source
A density of sources
Dn success probability at theé™ hop
Tn distance of*" relay from its source

where, if a packet is not received correctly by a node, it tearesmitted by the previous node in
the route at the next available opportunity. Central to cualysis is the derivation of conditions
such that the node queues are stable, i.e., their lengthaimdsmounded over time and, as a result,
the delay over a typical route is finite. Using an outage mdolethe packet success probability,
we analytically evaluate the mean end-to-end delay, as agethe route/network throughput, and
determine the answers to the following questions: whatre@timber of relays and their placements
that minimize the delay; what MAP or traffic control must bdéoeoed on the sources such that the
delay remains finite, irrespective of the relay placemend, dinally, what is the impact of shifting
the relays from their optimal positions. In face of simpiify model assumptions, we would like to
emphasize that the contribution of this work is for the mast pnalytical, with the intent of providing
design insights for practical multi-hop networks. A sintalas set up to verify the findings resulting
from our model.

The rest of this Chapter is organized as follows. The systadeiis described in Section 4.2,
and Section 4.3 includes our analysis. Numerical exampidssanulation results are presented in
Section 4.3.3 and Section 4.4, respectively. Our conahgsize summarized in Section 4.5. A list of
symbols commonly used throughout the Chapter is given iteTlab

4.2 System model

4.2.1 Network setting

We consider a network composed by an infinite numbeowatesor flowson an infinite plane (see
Fig. 4.1). Each route comprises a source, a destinatiorsetrdieR, and N — 1 relays on the line
defined by the source-destination pair. We refer to soureésys or destinations indiscriminately as

nodes The distance of the'" relay,n = 1,..., N — 1, from its source is the same for all routes and
denoted by, (with a slight abuse of notatiomy = 0 andry = R). The length of thex'" hop in the
route is therefore,, —r,_1, n =1,..., N. A typical N-hop route is shown in Fig. 4.2.

Each node has an infinite queue, where packets that are eddeom the previous node in the
route can be stored in a first-in, first-out fashion. The spuia particular, is not preceded by a
node and “receives” a packet from an upper layer of the pob&tack everyV slots with probability
pa (Whenps = 1, the source is backlogged). Time is divided into packetssdotd the following
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Figure 4.1. A two-hop random network. So stands for source, Re for refaye for destination. Note
that the relay is not necessarily placed in the middle betwssrirce and destination.

TDMA/ALOHA synchronous protocol is observed: the nodes iatathcer,, from their source are
allowed to transmit a packet, with a certain probabilitylyoat timesn + mN, m € N, i.e., the
sources at slot8, N,2N, ..., the1® relays at slotd,1 + N,1 + 2N, ... and so on. A packet is
received successfully by a node in the route, if the SIR ihs$ha is above a target threshold. If it is
not, the transmitting node is informed via an ideal feedlEEnnel and the packet remains at the head
of its queue, at least for the nexf slots, until its turn to attempt a retransmission. For sioily]

we assume that, upon the assigned TDMA slot, a source tremsvith probabilityp (p-persistent
sources) and a relay with probabilibg (pr-persistent relays). Note that the main characteristic of
the protocol is that intra-route interference is avoidgdhéving all other nodes be silent when a given
node in the route is transmitting. Since we are focusing ateowith only a few hops, permitting
intra-route spatial reuse would only yield a marginal perfance benefit, at the price of increased
complexity [12]. Moreover, we consider relays that do nategate traffic, i.e., their sole function is
to forward the packets toward their final destination.

We assume that the network topology is such that, in evetytsle locations of the sources are
drawn independently according to a spatially homogeneoissén process of intensity[6, 7] and
the orientation of each destination with respect to its s®ig changed randomly. These assumptions
ensure that the interference levels encountered overreliffdnops/slots are randomized and will be
discussed at greater length in Section 4.4.
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1
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Figure 4.2. An N-hop route.

4.2.2 Physical layer

The channel between any two nodes at distanaecludes Rayleigh fading and path-loss ac-
cording to the law-—?, whereb > 2 is the path-loss exponent. All nodes have the same transmit
power, which is normalized to one. In order to place emphasibe interactions between the desired
and interfering signals, we consider an interferencetéithisetting, i.e., thermal noise is considered
negligible and disregarded. The SIR at the receiver ofitherode of a given route is

Ap(ry —rp_1)™

ZteTn,l Atdt_b 7
where A,, is the fading coefficient between ttie — 1) and then'" node and exponentially dis-
tributed with unit mean7,,_; is the set of interfering nodes at th&" hop; d; is the distance between
the interfering node and then'" node of the chosen route ard is the respective fading coefficient.

We assume that a packet is successfully received when thésSiBove a target threshottl

We can then define the probability of successful packet terepy then'" node,p,,, over different
fading and network realizations, as = P(SIR,, > #). Under the network model described in the
previous section7,,_; can be considered as a Poisson process of interfering nattedemsity\,, ;.

SIR,, =

Using the result in [7], we have that

pp = e Mnmtelm=ra)® Ly 1 9 N, (4.1)
wherec is a physical layer dependent constant given by
c=T1+o)I'1 — a)nb?, (4.2)

with o = 2/b as thestability exponenf4]. Eqg. (4.1) is the starting point of the analysis presdrite
Section 4.3.

4.2.3 Network metrics

Our metric of interest is the mean end-to-end delgyi.e., the mean total time (in slots) that it
takes a packet to travel from the source to the destinatiantypical route. Ignoring propagation
times, D is the sum of the meawaiting timesandservice timeslong the queues of the route. The
waiting time at a given node is measured starting from the emam packet arrives at that node’s

1This implies that the receiver regards all interferenceaisenand no interference cancellation or multi-user ditect
techniques are employed.
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queue, till it becomes the head-of-line packet, i.e., atlkess in front of it have been successfully
transmitted to the next node. The service time is measumd the moment a packet reaches the
head of the queue, till it is successfully received by thet nexle. Mathematically,

N-1
D= " (Qu+ Hy), (4.3)
n=0

where@,,, H, stand for mean waiting and service times at nagdeespectively. Note that, if the
sources are backlogged, it is only meaningful to talk abodtte-end delay for a packet at the head
of the source queue. Hence, only a mean service Hines defined at the source queue.

In addition to the delay, we are interested in evaluatingRbete Throughput (RT), defined as the
expected number of packets successfully delivered to thind¢ion per slot, over a typical route. At
the network level, a metric of interest is the Network Thriopigt (NT) [7], defined a&'T = ART.

4.3 Analysis

We begin our analysis by evaluating, given the packet success probabilitigs,}. The sec-
ond part and third part of this section are devoted to theuetian of these probabilities and the
presentation of numerical examples, respectively.

4.3.1 Queueing analysis

The mean waiting and service times at a given node are fursctibthe packet arrival and depar-
ture probabilities to and from that node. Assume that thecgsuare backlogged and we are looking
at the queue of the® relay. A packet arrival occurs at the end of stelV, with probabilityp; = pp;.
Provided that the queue is not empty, at the beginning ofistoin NV, a packet departs from the head
of the queue with probabilitpo = prp-. This procedure is repeated aftErslots.

The queue of the relay is modelled as a Random Walk [14, 15hsw/Istate is the number of
packets in the queue at the end of steiv. The queue is stable only when < po. Under this
requirement, the transition probability from statéo statek + 1, £ > 1, isp;(1 — po), while it is
po(1 — pr) from statek + 1 to statek, for £ > 0. Since in staté the queue is empty, the transition
probability from state) to statel is simplyp;. The steady state probability of being in st&tery, is

M= ——pF g, k> 1, (4.4)
po(1 —pr)
where
mo=1- 2L (4.5)
PO
and
_ pr(1 = po)
po(1 —pr)

Note that the relay queue is non-empty with probabiitypo.
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The mean waiting time at the'* relay, Q1, can be computed by Little’s theorem, as the average

queue size, excluding the head-of-line packet, dividedheydrrival rate [14], in this casg;/N
Using (4.4), the average queue size is found to be

+o00 p2 1—]9
Sk~ 1ym, = 2L 12RO
1 boPro —Pp1

therefore,

1-—
0y = NPL P1 Po
popo —Pp1
It is also straightforward to show that the service time Far head-of-line packet is

N
Hi=——N+1,
po

so the total time in the queue of th¥ relay is

- N
Qi +H = NEL-ZPO L N
bpoPo —Pr PO

1_
- NPl N (4.6)
Po —Pr1

If the queue at thest relay is stable, i.epp; < prp2, the packet arrival probability to thzd relay
is the probability that the former is not empty, multiplied fzp-, i.e.

pp1 B
—— " PRP2 = Pp1-
PRP2

Itis clear that, as long as each queue is stable, the packetl grobability to all relay queues jg
From (4.3) and (4.6)D is computed as

— Pp1
+ N — N(N —1). 4.7
Z 5 PRPn — PP1 ( )

If the sources are not backlogged, then, provided that @lgs are stable (including the source
gueue), the packet arrival probability to all queues 4915]. The delay is

N
- 1
D=N—P4 NS _2TPA NN 1) (4.8)
pp1 — PA —9 PRPn — PA

The RT can be computed as follows: evéyyslots, a packet is received by the final destination
with probability pp; (pa for non-backlogged sources). Hence,

. 4.9
B opa<l 49
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4.3.2 Evaluation of packet success probabilities

Assume that the network operation starts at some arbitiamy, twith an arbitrary number of
packets in each queue. Since transmissions interfere &ith ether, the evolutions of different
queues are coupled and a study of the network dynamics apjpiactable. Similarly to [16], the
symmetry and randomness present in our model allow us tg ghedhetwork in a stationary regime,
where a packet success at 8 hop of the typical route occurs with probability,, which depends
on the average interference environment, yet it is indegeindf time and location.

In order to ensure that the length of any queue remains baduimdéme, we take a worst-case
interference scenario, where all nodes in the correspgnsgliot are assumed to have a packet to
transmit, anddemandthat the packet arrival probability is smaller than the Hisy lower bound
of the packet departure probability. This is a sufficientdibon for the underlying Markov chain
describing the queue occupancy to be positive recurreit [Aifder this condition, we derive fixed-
point equations that provide solutions for the packet ssEpeobabilities.

The following lemmas will be useful in the subsequent arialgad are stated without proof.

Lemma 1. The functionf(z) = ze®, z € R, is continuous, with a unique minimufy = —e~! at

z, = —1.

Lemma 2. The equationy = ze®, y € [—e~!,0], has two solutionsy, < —1 < z; < 0. The largest
of the two is given by; = W (y), whereW (y), y > —e~!, is known as the Lambert function.

We consider the backlogged and non-backlogged source segarstely.

Backlogged sources

As a starting point, assume that = 2 andpr = 1. Recalling (4.1), the success probability in
the 15 hop is given by

P = e~ Noert — ef)‘pcrrf, 0<r <R. (4.10)

As a worst-case interference scenario, consider that, ¢thstats, all the relays have non-empty
2

queues. A lower bound to the success probability on2tiehop is thereforg, = e A(i-r1)
A sufficient condition for the stability of the relay queuss i

pp1 < Ph
pe_Apcr% < e relB-r)? (4.11)

In the special case wherg = 0, i.e., the relay is placed arbitrarily close to the sourdel X) reduces
top < e’ Also, if p = 1, it is seen that (4.11) holds, if and onlysif > R/2, i.e., the relay
is placed closer to the destination than the source.rfFor 0 and general values @f we have the
following proposition.

Proposition 1. Letr, € [R/2, R] be such that
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)\C(R—To)z _ a1

2 —
Acrge e,

with r, £ R, if there is no solution to the equation. Then, for any= (0,7,], (4.11) is satisfied if

W(—Acr%e_AC(R—HV) N
)\cr% N

while, for anyr; € (r,, R], it is satisfied for allp.

p<— (), (4.12)

Proof. Multiplying both sides of (4.11) by-\cr?, we have

_Aper? Ae(R—r)?
“Aeprie™ T > \erfem MR

f(=Aepr?) > —g(r1), (4.13)

whereg(r) £ Acr2e=*<(B=m)* 1 ¢ [0, R], is a continuous and strictly increasing functionref
with a maximum valug/(R) = AcR2. If g(R) > e~ ! or, equivalently,R > 1/v/Ace, theng(r, ) takes
the valuee~! for somer; = r,, i.e.,g(r,) = e~!. The distance, is always greater than or equal to
R/2, a fact that we can prove with the help of Lemma 1:

g(R/2) = Ae(R/2)%e M WD* < o7l = g(r,),

orr, > R/2, with the equality occurring wheR = 2/v/Ac. On the other hand, iR < 1/v/Ace,
then,g(r1) < e~! forall r; € [0, R], in which case we define, = R.

According to Lemma 1, the minimum value ¢f—Acpr?) is fo = —e . If r; > r,, then
—g(r1) < —e~! = fo, so0 (4.13) holds for any. On the other hand, if; < r, or —g(r1) > —e™ !,
then, according to Lemma 2, the equatipf-Acpr?) = —g(r;) has two solutiong:; = —Aep™Mr?
andz, = —Acp®r?, of which the former is obtained by the Lambert functiwhich, when applied
to both sides of (4.13), yields

“Aepri > W(=g(r1))
W(—Acr%e_)‘c(R_”)z)

_ —
P )\C’I“% p(ry).

O

Note that (4.13) is satisfied for all € [0, p!)) U (p?), +-00). However, from a practical stand-
point, such as energy consumption, the subset of largeevalfp can be discarded.

For a given relay position, Proposition 1 provides a limiposuch that the relay queue is guaran-
teed to be stable. However, it does not take into accountittetiaty is a probability, i.ep € [0, 1].
The following lemma addresses the question whehié(r, ) in (4.12) is greater than unity.

Lemma 3. The functiorp () is strictly increasing in-;. If R € (0, \/%] ,thenpM (R/2) = 1. If

R> % thenp((ry) < 1, forry € (0,7,).

2Note that the two solutions coincidesat = r,.
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Proof. Using the propertyV (y)e" @) = 5, p(M (1) can be rewritten as

—/\c(R—rl)z)
)

p(l) (""1) _ e—)xc(R—rl)Q—W(—)\crfe

which is strictly increasing iny, sinceWW (y) is strictly increasing iny. Settingp™)(r;) equal to
unity, we have

W(—Acr%e_)‘c(R_”)Q) = —)\C’I“%
—Acr%e‘AC(R_T1)2 —)\cr%e_kc’"%
R
T = 5 .

By the definition of the Lambert function, the first equalignconly be valid whercr? < 1. Since
the equality occurs at; = R/2, it can only hold wherR < 2/v/Ac.
On the other hand, iR > 2/+/\c, note that

! (A o) Z e
= e Ae) < e Vie) =e " = g(r,),
g ( ﬂ_) 9(r0)

or, equivalently,r, > 1/v/Ac. Since the maximum value ofV) (r1) is p(V(r,) = 1/(Aery)?, it
follows thatp(!) (ry) < 1, for r; € (0,7,).

O

Lemma 3 determines the range®ffor which, placing the relay closer to the destination than t
the source is sufficient for the stability of the relay quetlredependently of the value of

If (4.11) is satisfied, we are guaranteed that is smaller than theactual packet success proba-
bility in the 2" hop, p,. According to the queueing analysis in Section 4.3.1, tiodability that the
typical relay queue is not empty at the end of an even slotisih; /p2. The density of active relays
at the2"? hop is therefore\; = \pp; /p2. From (4.1), we obtain

py = ¢ Vpz ARTTD?, (4.14)
This fixed-point equation with respect o can also be written in the form
A R—1r)?
I (—%) = —\ppre(R —rp)°. (4.15)

Lemma 1 dictates that (4.15) has two solutions, as longpasc(R — r1)? < e~ 1. This is obviously
satisfied when; = R. Forr; < R, multiplying both sides by\c(R — r1)?, it is easy to see that
(4.11) becomes

Appic(R — 7"1)2 < Ae(R — 7”1)26_)‘6(}%_’"1)2 <e L

Once again, applying the Lambert function to (4.15) givesdasirable solution fgs, 3

31t can be verified that the other solution fer is decreasing with, and therefore is ignored.
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—Appic(R —rq)?
W (=Appic(R —71)?)
_ eW(—)\ppw(R—?“l)Q)’ (4.16)

b2

where we have once more used the prop@rify)e"’ ) = y, to derive the second equality.
If pr < 1, (4.11) is modified as

pe e < ppe—ApRe(R—11)* (4.17)

Note that, if (4.17) is satisfied, the packet success prdibalsi the 2°4 hop is still given by (4.14).
This is because the probability that a relay is actime,/(prp2) - pr = pp1/p2 - and thus the
interfering relay density - is unchanged. The effectpgf < 1 on the delay performance is not
apparentpr appears in the denominator of (4.7), which is potentiallyrideental. However, as seen
from (4.17),pr < 1 may also result in a larger range of acceptable valueg faver which the
delay can be minimized. The effectpf < 1 on the delay performance is examined via a numerical
example in the next section.

WhenN > 2, sufficient conditions for the stability of all relay quews® obtained by demanding
thatpp, is smaller than the worst-case success probability at'théop, i.e.,

pe_)\pcr% < e—>\C(7"n_7"n71)27 n = 27 R ’N. (418)

If these conditions are satisfied, the active relay dengithen'™ hop is\,_1 = App1/pn. This,
together with (4.1), yields

2

P = & Nkl (4.19)

Similarly to (4.16), the solution to the above equation is

—App1c(rn — ra1)?
W (=App1c(rn, — Tn—1)?)
eW(—)\pp1C(7“n—T'n—1)2). (4.20)

Since{p,,} are decreasing functions of the respective hop lengths— r,_1}, the question is
raised if there is an optimal relay placement, that minimi2e The following lemma addresses this
issue.

Lemma 4. The mean end-to-end delay in (4.7) is minimized when Bdps. ., N are equidistant.

Proof. Suppose, thereforepy, are fixed. Definingu(r,, — 1) = (pn — pp1)~*, D is minimized
overry, if h'(rp, —rn—1) = h'(rp41 — ). Sinceh’(+) is strictly increasing in its argument (the proof
of which we omit), it follows that,, — r,, 1 = rp41 —rp, forn=2,... . N. O
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Non-backlogged sourcesp(y < 1)

Assume thap = pr = 1 and N = 2. Assuming again a worst-case interference scenario, where
all sources and relays are active, we have

pll — e—)\cr%
p/2 _ e—)\c(R—m)2
Given a relay placement € [0, R], a sufficient condition for stability is

—Acmax{ry,R—r1}?

pa<e )

from which it is seen that4 cannot take values larger than*<(®/2)*  Conversely, for a givep,
the acceptable range of relay positions is

logpa /| logpa
R_+/— _
pYe << Ac

Following the steps of the backlogged source case, the ssigmebabilities in thast and 24

hops are given by

—)\pAcr%
p1 T e 2
W(=Apacri)
—Apac(R —rq)?
= . 4.21
P2 = W Apac(R— 1)) .2

The extension of the above resultsXo> 2 is straightforward. Using the same approach as in
Lemma 4, we can show th&? in (4.8) is minimized wherall hops are equidistant. Finally, similar
observations to the backlogged source case hold for thet effe, p 4 < 1 on the delay performance.

4.3.3 Examples

Unless otherwise stated] = 2, p = pr = 1, A = 4 x 10~* nodesi?, § = 6 dB andb = 4. Note
that any choice of parameters that yields the same valug&° (the average number of sources in
a circle centered at the typical source with radit)deads to the same numerical results.

We first explore the impact of the number of hops on the perdmice, for backlogged sources.
In Figs. 4.3 and 4.4, the minimum delay - over all possiblayglositions - and the respective NT
are plotted vs.R, for different numbers of hops. We note that there is an agtinumber of hops
for eachR which minimizes delay and maximizes NT simultaneously. &bwer, reproducing these
plots for different values of the produst reveals that the distance between switching points (values
of R for which N and N + 1 hops yield the same delay) is proportionalltb,/\c; this agrees with
the intuition that increasing the network density or makilng SIR constraint tighter requires more
hops in order to minimize the delay, for a givén Another observation is that the lower envelope of
the delay curves is approximately linear. A similar conidaogs reached in [18], regarding the time
it takes for a path to form between the source and the deistmiaita dynamic connectivity network.
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Figure 4.3. Dvs. R, for N = 1,2,...,7 hops and backlogged sources=£ pr = 1). For eachR, D is
minimized over all relay placements.
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Figure 4.4. NT vs.R, for N = 1,2, ..., 7 hops and backlogged sources= pr = 1).

Enforcing a MAPp at the source angly at the relay introduces two more parameters over which
the delay can be optimized - see (4.7). In Fig. 4.5, the dedayinimized over various subsets of
{r1,p,pr} and plotted vs.R, for a two-hop network. Note that, jointly optimizing overandry,
than simply over, yields a benefit folR ~ 35m. This is also roughly the distance at which three-hop
routing results in smaller delay than two-hop routing when 1 (Fig. 4.3). Moreover, the effect of
optimizing overp i does not become significant except for larger distancesdélag for a single-hop
network is also shown for comparison; it is seen that opiimgioverp reduces the performance gap
between single-hop and two-hop routing significantly. Adtgively, while the single-hop strategy is
simple from a routing perspective, its delay performanceanhigh degree of sensitivity to the choice
of p.

Figs. 4.6 and 4.7 demonstrate the sensitivity of a two-hogklogged network to imperfect
choices ofry or p. In Fig. 4.6, the delay is plotted vs:, for p = 1. As expected, there exists a
relay placementr{ ~ 13 m), for which the success probabilitigs andp, can be optimally adjusted
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Figure 4.5. D vs. R for optimized/non-optimized MAP and backlogged sources.
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Figure 4.6. D vs.r; for backlogged sourcesN = 2,p = pr = 1, R = 20 m).

to minimize (4.7). Below this critical value, as — R/2, the differencep, — p; tends to zero and
the queueing delay becomes infinite. On the other hand, as R, thenp, — 1 and the service time
at the sourcéd, dominates the delay performance. Fig. 4.6 indicates thayld it not be possible
to have a relay at the optimal position, it is preferable tecteone that lies closer to the destination
than to the source, as the delay penalty is far smaller in tsiectse.

In Fig. 4.7, we sek = 30 m and plot the delay v for different relay positions. The minimum
delay is achieved fop = 1 andr; = 17 m. Placing the relay below the half-pointiat = 9R /20,
imposes a limit on the acceptable valuesppfgiven by Proposition 1; ip approaches this limit,
the delay can quickly become worse than that of a single-gsfes. When; = 2R/3 > R/2,
similarly to Fig. 4.6, the delay is quite insensitive to tlaue ofp.

The non-backlogged source scenario is examined in Figsaddd4.9. Fig. 4.8 presents the

dependence of the delay o, for different arrival probabilities 4. The minimum delay, irrespective
of p4, is achieved at; = R/2, as predicted in Section 4.3.2. It is also intuitive thathestraffic load
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Figure 4.7. D vs.p, for different relay placements and backlogged sourpgs=£ 1, R = 30 m).
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Figure 4.8. D vs. ry, for different percentages of the maximum allowable(N = 2, p = pr = 1,
R =20m).

increases, the delay becomes more sensitive to relay gosisiway from the half point. In Fig. 4.9,
we obtain the number of hops that minimizes the delay, asaifmof R. The curve marked a$)0%
shows the number of hops that maximizes the minimum RT vdlakrenders the queues unstable.
Each of the other curves shows the optimal hop count for angR/E requirement, as a percentage
of this maximizing value. We observe that, for a givBna smaller number of hops is required to
minimize the delay as the throughput requirement is relaxed

4.4 Simulation Results

A network simulator was constructed in MATLAB, in order torig our analytical results. A
number of routes were scattered uniformly ovei880 x 1800 m? square. In order to minimize the
impact of edge effects, metrics were collected only for thees whose source was situated inside
an inner square of sid€h00m. In every slot, the positions of the sources in the inner sxaad the
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Figure 4.10. Comparison of theoretical and simulated packet succedsghitities for a two-hop network
and backlogged sourceg£ = 1, r = 0.6R).

outer square annulus, as well as the orientation of thetirgg®ns, were randomly generated. This
mimicked the assumption of a new network realization inysg#at, while allowing us to keep track of
the queue evolutions of the inner routes and compute thierséay packet success probabilities. The
simulator was run for a sufficient number of slots to guaram@téequate statistical confidence (99%
confidence intervals are shown) and the main parameters/aleee) = 4 x 107%, § = 6 dB, b = 4.

Figs. 4.10 and 4.11 show the packet success probabilitiestieo-hop and a three-hop network,
respectively, as functions d?. The sources are backlogged and the relay distances frosothiee
are fixed fractions of?. It can be seen that the simulation results and the theateties, given by
(4.16) and (4.20), are in good agreement. Fig. 4.11 alsaiditiplverifies the fact that, under stable
operation, the arrival rate to the second relayis

Fig. 4.12 shows simulation results for the packet succestsailities in a two-hop network with
non-backlogged sources whenandp (= pr) are varied, to confirm the theoretical results given by
(4.21). Note that, as stated in Section 4.3.2, the simulatethdp, do not depend on the value pf
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Figure 4.12. Comparison of theoretical and simulated success prok&slifor a two-hop network and
non-backlogged sourceg{ = 0.3, R = 20 m).

nor pr, under stable operation.

Some more comments are in order regarding our analyticalensork. In Section 4.2, we as-
sumed that the network is completely rearranged at the biegjrof every slot. This is a strong
assumption in terms of node mobility, as, in most practiedivorks, nodes remain rather stationary
over several packet slots. However, even in a static or shmlility network, enforcing a MAP on
the sources and relays can emulate node mobility at theeslel, Isince, effectively, different subsets
of nodes are active in each slot. In Fig. 4.13, we explore #lieity of this claim by plotting the av-
erage success probabilities in thé and2"d hops over mangtatic network topologies, for different
values ofp = pr. For smallp, the degree of randomization is such that the simulatiounltseagree
with p; andp, given by (4.10) and (4.16). Asincreases, the interference levels in theand2"d
hops become more correlated, so, if a packet transmiss&rceessful in thest hop, it is likely that
that will be the case in th2"d hop. As a result, (4.16) provides a pessimistic estimathefictual
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Figure 4.13. Simulated packet success probabilities for a static twp4hetwork and backlogged sources
(R = 20m,r; = 12m). The theoretical values correspond to the system modetitbed in Section 4.2.

success probability in thz"d hop.

Finally, the stability conditions in Section 4.3.2 are sufint but not necessary; consequently,
the delay given by (4.7) or (4.8) is not necessarily infiniteew these conditions are violated. It can
be verified, e.g., that in the two-hop, backlogged= 1 scenario, there exists an> 0, such that
p2, given by (4.16), is greater than atr; = R/2 — ¢, provided thatR > 2/v/Ac. We simulated
this scenario and observed the time-traces of a set of ragduoked relay queues. It appears that
the queue evolutions depend on the initial conditions,, &.@.large enough fraction of nodes have
non-empty queues at the beginning of the simulation, trerfertence level in the network is such
that transmissions in the second hop are mostly unsucte$sis creates a positive feedback effect,
i.e., more interference, and, after some time, the sizel tfi@lobserved queues grows with time. In
this regime, all the relays are backlogged and= e~ Me(R-T)? < p1. Note that these simulation
results serve to illustrate some trends in the network behawnd are in no way conclusive in terms
of stability, when the conditions in Section 4.3.2 are ndis§ad. In the absence of a framework
to characterize the network dynamics, taking a worst-caterference scenario is a conservative
approach, that nevertheless guarantees network stability

4.5 Chapter Conclusions

We have conducted a study of random interference-limitetli#mop networks, using tools from
basic queueing theory and stochastic geometry. The meatoasmt delay and throughput in a
typical route were evaluated as functions of physical andMdyer parameters. In summary:

e The number of relays and their placements were determingdthat the delay is minimized,
for a given distance to the final destination. Interestintitg number of hops that minimizes
the delay also maximizes the throughput.

e The MAP that must be enforced on backlogged sources, suthihthalelay remains finite,
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irrespective of the relay placement, was characterizedastshown that the closer the relay is
placed to the source in a two-hop network, the smaller the@able range of values that the
MAP can take, such that the delay is bounded.

e The delay can be very sensitive to the relay placement depgnelg., on the traffic load. This
observation has implications in terms of routing protocbés, selecting a relay from a random
node population in a practical network.

The focus of this Chapter has been to develop a tractablgtaahinetwork model and verifying
its results via simulation. Extending the model in order¢oaamodate more practical scenarios, e.g.,
asynchronous flows, random final destination distancesaartbm relay populations, is an important
area of current research by the authors. Network simulatizeit accomodate these scenarios are also
being set up. Our preliminary results seem to indicate tieatiesign insights obtained by our analysis
are valid in more general settings.
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Chapter

Conclusions

The main theme of this thesis has been how the interactiamgeba physical and MAC/routing
layer affect protocol design. Such a question has beentigaésd in a variety of contexts, and the
foremost lesson has been that physical layer and MAC/rguytitotocols should not be disjointly
designed. This does not necessarily mean that there mustipérgs in terms of cross-layer design,
but the choice of the physical layer greatly affects the MA@ giceversa.

In MIMO networks, it has been shown that suitable space tiogng can provide range extension
comparable to beamforming but at a fraction of the delay,smemtial matter for broadcast packets.
Moreover, MIMO signal processing is extremely useful to maletwork Coding (a layer 2/3 tech-
nigue) more efficient in the wireless environment and gererary powerful cooperative protocols,
which reward nodes for their cooperative behavior.

As far as carrier sense is concerned, a special busy chasteetion mechanism must be devised
for MIMO in order to exploit its potential spatial reuse. Tiesults have shown that realistic MIMO
carrier sense mechanism can reap most of the availablealdatirees of freedom. On the other
hand, for single antenna networks we have designed algwitind analytical models to compute the
optimal carrier sense threshold in a variety of environmeriinally, these models have led to the
creation of a low complexity, high performance schedulemfiesh networks.

The third chapter has shown how physical layer modellingosat crossroads with protocol
modelling and it can also yield important design insighthafter 4 has presented a framework to
analyze a wide class of wireless networks of different neta/oand it explicitly computes the end-
to-end performance of the network. The dependence of thtses many physical layer parameters
is made explicit and simple yet insightful relationshipsweEen PHY, MAC and routing metrics have
been observed.
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Complete List of Papers

This Appendix presents a complete list of papers publishedepted or submitted during the
Ph.D. program. For convenience, the papers are groupeddang o their main topic.

A.1 Papers on MIMO signal processing

The work in [1] analyses how specially crafted space timergpdan bridge the gap with beam-
forming in terms of BER for broadcast traffic. The second pe2] focuses on network performance,
while the journal version [3] performs a synthesis of the amd adds new results.

On the other hand, MIMONC has been first introduced in [4], together with the resoitghe
diversity order for NC and MIMONC. Super MIMQNC is proposed as a way to get around this
problem in [5] and a study of the sensitivity of these methiodshannel estimation errors is reported
in [6]. A more mature contribution is [7], which joins [4] atjfl], and proposes extensions and new
results.

Phoenix has been defined in [8], together with the analytivadlel. On the other hand, [9] has
carried out extensive performance evaluation for clusterstworks and [10].

Finally, a review of hybrid cooperative-network coding fareols has been carried out in [11].

A.2 Papers on carrier sense

The study of MIMO carrier sense has been the focus of thelmmigdion with the master student
Emanuele Coviello, and the gist of it is presented in [12].

On the other hand, work on static and dynamic network optition is carried out in [13] and
[14], respectively. Finally, the mesh scheduler based emthdel in [13] is exposed in [15].

133



134

Appendix A. Complete List of Papers

A.3

Papers on stochastic geometry and other topics

The submitted paper [16] deals with stochastic geomertdyitaruses for wireless networks anal-

ysis. The papers [17, 18] stem from Andrea Munari’'s Mastersi$ion directional antennas. Finally,

the article [19] is the product of an internship in Ericssorcellular networks.
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