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Abstract

In the last decades the use of Global Navigation Satellite System (GNSS) positioning
has spread through numerous commercial applications and permeated our daily life.
Matching this growing interest for precise positioning worldwide, new systems have
been designed and deployed, such as Galileo, the European GNSS. As these systems
are relied upon in an ever growing number of safety critical applications, it is vital
to devise protections and countermeasures against any threats that may target GNSS
modules to harm underlying service. The potential economical advantage that derives
from disrupting or manipulating the service is indeed an incentive for malicious users to
devise smarter and more sophisticated threats.

This thesis tackles the evolution of attacks and corresponding security measures in
GNSS, investigating state-of-the-art approaches from both the attacker’s and the system’s
point of view. The work focuses on various security targets, such as authentication,
integrity protection and access control, exploring threats and solutions at both signal
and data level. Securing GNSS from malicious entities indeed requires protecting all of
its components: the navigation message, the signal-in-space and the computed Position,
Velocity and Time (PVT). All three domains are investigated with the aim of assessing
the vulnerability of the system to state-of-the-art threats and providing guidelines for the
addition of future security features.



Contents

List of Figures vii

1 Introduction 3

2 Security-oriented GNSS software package 9
2.1 GNSS signal simulator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 GNSS software receiver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Security features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3 Self-spoofing against NMA-protected signals 15
3.1 Navigation Message Authentication . . . . . . . . . . . . . . . . . . . . . . 15
3.2 Spoofing attacks against NMA protected signals . . . . . . . . . . . . . . . 16

3.2.1 Self-spoofing attacks . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3 Spoofing attacks in the real world . . . . . . . . . . . . . . . . . . . . . . . . 19
3.4 Success Probability of the Attack . . . . . . . . . . . . . . . . . . . . . . . . 22

3.4.1 Forward Estimation Attack . . . . . . . . . . . . . . . . . . . . . . . 22
3.4.2 Security Code Estimation and Replay Attack . . . . . . . . . . . . . 24

3.5 Statistical distinguishability . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.6 Real world SCER attack . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4 Low-power selective Denial of Service 36
4.1 System model and assumptions . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2 Attack against the code lock indicator . . . . . . . . . . . . . . . . . . . . . 38

4.2.1 Attack optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.3 Attack against the phase lock indicator . . . . . . . . . . . . . . . . . . . . . 40
4.4 Numerical and experimental results . . . . . . . . . . . . . . . . . . . . . . 41

4.4.1 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.4.2 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

5 Key management in GNSS applications 50
5.1 Key management for GNSS open service data authentication . . . . . . . . 55
5.2 Proposed Key management scheme for NMA . . . . . . . . . . . . . . . . . 56



CONTENTS v

5.2.1 System Operations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2.2 Receiver Operations . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.2.3 System parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.2.4 Performance analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5.3 Key Management for Access Control to Broadcast Services . . . . . . . . . 69
5.3.1 General Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.3.2 General Features and Requirements . . . . . . . . . . . . . . . . . . 71
5.3.3 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.3.4 Explicit Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.3.5 Adaptation to GNSS: short and long term users . . . . . . . . . . . 76
5.3.6 Efficient scheduled expiration . . . . . . . . . . . . . . . . . . . . . . 77
5.3.7 Improved scalability . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.3.8 Unplanned user eviction . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.3.9 Continuity of service . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.3.10 Theoretical securtiy analysis . . . . . . . . . . . . . . . . . . . . . . 81
5.3.11 Application to Galileo commercial Service . . . . . . . . . . . . . . 85
5.3.12 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.3.13 Evaluation of the decoding performance . . . . . . . . . . . . . . . 88

5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

6 Key Distribution over a GNSS with QKD Links 92
6.1 Inter-satellite key distribution protocol . . . . . . . . . . . . . . . . . . . . . 96

6.1.1 Pairwise key establishment . . . . . . . . . . . . . . . . . . . . . . . 97
6.1.2 Connected graph key establishment . . . . . . . . . . . . . . . . . . 99

6.2 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

7 Anti-spoofing in smartphones 105
7.1 Positioning information sources . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.2 Exploiting Side Information For Secure Positioning . . . . . . . . . . . . . 109

7.2.1 Position History . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
7.2.2 Cross-check of Time and Position . . . . . . . . . . . . . . . . . . . . 110
7.2.3 Compliance of the Navigation Message . . . . . . . . . . . . . . . . 111
7.2.4 Cross-Check With the Motion Sensors . . . . . . . . . . . . . . . . . 111

7.3 Experimental Campaign . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.3.1 Experimental Set-up . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.3.2 Location Spoofing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
7.3.3 Navigation Data Spoofing . . . . . . . . . . . . . . . . . . . . . . . . 115
7.3.4 Time Spoofing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
7.3.5 Trajectory Spoofing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
7.3.6 Testing the acceleration measurements . . . . . . . . . . . . . . . . 121
7.3.7 Benchmark: a professional receiver . . . . . . . . . . . . . . . . . . . 122
7.3.8 An Application Example: Trusted Places . . . . . . . . . . . . . . . . 123
7.3.9 Side effects of the experimental campaign . . . . . . . . . . . . . . . 123

7.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123



CONTENTS vi

8 Exploiting IMU measurements for anti-spoofing 126
8.1 Inertial Measurement Systems . . . . . . . . . . . . . . . . . . . . . . . . . . 126
8.2 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

8.2.1 Inertial Measurement Units . . . . . . . . . . . . . . . . . . . . . . . 127
8.2.2 Constraint on Acceleration and Position . . . . . . . . . . . . . . . . 129
8.2.3 Constraint on Orientation . . . . . . . . . . . . . . . . . . . . . . . . 131

8.3 Measurement Error Models . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
8.3.1 Gyroscope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
8.3.2 Accelerometer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
8.3.3 Global Navigation Satellite System . . . . . . . . . . . . . . . . . . . 132

8.4 Hypothesis Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
8.4.1 Generalized Likelihood Ratio Test . . . . . . . . . . . . . . . . . . . 134
8.4.2 Algorithms for GLRT . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
8.4.3 Innovation Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

8.5 Preliminary Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
8.5.1 Quadratic Programming . . . . . . . . . . . . . . . . . . . . . . . . . 138
8.5.2 Innovation Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
8.5.3 Performance comparison . . . . . . . . . . . . . . . . . . . . . . . . 139

9 Distance Bounding for Cellular Networks 142
9.1 User authentication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

9.1.1 Distance bounding . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
9.2 Concurrent distance bounding protocol . . . . . . . . . . . . . . . . . . . . 144
9.3 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
9.4 Proposed Authentication Scheme . . . . . . . . . . . . . . . . . . . . . . . . 146

9.4.1 Threats and Attacks . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
9.4.2 Channel model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
9.4.3 Superimposed distance bounding symbols . . . . . . . . . . . . . . 148

9.5 Security Assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
9.5.1 Time bias introduced by the attacker . . . . . . . . . . . . . . . . . . 150
9.5.2 Sequence tampering detection . . . . . . . . . . . . . . . . . . . . . 153

10 Conclusion 157

Bibliography 159



List of Figures

2.1 Block representation of the C++ GNSS software signal simulator. . . . . . 11
2.2 Block representation of the Python GNSS software receiver. . . . . . . . . 12

3.1 Considered self-spoofing scenario. . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 Pictorial representation of the spoofing scenario. . . . . . . . . . . . . . . . 21
3.3 Example of real world spoofing scenario. . . . . . . . . . . . . . . . . . . . 22
3.4 ∆ values for the Space Vehicle (SV)s in view in the example spoofing

scenario of Fig. 3.3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.5 Error probability of guessing attack. . . . . . . . . . . . . . . . . . . . . . . 24
3.6 Symbol error probability with respect to the time offset. . . . . . . . . . . . 28
3.7 Level curves of the symbol error probability . . . . . . . . . . . . . . . . . . 29
3.8 Probability of correct decision on symbol samples, averaged over multiple

symbols. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.9 MSE e(r̂, t) (after subtracting the average value) computed assuming

CA/N0 = 40 dBHz for different victim receiver carrier-to-noise-floor ra-
tio (C/N0) levels, averaged over one hour of signals. . . . . . . . . . . . . . 31

3.10 MSE e(r̂, t) computed assuming CA/N0 = C/N0 = 40 dBHz averaged over
one hour of signals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.11 10 log10 (|E(r̂)− E(r)|/E(r)) as function of the receiver C/N0 and CA/N0,
averaged over one hour of signals. In (a) E(r̂) is computed only in the
first 50 µs of the symbols, while in (b) is computed over the whole symbol
duration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.12 Block diagram of the real world Security Code Estimation and Replay
(SCER) attack. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4.1 Optimal jamming waveform . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2 Expected correlation as a function of the synchronization error. . . . . . . 42
4.3 Degeneration of the optimal jamming waveform for high values of σε and

for ρ = 0.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.4 Welch power spectral density estimation for different jamming waveforms. 43
4.5 Ublox M8T receiver before attack: nominal conditions. . . . . . . . . . . . 44
4.6 Example of attack effects on a ublox M8T receiver. . . . . . . . . . . . . . . 45
4.7 C/N0 estimated by the ublox M8T receiver. . . . . . . . . . . . . . . . . . . 46



LIST OF FIGURES viii

4.8 Pseudorange measurement of the ublox M8T receiver. The jammer fre-
quency is a) 100 Hz; b) 1 Hz. . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.9 Pseudorange measurement of the ublox M8T receiver. The jammer fre-
quency is a) 100 Hz; b) 1 Hz. . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5.1 Chain of trust for the proposed key management architecture. . . . . . . . 58
5.2 DF of the decoding time for different PER values. . . . . . . . . . . . . . . 66
5.3 CDF of the decoding time for different numbers of satellites and PER values. 67
5.4 The number of bits needed to identify k out of n users in the system. . . . 73
5.5 The architecture of the BMBE scheme. . . . . . . . . . . . . . . . . . . . . . 76
5.6 An example of the time organization of the keys. . . . . . . . . . . . . . . . 78
5.7 n example of key distribution per user groups. . . . . . . . . . . . . . . . . 79
5.8 Structure of the E6-B page . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.9 number of bits required for the identification set message to identify k out

of Ng users or user groups. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.10 Proposed allocation of the KMM bits. . . . . . . . . . . . . . . . . . . . . . 88
5.11 CDF for the time to decode in the best and worst case. . . . . . . . . . . . . 89

6.1 Link switching sequence for satellite A1. . . . . . . . . . . . . . . . . . . . . 93
6.2 Graph representation of the inter-satellite network spanned by quantum

links. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.3 Secret Key Rate (SKR) for varying SB3−B2. . . . . . . . . . . . . . . . . . . . 95
6.4 Example of key agreement protocol between nodes A1 and A5 by exploiting

the full network capacity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.5 t∗ for varying ts and the efficiency η of the key agreement algorithm. . . . 101
6.6 Example result of the routing optimization for unconditionally secure key

agreement between two satellites. This result has been obtained by setting
SB3−B2 = 0.6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

6.7 Example result of the routing optimization for unconditionally secure key
agreement among the whole network. This result has been obtained by
setting SB3−B2 = 0.33. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.8 t∗ for the key establishment optimization on the whole graph with secret
sharing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

7.1 Structure of the Global Positioning System (GPS) navigation message frame.107
7.2 Experiment set-up. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
7.3 Spoofing trajectory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
7.4 Cumulative density function of the module of the acceleration vector . . . 122

8.1 Earth, inertial and navigation frames. . . . . . . . . . . . . . . . . . . . . . 128
8.2 Simulation scenario. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
8.3 detection error tradeoff (DET) curves for spoofing detection, varying t0 and ϑ138
8.4 Histogram plots of βk under a legitimate trajectory (LT) and spoofed tra-

jectory (ST), i.e., under H0 and H1. . . . . . . . . . . . . . . . . . . . . . . . 139
8.5 DET curves for spoofing detection with the EKF. . . . . . . . . . . . . . . . 140
8.6 DET curves for spoofing detection, varying ϑ. . . . . . . . . . . . . . . . . . 140



LIST OF FIGURES ix

8.7 DET curves for spoofing detection, varying t0. . . . . . . . . . . . . . . . . 141

9.1 Scheme of the considered self spoofing scenario. . . . . . . . . . . . . . . . 151
9.2 Monte Carlo simulation of the delay introduced by the attacker due to

geometry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
9.3 DKL,i(N0|N1) for B = 10 and σr = 0.1581 (corresponding to an signal-to-

noise ratio (SNR) of 20 dB). . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
9.4 DKL,i(N0|N1) for N = 100 and an SNR of 20 dB. . . . . . . . . . . . . . . . 155
9.5 DKL,i(N0|N1) for N = 100 and B = 10. . . . . . . . . . . . . . . . . . . . . . 156



Acronyms

CA Certificate Authority . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

A-GNSS Assisted GNSS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

BMBE broadcast encryption scheme based on bilinear maps . . . . . . . . . . . . . . . . . . . . . . . 74

C/N0 carrier-to-noise-floor ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

CRC cyclic redundancy check . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

CDF Cumulative Distribution Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

CDMA code-division multiple access. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .3

DET detection error tradeoff . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

DoS Denial of Service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

DOP dilution of precision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

DSA Digital Signature Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

EKF Extended Kalman Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

EC European Commission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

ESA European Space Agency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

FEA Forward Estimation Attack . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

FEC forward-error correction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .17

GNSS Global Navigation Satellite System. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

GPS Global Positioning System. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

ICD Iterface Control Document . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

i.i.d. independent and identically distributed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

IMU Inertial Measurement Unit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

IOD Issue Of Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

KM Key Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

KF Kalman Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

KMM Key Management Message . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

LOS line-of-sight . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37



LIST OF FIGURES 2

LT legitimate trajectory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

MAC message authentication code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

MAP maximum a posteriori probability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

MSE Mean Square Error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

NMA Navigation Message Authentication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

OS Open Service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

OTAR Over-The-Air Rekeying . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

PDF Probability Density Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

PKI Public Key Infrastructure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

PRN Pseudo-Random Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

PVT Position, Velocity and Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

PNT Position, Navigation and Timing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .4

QKD Quantum Key Distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

SCE Spreading Code Encryption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

SCER Security Code Estimation and Replay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

SDR Software-Defined Radio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

SIS Signal-In-Space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

SKR Secret Key Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

SMA State Modeling Attack . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

SNR signal-to-noise ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

ST spoofed trajectory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

SV Space Vehicle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

TESLA Timed Efficient Stream Loss-Tolerant Authentication. . . . . . . . . . . . . . . . . . . . . . . .55

TOW time-of-week . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

VMS Vessel Monitoring Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18



Chapter 1

Introduction

GNSSs provide accurate, continuous, worldwide, three-dimensional position, velocity
and time information. While the GPS has been part of many people’s daily experience
worldwide for decades, in recent years, there has been an ever growing dependence on
GNSS for applications in sectors ranging from telecommunications, energy transmission
and distribution, to financial services and transportation.

GNSS is however not exempt from vulnerabilities: it is sensitive to interference, either
incidental or intentional, that may endanger the availability of service [1]. Any informa-
tion needed for the generation of civilian use GNSS signals is public. This constitutes a
valuable advantage in that signals can be easily reproduced for design and testing pur-
poses, allowing to simulate real world scenarios. On the other hand, if no authentication
mechanisms are implemented, the signal can be as easily falsified by malicious entities.
As the demand for reliable navigation for commercial applications has increased, so too
have risks of intentional interference or spoofing of GNSS signals from adversaries with
the intent of causing damage or obtaining illegitimate advantage.

In fact, two kinds of threats are particularly relevant to the GNSS context: jamming,
carried out at the physical layer and aiming at denying the service to receivers in a given
area, and spoofing, that aims to induce the receiver into computing a false position, velocity
or time, by forging or illegitimately modifying the GNSS signal either at the data/message
level or at the code/signal level.

The growing interest in GNSS has brought the European Union to develop its own
system, Galileo, which recently became operational. To answer the arising concerns on
GNSS security, the European Commission has recently announced that Galileo will offer
Navigation Message Authentication (NMA) as a protection against falsified signals, such
as meaconing and spoofing attacks. While the primary purpose of NMA is to provide
navigation message assurance, it has been suggested in the literature that it could also play
a role in providing some form of range assurance through the exploitation of symbol-level
entropy, i.e., the unpredictability of symbols in the navigation message. This claim is
addressed in Chapter 3, where the effectiveness of data-level techniques for the mitigation
of spoofing attacks is assessed through theoretical and experimental analyses.

Most of the GNSS signals are based on code-division multiple access (CDMA): the
transmitted signal is obtained by multiplication with a spreading sequence, called Pseudo-
Random Noise (PRN) code, that spreads the signal power over a larger bandwidth.
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The GNSS signal is received below the thermal noise and a correlation with the known
spreading sequence is performed in order to recover the signal. However, the low received
power makes GNSS vulnerable to RF interference, either intentional (i.e., jamming) or
unintentional. The most trivial approach for jamming attacks can be seen as brute-force
and is based on transmitting a high power sinusoidal wave. This signal disrupts the service
over a certain area rather than selectively targeting a particular device or signal. Several
interference mitigation techniques are based on the detection and eviction of narrow-band
interference signals in the frequency domain, where they have a sparse representation, as
in [2]. The growing interest in commercial GNSS applications, however, has led towards
the investigation of more subtle interference strategies. The rationale behind this research
is leveraging the structure of the GNSS signal to disrupt the positioning service more
efficiently than with traditional jamming approaches. In Chapter 4 a novel jamming
technique is examined that targets each ranging signal individually, aiming at disrupting
the Position, Navigation and Timing (PNT) capability for receivers located in a specific
position, by directly attacking the correlation process.

The computation of a PVT solution requires two types of information: the positions
of at least four SVs derived from the navigation message and the distances between the
receiver and each SV, that must be estimated from the received ranging signal. Therefore,
a malicious entity that aims at inducing a false PVT solution onto a victim receiver can
either leverage a forged (or altered) navigation message, a spoofed ranging signal, or both.
Thus the authenticity of GNSS needs to be ensured both at the data and signal layers, in
the form of cryptographic integrity and signal authenticity.

At both layers, the protection of GNSS is supported at the system side and often relies
on some cryptographic scheme (e.g., NMA) or function (e.g., Spreading Code Encryption
(SCE)) for signing or watermarking sensible information. The security of any such scheme
relies on the keys that are shared or distributed among the legitimate parties. The creation,
distribution, renewal and revocation of cryptographic keys are regulated by what is called
the Key Management (KM) infrastructure, which represents an ancillary service to the
cryptographic mechanisms. Chapter 5 introduces the concept of key management and is
divided in two sections, each dealing with one particular security target: authentication
and access control.

Current proposals for NMA [3–11] have investigated the adaptation of existing authen-
tication and integrity protection mechanisms to GNSS. Some of these works [7–10] have
also mentioned the need of a dedicated key management protocol for NMA. However,
the design of a dedicated key management architecture still remains an open topic. In
Sec. 5.1 the design of a key management infrastructure for GNSS authentication schemes
is tackled by drawing primitives and key distribution approaches from well known com-
munications systems. The proposed key management scheme is based on a layered
structure, where higher layer keys, more secure and longer valid, protect the integrity
of messages for the management of lower layer keys. The lowest layer keys are used for
the NMA mechanism and are frequently changed. Moreover, in order to save bandwidth
they are stored into the receiver in encrypted form, together with their certificate, to be
decrypted and retrieved as they come into use. The proposed architecture is the result of
a trade off between communication overhead and storage requirements at the user’s side,
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with the aim of offering a solution that is tailored to the system’s constraints.
Authentication is not the only security target in GNSS. The European Commission

has envisioned a Commercial Service signal for Galileo, that will offer added value services
with respect to the Open Service (OS). While the service concept has not been finalized
yet, one of the possibilities is that it may be provisioned on demand and its access limited
to subscribed users. Thus, an architecture must be devised in order to protect the revenue
return through access control, a cryptographic function that allows to regulate the access to
resources through encryption. While key management for authentication can be devised
as an additional layer independently of the authentication scheme, the relationship
between the access control scheme and its key management layer is tighter. Access
control schemes indeed are in general designed together with a built in key distribution
and update architecture, [12–16]. Sec. 5.3 tackles the design of a key management scheme
for access control to broadcast services. The scheme is devised for a broader category of
communication systems that share features such as the low data rate and the multicast
nature of the service provision.

GNSS are critical infrastructures operating on a continental scale. Their operations
depend on the delivery of different types of information and data from the ground seg-
ment to the SV, orbiting at about 20000km altitude. These communications are currently
carried out through radio links. However some works in literature are exploring the
path of optical communications: the first experimental feasibility study of an optical link
between a ground station and a GNSS terminal has been presented in [17]. The objective
of this study is to prove the feasibility of the implementation of ground-satellite and
inter-satellite Quantum Key Distribution (QKD) in GNSS. QKD enables unconditionally
secure generation of cryptographic keys and opens the road towards novel protocols for
authentication, integrity protection and access control to the exchanged signals. Even
though classic cryptographic schemes (e.g.: RSA, Diffie-Hellmann) are well established,
standardized and commonly used in commercial applications, their security is founded
on the assumption that the attacker’s computational power is limited. In the near future
this assumption may be mined by breakthroughs in the research on quantum computers.
Therefore it is essential to devise an alternative solution for security critical infrastructures
such as the Galileo constellation [18]. The proved feasibility of inter-satellite quantum
links enables an inter satellite QKD function, allowing SVs to autonomously exchange
criptographic material in an unconditionally secure fashion. Since the inter-satellite links
are feasible only between certain satellite pairs, a multi-hop key distribution protocol
must be devised, exploiting the secure bits exchanged through quantum links. The se-
curity targets of this key agreement mechanism are discussed in Chapter 6, where an
algorithm is devised for the routing function of key distribution in the satellite network.
The devised QKD algorithm is extended by integrating Shamir’s polynomial threshold
secret sharing [19] in order to enhance the protocol’s resilience to satellite eavesdropping
or hacking.

Despite the criticality of GNSS as a global system, the applications that use it are
numerous and diverse, spanning from the highly sensitive military sector to low impact
aspects of people’s everyday life. This diversity must be taken into account when devising
anti-spoofing solutions at the receiver’s side, as security requirements depend on the
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specific application. The cryptographic mechanisms reviewed so far are implemented
at the system’s side and, despite their value as an anti-spoofing enabler, they may not
be the most efficient solution for low-grade applications. While autonomous receivers
solely rely on GNSS to calculate their position and time, mobile handsets benefit from
other options. Other sources, such as signals of opportunity (WiFi, cellular networks,
Bluetooth) or the on board sensors (accelerometer, digital compass, clock, etc.) provide
useful redundancy that is currently exploited to improve the efficiency and availability of
positioning services (e.g., indoor positioning, dead reckoning in tunnels, etc.). Assisted
GNSS (A-GNSS) has contributed to the widespread of GNSS positioning in handsets,
allowing mobile devices to retrieve system information (ephemeris data, frequency and
code delay estimates, etc.) from an aiding channel. These resources have greatly improved
the positioning performance of GNSS based applications, allowing mobile devices to
provide a PVT solution even in the most challenging conditions. Since GNSS spoofing is
now an emerging issue, there is no reason why these beneficial sources should not be used
as an ally for security purposes as well. In Chapter 7 the resilience of mobile devices to
GNSS spoofing is investigated through an extensive experimental campaign. Some simple
consistency checks are highlighted that would increase the user awareness, minimizing
the impact on the user segment without requiring modifications to the ground or space
segment.

Commercial based application that rely on navigation have high interest in imple-
menting robust and redundant spoofing detection mechanisms, but often have to cope
with limited budget. Since high integrity tactical grade GNSS receiver are in general not
available in these scenarios, integrating all on-board sources of positioning redundancy
is the most efficient way to devise a robust yet affordable spoofing detection architecture.
Chapter 8 will tackle the challenges of this approach tailored to automotive applications.
The focus is on the integration of data from the Inertial Measurement Unit (IMU) in a
Kalman Filter (KF) framework in order to detect any inconsistency between the actual
body movement and the trajectory derived from GNSS.

GNSS is not the only system that provides positioning information to commercial
applications. Cellular networks from the third to the upcoming fifth generation adopt
several standardized protocols for estimating the user’s position. Fourth generation net-
works even employ some dedicated ranging sequences that allow to perform trilateration
in a similar fashion as GNSS. As the interest on location awareness for a wide variety
applications has grown, so will the incentive to disrupt or manipulate the position infor-
mation for gaining any sort of economical advantage (e.g., position based road tolling or
parking management applications). Chapter 9 focuses on the problem of authenticating
users’ position to network authorities. A preliminary investigation is carried out to assess
the feasibility of an authentication protocol based on two dimensional distance bounding.
The protocol exploits the rich geometry derived from network densification and assumes
the use of an independent signal component.

The focus of this Ph.D. was not only on research, but involved the development
of a GNSS software simulator and a GNSS software receiver. The software package,
introduced and described in Chapter 2, is a deliverable for the More Operative Robust
and Extended GNSS Open Service Signal Integrity Protection (MORE GOSSIP) project,
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funded by European Space Agency (ESA). While there are other more sophisticated tools
for GNSS simulation and evaluation, the community is still missing a platform to test
security aspects of GNSS. The tools we developed at the University of Padova are indeed
security-oriented and serve as a powerful validation tool for most of the research results
presented in this thesis.





Chapter 2

Security-oriented GNSS software
package

A significant part of our work involved the design and implementation of a GNSS software
simulator and receiver for the validation of the proposed security mechanisms. There
are several online tools that allow to simulate the GNSS signal for a specific receiving
position and time, or to simulate the reception of a GNSS signal on a receiver with specific
parameters. However, an open source tool was not found that allows to integrate, evaluate
and test security mechanisms for the Galileo constellation. Moreover none of the available
tools allows to generate both Galileo and GPS signals. For the above reasons we designed
our own software package, leaving room for the integration of any security feature and
evaluation tools. The software package is composed by:

A GNSS signal simulator in C++ for Windows / MacOS: this software can simu-
late both GPS and the Galileo signals. The software takes as input the receiver’s
position and time, the ephemeris file and the operation mode parameters (nominal
mode or attack evaluation) and outputs the I/Q samples of the baseband signal. It has
the capability to work in real time together with a Software-Defined Radio (SDR) that
modulates the samples at the GNSS central frequency (roughly 1.5 GHz) and a ublox
receiver for evaluation. The main novelty of the signal simulator is the capability of
simulating data and signal layer attacks such as navigation message tampering, SCER
attack, Forward Estimation Attack (FEA), but also Denial of Service (DoS) attacks
such as the one described in chapter 4.

A GNSS software receiver (Python 3): this software receiver takes as input the I/Q
baseband samples (as those generated by the signal simulator). It outputs results at
several levels of the receiver’s blocks: the statistical distribution of the samples values,
the acquisition and the tracking matrix with the code delay and carrier phase, and the
user’s position and time. A mode was inserted for testing different channel coding
schemes for Galileo’s navigation message. Moreover an interface with the simulator
allows to couple the two pieces of software in order to perform a realistic SCER attack.
The software receiver is capable of receiving both GPS and Galileo signals.

The software package has been validated and will be delivered to ESA as part of the
More Operative Robust and Extended GNSS Open Service Signal Integrity Protection
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(MORE GOSSIP) project. In the following sections the two software components are
briefly described, together with the implementation of the realistic SCER attack involving
both simulator and receiver, as an example of the software security features.

2.1 GNSS signal simulator

The GNSS signal simulator has been implemented in C++ in order to allow for a modular
structure while maintaining fast execution times. The software is based on an existing
open source GPS-only signal simulator [20] written in C. In designing the simulator the
following choices have been made with the aim of building a simple, modular architecture,
maintaining low execution time and allowing for easy addition, especially of new security
features.

• In order to allow for real time signal generation the entire Doppler and pseudorange
profile of the simulation is pre-computed for each satellite, given the prior knowl-
edge on the user’s motion and satellite ephemeris. This choice allows to replace the
frequent Doppler update operation with a faster table lookup, thus removing the
most critical bottleneck for the execution time.

• The key object in the simulations is the SV object, which can be chosen as either a
Galileo or GPS SV. In order to efficiently represent an attack scenario we chose to
have three different types of SV coexisting in a simulation: the legitimate SVs, as
seen by the victim receiver, the attacker’s SVs, as seen by the attacker and the false
SVs, as seen in the spoofed position (controlled by the attacker).

• In order to guarantee the separation of the legitimate signal from the spoofing signal
produced by the attacker, we produce both outputs in a parallel fashion and mix
them at the last step of the simulation, before modulation.

• Parallel execution is made possible thanks to the "thread" library. All the operations
relative to the signal generation are executed in a parallel fashion among different
satellites, allowing for real time execution thanks to a more efficient usage of the
CPU.

A simple scheme of the simulator is represented in Fig. 2.1. The whole simulator
package is composed by roughly 10000 lines of code, the 60% of which have been written
from scratch by our research group. The remaining part is based on [20], even though
the whole architecture was heavily modified and extended. The Ph.D. candidate has
contributed to the design and implementation of the whole simulator, actively coding
roughly 30% of it. The most relevant libraries that were imported and most heavily
exploited are the thread and mutex from std, to handle all the architecture for real time
execution; the mbedtls library was exploited for all cryptographic functions, while part
of the boost library was used to handle real time input commands and the execution
options.
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config file

Initialize visible SV according to constellation (GPS or GAL)

SV authentic SV spoofed SV attacker

SV1 SV2 SVN SV1 SV2 SVN SV1 SV2 SVN
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+ +

+

RF.bin attackRF.bin leg

• precomputes Doppler
for each time step;

• computes nav msg;

• keeps track of code and
carrier phase;

• integrates data level
attacks;

• outputs IQ samples.

SV

Figure 2.1: Block representation of the C++ GNSS software signal simulator.

2.2 GNSS software receiver

The GNSS software receiver takes as input the I/Q samples generated either from a
software simulator or dumped from a receiver front end. As in the typical design, the
receiver is composed by few main blocks:

Frequency analysis block, that takes as input the I/Q samples and computes the
FFT, revealing the frequency representation of the signal. The presence of anomalies
such as narrowband interference can be revealed in this early phase.

Acquisition block, that takes as input the I/Q samples and performs a correlation
operation between the signal and the local replica over the whole 2-dimensional search
space (Doppler frequency and code delay) for all satellites in parallel. The output of
this block is an indicator for the presence of each satellite signal, the rough Doppler
frequency and the code delay. This output can be saved in memory in order to skip
the acquisition phase when re-processing the same signal. The user has control over
the coherent integration time and the number of non coherent integration periods, as
well as the thresholds to declare a signal as present.

Tracking block, that takes as input the I/Q samples, tracks the Doppler frequency
and the carrier phase through the FLL and PLL and the code delay through the DLL.
The user has control over the loops parameters, that can be adjusted to follow specific
receiver dynamics. For Galileo signals the wipe off of the secondary code allows to
increase the coherent integration time from 4ms to 100ms, potentially improving the
performance of the tracking. This blocks also has the capability of working in parallel
across different satellites in order to decrease the execution time. The tracking output
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config file

data inspection

acquisition acquisition matrix

tracking tracking matrix

data demodulation

positioning

navigation message

output

Skip acquisition

Skip tracking

Figure 2.2: Block representation of the Python GNSS software receiver.

are the data symbols delimiters and the carrier phase and frequency for the detected
satellite signals. This output can be saved in matrix form in order to skip the tracking
block when processing the same signal twice.

Data demodulation block, that takes as input the output of the tracking block and
the I/Q samples. the symbol values are obtained thanks to the synchronization
pattern at the beginning of each word and the navigation message fields are parsed
to retrieve all the relevant parameters for the positioning block. An integrity check
against ill formed navigation message is inserted as suggested in Chapter 7.

Positioning block, that takes as input the navigation message parameters and the
tracking block output to calculate a rough estimate of the receiver’s position.

As the receiver is also security oriented, it is designed to be used mainly for assessing
the effects of signal and data layer attacks on each of the basic processing blocks. A block
diagram of the receiver is represented in Fig. 2.2.

The whole receiver package is composed by roughly 5000 lines of code designed
and written by our research group. The Ph.D. candidate contributed to the design of
the whole package, actively coding roughly 30% of the software receiver. The software
simulator exploits [21], that contains tools for GNSS code generators, acquisition, and
tracking, in the python/numpy environment. These tools in turn exploit the Numba JIT
compiler for speeding up computations in the code generators and the Numerical Control
Oscillator. The multiprocessing library was used to speed up execution and the socket

library was exploited for allowing communication with the GNSS signal simulator in the
scope of attack implementations such as that described in Section 3.6.
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2.3 Security features

The software allows to simulate several attacks, most of which are carried out inside an
SV object, while others act outside, on the signal superposition, such as the narrow band
or chirp jamming and the Gaussian noise jamming.

Continuous wave jamming where a sinusoidal wave with predefined frequency and
amplitude is added to the signal superposition.

Chirp jamming which implements a classic continuous wave jammer which sweeps
a band around the central frequency with selected rate. A variant is implemented
where the frequency drift at each step is a Gaussian random variable, making the
interference harder to follow and filter.

Low power jamming that is a more sophisticated DoS attack, proposed in chapter 4.
This attack is performed inside each SV object as it targets each signal individually.

Signal generation attack where no form of authentication is present and the attacker
can simply reproduce the signal for an arbitrary position and time.

SCER attack as described in Chapter 3, where navigation data are supposed to be
authenticated and the attacker needs to estimate the unpredictable bits. The effect
of this estimation is modeled as additive Gaussian noise with zero mean and time-
varying standard deviation. The simulator computes the shift the attacker has to
impose to each signal in order to force an arbitrary spoofed position into the victim
receiver, as outlined in Sec. 3.3.

FEA where the attacker exploits the redundancy of the convolutional code in Galileo’s
navigation message in order to guess some of the otherwise unpredictable bits, as
described in Chapter 3. This attack assumes the implementation of NMA at the
system’s side.

Combined attack which puts together FEA and the SCER attack, as described in
Chapter 3. FEA is used to predict the value of some of the authentication bits, while
SCER is computed on the remaining unpredictable bits.

Real world SCER attack where the signal simulator and the receiver are connected
and interact to perform the estimation by processing the legitimate signal while forging
the spoofing signal. Instead of simulating the effect of the SCER attack by adding
Gaussian noise to the estimated samples, the whole estimation process is implemented
at the receiver’s side and the estimated samples are sent back to the signal generator.

Several of the theoretical results obtained in this thesis were validated or complemented
through the use of this software package.





Chapter 3

Self-spoofing attacks on GNSS
signals protected by NMA

This chapter investigates the threat of self-spoofing through the well-known SCER attack,
assessing its feasibility and limitations on GNSS signals that implement NMA. Even
though the focus is on Galileo, the analysis can straightforwardly be extended to any other
GNSS that aims at exploiting symbol unpredictability for anti-spoofing purposes. Even
though the SCER attack has been previously addressed in the literature, an assessment on
its performance at symbol level was missing. This analysis, published in [22], investigates
the feasibility and limitations of a more complex attack, combining SCER with a data
level estimation attack that leverages convolutional codes.

Section 3.1 introduces the design drivers and approaches to NMA, stressing the chal-
lenge of combining data and signal level authentication in the same security mechanism.
Section 3.2 lists the most relevant types of spoofing threats that target NMA-protected
signals and the motivations behind the investigations of the self-spoofing threat.

3.1 Navigation Message Authentication

A cryptographic mechanism that allows a user to autonomously assert the authenticity
of the GNSS navigation message and protects its cryptographic integrity is commonly
referred to as a NMA scheme. The aim of such a scheme is to prohibit an adversary
from broadcasting counterfeit GNSS signals that contain invalid or incorrect navigation
data. An efficient NMA scheme must effect a trade-off between multiple aspects, such as:
security, availability, communication overhead, robustness (e.g., to channel errors and
data loss), timeliness, and receiver resources [23]. In the literature several proposals for
NMA scheme are available: from traditional asymmetric-based scheme such as Digital
Signature Algorithm (DSA) and its many variants [24], to hybrid schemes tailored to
GNSS such as TESLA [6] and SigAm [11].

In terms of fulfilling its primary task of protecting the integrity of the navigation
message, a generic NMA scheme might simply be characterized by its key features,
including the number of cryptographic bits inserted in the message, the equivalent
security of the scheme, and the period of time over which a complete signature is broadcast.
The equivalent security of the scheme indicates the difficulty in performing a brute-force
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attack on the underlying cryptographic primitives. The number of cryptographic bits
inserted will directly influence the availability of the scheme, based on the ability of the
receiver to correctly recover all of the bits, and is generally proportional to the equivalent
security of the scheme. The period over which the data is broadcast will influence the
latency experienced by the receiver in asserting the authenticity of the navigation data,
and should therefore be commensurate and aligned with, the period over which the
protected navigation data is broadcast.

When considering the indirect use of the NMA data as a mean of anti-spoofing, or
range protection, one more feature must be considered: the conditional Shannon entropy
of the cryptographic data given the previously transmitted messages. If the data are
unknown at the time of broadcast, then one might assume that the adversary must
first observe the genuine signal, before creating a counterfeit one. The likelihood of
an adversary simply guessing the true value of the cryptographic data is related to the
number of considered bits, and the a priori probability of guessing each bit. A common
measure of this is the guessing entropy. If such entropy is high, then it is very unlikely
that the adversary can readily produce a counterfeit signal, without first observing the
genuine one. Of course, once the genuine signal is observed, a perfect replica can easily
be made. This fact constrains the degrees of freedom of the counterfeit signals, in that
they might only be broadcast in delay with respect to the genuine signals. It might be
argued that this itself represents some defence against spoofing.

According to the Galileo Open Service, Service Definition Document (OS SDD, issued
1.1, May 2019) The maximum nominal broadcast period of a healthy navigation message data set
is currently 4 hours. However, in order to bound the maximum error, GNSS ephemeris are
considered valid over a period of two hours. Therefore the same digital signature may
be repeatedly broadcast in parallel with the corresponding ephemeris data. Once the
signature has been observed once, then the genuine signal becomes entirely predictable,
but this fact does not impact the message integrity in any way. On the contrary, having a
navigation message that does not change frequently, remaining identical over multiple
re-transmissions, benefits usability. The message can indeed be recovered piece-wise
over time, providing high robustness against channel errors. The same considerations
hold for the digital signature: updating it at a higher frequency than the message itself
impacts usability and does not benefit data level security. Extending the design of NMA
to cover anti-spoofing purposes, on the other hand, requires making the digital signature
unpredictable and time-varying at each transmission, forcing the receiver to recover each
signature entirely.

As such, enabling some level of anti-spoofing via the insertion of high entropy, or
unpredictable bits, in the navigation message necessarily comes at the cost of the avail-
ability of the navigation message authentication service. It is perhaps prudent, therefore,
to weigh the true benefits of this anti-spoofing mechanism against its cost.

3.2 Spoofing attacks against NMA protected signals

Navigation message authentication is assumed to provide data level assurance, but the
same does not hold for the signal in its entirety. On one hand NMA makes it impossible
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for an attacker to generate the navigation message and thus the GNSS signal a priori. On
the other hand the attacker has other options that involve observing and exploiting the
authentic GNSS signal and transmitting the forged one with minimum possible delay.
The following spoofing attacks are based on the observation of the legitimate signal and
affect the GNSS ranging information while leaving the navigation message untouched:

• Meaconing: the simplest attack is the retransmission of the whole signal as re-
ceived by the attacker. This attack deceives the receiver into computing the PVT
corresponding to the spoofer’s antenna coordinates. On one hand this attack is
straightforward to carry out, but on the other hand it is also easier to detect due to
the time jump imposed at the receiver’s side. Moreover, the attacker is not allowed
to impose an arbitrary position onto the legitimate receiver.

• Selective delay: in order to induce an arbitrary PVT on the receiver, the attacker needs
to separate the signals originated from different SVs. Only then a new signal can be
forged by re-combining the signal components with appropriate relative delays, so
that the computed ranges at the receiver’ side will be those of the spoofed position.
In order to achieve this signal separation two approaches are available. The attacker
can either exploit high gain antennas pointing at each SV or separate the signals as
any receiver does, exploiting the orthogonality of the PRNs. The latter approach
requires tracking the ranging signal and integrating it over the whole PRN period,
forcing the attacker to introduce a further delay in the forged signal equal to the
duration of a whole PRN, causing a time jump that in the victim receiver. In [25] an
approach is proposed to trade off time delay with symbol estimation noise. In this
attack, commonly referred to as SCER [25, 26], the attacker refines its estimation
of the unpredictable symbol at each received sample and can decide to send the
spoofing signal at any time before the end of the symbol (e.g., potentially mounting
0-delay attacks).

• FEA: The Forward Estimation Attack exploits the forward-error correction (FEC)
used in some GNSS signals as a means of producing counterfeit signals in a non-
causal manner [27,28]. The inherent redundancy of coded navigation messages is
leveraged to predict the value of later symbols in a codeword, based on observations
of the earlier symbols. Depending on the coding rate and the a priori knowledge
of the navigation data, the adversary can create counterfeit signals in advance with
respect to the observation of the genuine signal. This attack involves guessing
some of the unpredictable symbols, trading off success probability for time delay.
However the coding redundancy ensures that, even when several of the early
symbols have been guessed incorrectly, the counterfeit symbols will decode to the
correct navigation data with non negligible probability, depending, to some extent,
on the victim decoder.

• State Modeling Attack (SMA): The State Modeling Attack targets a set of spoofing
detection mechanisms that exploit correlation based signal verification across the
unpredictable navigation data symbols [28]. As the correlation process is additive
and the signal-to-noise ratio is very low, the legitimate receiver has no way to
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tell apart the contribution of different symbols in the test statistics, or even detect
variations of the instantaneous power inside a single symbol. As the test statistic
cannot distinguish between energy accumulated in one symbol over another, the
adversary can modify the instantaneous power of later symbols, based on the a
posteriori knowledge of how many of the earlier symbols were guessed correctly.
This strategy can significantly reduce the effectiveness of the anti-spoofing scheme.

In the literature the described attacks are analysed separately, supposing that the
attacker uses the same attack strategy for all the spoofed SVs, and for the entire attack
duration. Although this allows to assess the performance of the particular attack under
analysis, this does not represent a realistic and sophisticated attacker aiming at optimizing
its strategy. Indeed, depending on multiple factors such as the constellation geometry
seen by both the attacker and the victim receiver, and the local environment, the attacker
could select a different strategy across distinct PRNs. For instance, some signals will
be received with higher C/N0 with respect to others, requiring a shorter integration
time for the same symbol error probability. Moreover, depending on the constellation
geometry and the relative distance between spoofer and attacker positions, the attacker
will need to delay some signals and possibly anticipate others, imposing different timing
requirements in the symbol estimation. Finally, it is worth noticing that since only a
fraction of the symbols is unpredictable, the attacker can exploit its a priori knowledge on
the other symbols.

3.2.1 Self-spoofing attacks

Self-spoofing is a particular case of spoofing attacks where the GNSS receiving equipment
is assumed to be under control of the adversary. Such scenarios represent some of the
most demanding requirements for protection against GNSS spoofing. Two representative
applications were considered in the definition of a baseline spoofing scenario and its
respective assumptions: satellite-based Vessel Monitoring Systems (VMS) and smart
digital tachographs. Both applications have the following characteristics in common:

• Applications are used for enforcement of European Commission (EC) regulations
(e.g., to ensure fair competition, protection of fishing stocks, road safety, minimum
working conditions for professional drivers, etc.);

• Applications are backed by EC implementing regulations that require or prescribe
mechanisms to prevent falsification of position;

• Self-spoofing is the predominant attack scenario, where the adversary has an incen-
tive to attack the system in order to obtain advantage (e.g., access to closed fishing
areas, exceeding daily driving hours to obtain a competitive advantage, etc.);

• Applications have access to communication networks for reporting non-compliance
(e.g., Satellite communications, Direct Short Range Communications (DSRC)).

Satellite-based VMS’ were introduced to protect fisheries from illegal fishing, using
GNSS for enforcement. Requirements for VMS’ are largely driven by regulation [29],
specifying acceptable position errors and associated confidence intervals, the contents and
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frequency of transmissions to a Fishing Monitoring Centre (FMC) that allow authorities
to react in a timely manner to non compliant behaviour.

The regulation notes that “Member states shall adopt the appropriate measures to en-
sure that the satellite-tracking devices do not permit the input or output of false positions
and are not capable of being manually over-ridden.” Today, such measures include the
use of tamper-resistant hardware and cryptographic mechanisms to provide protection
against vessel owners attempting to tamper or interfere with the device; however, it is
only a matter of time before malicious owner resort to GNSS spoofing as a threat to the
present enforcement mechanism. The return on investment for defeating the VMS and
illegally fishing in closed areas can be significant and can substantially outweigh the
costs associated with conducting a spoofing attack. In fact, data from the VMS has been
accepted as evidence in court against offences related to unlawful entry or illegal fishing in
closed areas. On the other hand, evidence related to tampering or interfering with a VMS
transponder and provision of false information to the relevant fisheries administration
has also been accepted [30], making such attack less attractive.

Digital tachographs record the activities of professional drivers including rest and
driving hours, to ensure compliance with EC regulations [31], increasing road safety,
ensuring minimum working conditions and guaranteeing fair competition for EU trans-
port companies. EC regulation [32], prescribing requirements for construction, testing,
installation, operation and repair of tachographs and their components addresses the
use of GNSS, remote early detection of possible manipulation or misuse, interfaces with
intelligent transport systems and security mechanisms.

To address risk of tampering and falsification of GNSS position, the regulation pre-
scribes error reporting for discrepancies in time between GNSS and the vehicle unit,
and discrepancies in motion determined from a motion sensor (e.g., tachometer) and
GNSS-estimated motion. Moreover, the specification of the GNSS receiver states that
“The GNSS receiver shall have the capability to support Authentication on the Open Ser-
vice of Galileo when such service will be provided by the Galileo system and supported
by GNSS receiver manufacturers.". While this function is not available today, a recent
invitation to tender [33] by the European GNSS Agency, targets the development, supply
and testing of a Galileo Open Service Authentication User Terminal, including a prototype
of a terminal meeting the smart digital tachograph application requirements.

The following analysis considers as a baseline a GNSS receiver implementing defences
based on the utilisation of Galileo Open Service authentication as described in [33].
Future work may consider an extension of this receiver with an external motion sensor
(i.e., tachometer), implementing the time and motion discrepancy checks prescribed in
the implementing regulation.

3.3 Spoofing attacks in the real world

Fig. 3.1 shows the considered spoofing scenario, consisting of two entities: the spoofer
and the victim receiver.

It is assumed that the self-spoofing user is able to smoothly transition the receiver
from the condition where it is illuminated by genuine signals only, to that where it is
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Figure 3.1: Considered self-spoofing scenario.

illuminated by forged signals only. The transition may either be smooth (carry-off) or
abrupt (suddenly covering the antenna); the latter case may be disguised as a natural
outage of GNSS (obscuration by artificial landmarks, e.g., a bridge). The fader is the
element responsible for shaping this transition. Once the receiver is in a covered state, it
only observes inauthentic signals.

The objective of the spoofer is to ensure that the receiver cannot reliably assert that
these signals are not genuine. In the absence of NMA, the spoofer could simply gener-
ate consistent GNSS signals with modified reciprocal time delays. On the other hand,
the unpredictability of the cryptographic information introduced by NMA limits the
spoofer’s freedom. In order to generate ranging signals that can pass the cryptographic
verification, the spoofer exploits its GNSS receiving equipment (possibly comprising mul-
tiple antennas) to track the Signal-In-Space (SIS) and feed the Security Code Estimation
function. This is the fundamental block in the spoofer, which performs the estimation of
the cryptographic data and feeds the signal generation block based on the attack strategy
that minimizes the detection probability. The digital spoofing signal is finally converted
to RF and combined with the legitimate signal before being transmitted to the victim
receiver.

The receiver is a traditional single frequency, single antenna GNSS receiver. We
assume that the receiver has sporadic access to the network that can be exploited for
achieving coarse time synchronization.

A representation of the general spoofing scenario is given in Fig. 3.2. Since in typical
NMA proposals the authentication data are broadcast jointly with the navigation message,
the unpredictable symbols are interleaved with predictable ones. For instance, in [33],
the unpredictable symbols are contained only in the odd Galileo INAV half-page, while
the even half-page is completely predictable. Moreover, even in the odd INAV half-pages
not all symbols are unpredictable. For this reason, the attacker could guess part of the
unpredictable data before observing it, thanks to FEA.

Let us denote by tp the delay introduced by the signal processing operations together
with the hardware delay of antennas and cables, and by td the propagation delay due to
the distance between the spoofer transmitting antenna and the victim antenna, which is
negligible in a self-spoofing scenario. ∆i(t) indicates the difference between the geometric
ranges of the spoofer and the falsified position with respect to a SVi.

For those satellites whose signal arrives earlier to the spoofer antenna than to the false
position (∆i(t) > 0), the attacker can easily emulate the legitimate signal, adding the
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Figure 3.2: Pictorial representation of the spoofing scenario.

appropriate delay. The higher this delay, the better for the attacker, since more energy
can be accumulated, thus obtaining a more reliable estimate and a more accurate replica.
On the contrary, some signals will likely need to be anticipated (∆i(t) < 0), i.e., to be
transmitted before the attacker sees the corresponding values. In this case the attacker can
leverage FEA to obtain an a priori knowledge of part of the page and perform a SCER
attack on the unpredictable symbols. In order to produce a spoofing signal with the
correct timing, the attacker shall start the transmission even before the leading edge of
the unpredictable symbol reaches his antenna. The transmission can thus be started in
advance, introducing random samples at the beginning of the unpredictable symbols,
then perform a zero-delay SCER attack. If the number of introduced random samples
is low, the effect on the probability of correct symbol decoding by the victim receiver is
negligible, as proved in the following sections.

A second option for the attacker is that of introducing a time offset toff between the
receiver clock and the system time. This would allow receiving at least a few samples of
each symbol before transmitting the corresponding estimate. The time offset shall meet
toff ≥ tp + td −min∆i(t)/c. On the other hand, the time offset that can go undetected
depends on the clock uncertainty of the victim receiver. The larger the introduced offset,
the better the estimation performance for the attacker. As a matter of fact a large enough
offset could allow the attacker to decode and transmit the symbols without performing
either FEA or SCER. This makes receivers particularly vulnerable during cold- or warm-
start where the receiver clock bias might be large. Even if the receiver is equipped with a
reasonably high quality oscillator, e.g., with an accuracy of 100 ppb, it would still loose
about 100 us within approximately 15 minutes.

A real world example of the spoofing scenario is shown in Fig. 3.3a with the corre-
sponding skyplot reported in Fig. 3.3b, where the SVs belong to the Galileo constellation.
A self-spoofer moves, at a constant speed of 10 km/h, from the University of Padova
building following the blue trajectory, while generating a falsified signal that leads the
receiver to compute the PVT corresponding to the red trajectory. Fig. 3.4 represents the
difference between ranges computed in the false position and in the attacker position.
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The attack was successful for both the u-blox M8T and the software receiver. A difference
can be noticed in the trajectory computed by the two receivers; this is probably due to the
fact that we have less control on the set of satellites employed for the PVT in the u-blox
receiver. In the example, it can be seen that, at t = 100 s, the attacker would need to
anticipate by 500 ns the signal coming from PRN 5, while that from PRN 7 needs to be
delayed by 833 ns. The relative movement between authentic and false position causes
the time offset to be highly dynamic: conversely, in the last part of the observed time
window, the signal from PRN 7 needs to be anticipated and that from PRN 5 delayed. It
is worth noting that with a sampling frequency of 4 MHz, a sample corresponds to 250
ns, hence the mentioned delays correspond to just few samples.

It is worth noticing that is not necessary for the attacker to spoof all the satellites
in view: the target can be limited to those SVs on which the attacker has an advantage
over the false position. For example at t = 100 s he can spoof SVs 6, 7, 12 and 20. After
some time, PRN 20 can be excluded from signal generation and replaced by SVs 5 and 13.
This motivates to differentiate the attack strategy among the different SVs and over time.
This approach may degrade the navigation of the victim receiver and in a typically good
reception context such as VMS, this effect may be observed in metrics such as dilution
of precision (DOP). On the other hand, in a more unstable context, e.g., for a moving
receiver in obstructed environment it may be hard to discriminate between impaired
reception conditions and a carefully crafted scenario.
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Figure 3.3: Example of real world spoofing scenario. (a) The actual trajectory of the self
spoofer (in blue), the intended spoofed trajectory (in red), and the computed position (in
light blue for ublox receiver and in yellow for software receiver). (b) Skyplot of the SVs in
view in the example spoofing scenario.

3.4 Success Probability of the Attack

3.4.1 Forward Estimation Attack

The aim of FEA is to exploit the redundancy in FEC to reduce the amount of unknown
symbols in the navigation message. Let us take as an example the Galileo E1B signal
component and its NMA scheme as per [33], that is transmitted using the EDBS channel
contained in the odd half pages of the INAV message. Out of the 40 bits of the EBDS
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Figure 3.4: ∆ values for the SVs in view in the example spoofing scenario of Fig. 3.3.

channel, 8 are devoted to key management and are considered predictable [34], leaving
32 unpredictable symbols. The INAV message is protected by a parity check consisting in
a cyclic redundancy check (CRC) of 24 bits [35]. The coded symbols are then interleaved
in order to increase the robustness to error bursts and fading scenarios. This causes some
of the symbols of the CRC to be transmitted before the unpredictable ones. Therefore,
an attacker needs to guess not only the unpredictable symbols but also the CRC, which
gives NUS symbols to guess for each odd half-page:

NUS = 2(NUB + LCRC + 2(K − 1))

where NUB is the number of cryptographic bits, LCRC is the length in bit of the CRC
and K is the constraint length of the convolutional code. Note that the constraint length
contributes twice to the number of unpredictable symbols, as the cryptographic data and
the CRC are broadcast as two groups of bits, separated by more than K bits. With the
chosen parameters we have NUS = 136. While it is possible to improve the FEA trying to
brute-force the CRC [36], even a basic implementation of the FEA reduces the number
of unpredictable symbols to 56. By extending FEA to brute-force search across the full
24-bits CRC, the number of unknown symbols can be reduced to 51. The number of
resolved symbols can be tradeoff with computational complexity, allowing to impose a
more realistic bound to the attacker’s capabilities. Fig. 3.5 shows the result of FEA on

Attack paramters NUS

no FEA 136
FEA with no CRC brute-force 56
FEA with 14-bit CRC brute-force 54
FEA with 20-bit CRC brute-force 53
FEA with 24-bit CRC brute-force 51

Table 3.1: Number of symbols (NUS) of the odd-pages of the INAV message that remain
unpredictable after applying one of the feasible prediction algorithms.

the 240 interleaved symbols of the odd-half page. It can be noticed that the prediction
algorithm is unable to get any advantage in the guessing probability of the first half of
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(a) Without FEA or CRC brute-force (b) FEA and 14-bit CRC brute-force

Figure 3.5: Probability of error when guessing each symbol of the navigation message
odd-page assuming without FEA (a) and with FEA and a brute-force search of the last 14
bits of the CRC (b)

the unpredictable symbols. However, after accumulating approximately half of the 240
symbols, FEA allows to correctly decode the remaining symbols with probability equal
to 1.

The attack strategy can be optimized by resolving half of the unknown symbols with
FEA and performing a SCER attack on the remaining ones. This approach reduces the
number of symbols that are actually estimated on the fly and replayed. Therefore a
spoofing detection metric that leverages the attacker’s estimation algorithm can only rely
on 51 symbols, corresponding to 204 ms, every two seconds. This means that just about
10% of the signal can be used for anti-spoofing. The attacker can exploit a window of
1.56 s of completely predictable symbols every two seconds, inducing a small drift in the
local clock of the receiver that accumulates over time.

The FEA attack was implemented and tested with the C++ signal simulator developed
in the University of Padova, obtaining a correct page decoding rate, Pc, of around 1%,
when 32 unpredictable bits are employed, as in [36]. This result translates into a security
level of − log1/2 (Pc) = 6− 7 bits per page, with respect to the intended 32 bits. It is worth
noting that this result was obtained by testing the 32-bits NMA field on i.i.d. random
bits with equal probability. When the test was repeated with a simple ECDSA signature
implementation of NMA, the result showed that fewer bits of security were left after
the FEA attack, due to the fact that some parts of the signature were not completely
unpredictable. The signature padding, accessory information fields and identifiers for
the signature chunks are all examples of data that have a known structure and are not
full-entropy.

3.4.2 Security Code Estimation and Replay Attack

This section aims at evaluating the effect of a SCER attack on signals that are protected
by NMA. We take as a metric of the attack feasibility the probability of correct symbol
demodulation at the receiver’s side. The attack is considered feasible if the NMA protected
signal can be spoofed with a non negligible probability of correct symbol demodulation.

The SCER attack aims at transmitting the estimated symbols from the legitimate signal
with minimum delay. Instead of accumulating all the symbol samples to obtain a reliable
estimate, at each received sample the adversary transmits an approximate estimation of
the symbol based on all the samples received up to that instant. In [25] and [26] several
estimation strategies were defined; this analysis assumes the use of the maximum a
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posteriori probability (MAP) estimator. This attack causes the first transmitted samples
to be noisy, since they are computed by observing just a small fraction of the legitimate
symbol. However, as soon as more energy is accumulated from the legitimate symbol,
the transmitted values will become more reliable and the probability of sending a correct
sample will exponentially increase.

Let us analyze the probability of decoding errors on the symbol at the receiver side,
comparing the results obtained in the following cases:

• the receiver is decoding data from the authentic signal;

• the receiver device is subject to a SCER attack.

In the former case this probability will depend on the value of C/N0, taking the form:

Pe,L =
1

2
erfc

(︂√︁
TsCL/N0

)︂
where Ts represents the symbol period and CL the power of the received legitimate signal
power.

In the latter case it is expected that the effect of the non-reliable initial estimates will
increase the probability of decoding error. Since at time t, the attacker sends its estimate
based on the previously observed samples, this is equivalent to the legitimate case, for a
symbol with duration t, and thus:

Pe,A(t) =
1

2
erfc

(︂√︁
tCA/N0

)︂
where PeA(t) represents the probability of decoding error for the attacker at time t (at the
attacker’s side the reception of a symbol is supposed to start at t = 0). CA represents the
received signal power at the attacker’s side. The victim will correlate the signal received
from the attacker with its local replica, obtaining a positive contribution for the samples
that were correctly estimated by the adversary (with probability 1−PeA(t)), and a negative
contribution for the others (with probability PeA(t)). The energy of the correlation on the
whole symbol is thus given by:

EA =

∫︂ Ts

0
[CS(1− PeA(t))− CSPeA(t)] dt

= CS

∫︂ Ts

0
erf
(︂√︁

tCA/N0

)︂
dt .

where CS is the spoofed signal power received by the victim. In the above formulation
the unpredictable symbols are assumed to take values in [−1; 1] with P(-1) = P(1) = 0.5.
Moreover, the attacker is assumed to transmit a spoofing signal that is received by the
victim at the same power CS = CL, thus removing one degree of freedom for the attacker.
Several detection mechanisms exploit the power level of the received signal [37, 38], but
this extension is left for future work.

In general the spoofed position is likely to have a significant offset with respect to the
actual position of the user’s device, therefore the attacker will have to either anticipate or
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delay the signal from each SV. Delaying a signal gives the attacker more time to refine
its estimate before sending the first samples of the symbol. Let Td represent the time
delay introduced with respect to the attacker’s received signal. The attacker will now
accumulate the legitimate signal for Td seconds, sending it’s first estimated sample at
t = Td. For a duration of Ts − Td the attacker experiences an increase in the reliability of
its estimate, which saturates after Ts seconds, when the final sample is received. Until the
end of the transmitted symbol, Ts + Td, the attacker will send the last estimated samples,
all equal to the one sent at Ts. Thus, the probability of an incorrect estimate is:

Pe,A(t) =

⎧⎨⎩1/2 erfc
(︂√︁

tCA/N0

)︂
, for Td ≤ t ≤ Ts

1/2 erfc
(︂√︁

TsCA/N0

)︂
, for Ts ≤ t ≤ Ts + Td

On the contrary in case the signal needs to be anticipated of Ta, for −Ta ≤ t ≤ 0 the
attacker has to guess the symbol:

• the spoofer can flip a coin and choose either 1 or −1, then stick to the chosen value
until he starts receiving the legitimate signal, gaining some information about the
actual value of the symbol;

• the spoofer can flip a coin at each sample, transmitting a variable outcome. On
average around half of the samples will be correct;

• the spoofer can transmit nothing until he starts receiving the legitimate symbol.

One important consideration is that the signal must be trackable by the target receiver.
That is, if the time advance the adversary needs to introduce is too long, (e.g., a few ms),
then the receiver may experience tracking errors or perhaps even loss of lock. The second
and third options are valid for short time shifts (e.g., 10-200 µs), but may not work for
longer ones (e.g., 1-10 ms). The spoofing signal needs to exhibit good correlation with the
local replica in order for the target receiver’s PLL and DLL to work properly. For short
range time shifts, of the order of some tens of µs, the result is the same in all three cases;
thus the following analysis assumes the use of the second strategy for the attacker.

Starting from t = 0 the attacker starts accumulating samples from the real signal, thus
switching from a random guess to the actual SCER estimation. Then the probability of
incorrect estimate is:

Pe,A(t) =

⎧⎨⎩0.5, for − Ta ≤ t ≤ 0
1

2
erfc

(︂√︁
tCA/N0

)︂
, for 0 ≤ t ≤ Ts − Ta

Since some signals will need to be anticipated (case of Ta) and some others delayed (case
of Td), let us synthesize the analysis by considering a more general time shift of ∆, where:

• in case of ∆ < 0 the signal will be anticipated with Ta = −∆

• in case of ∆ ≥ 0 the signal will be delayed with Td = ∆
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The result is:

EA =

⎧⎨⎩CS

∫︁ Ts+∆
0 erf

(︂√︁
tCA/N0

)︂
dt, for ∆ < 0

CS

∫︁ Ts

∆ erf
(︂√︁

tCA/N0

)︂
dt+ CS∆erf

(︂√︁
TsCA/N0

)︂
, for ∆ ≥ 0

Let’s now consider CS

∫︁ b
a erf

(︂√︁
tCA/N0

)︂
dt, whose value can be obtained in closed form

by performing a change of variable, x =
√︁
tCA/N0, obtaining

CS

∫︂ b

a
erf
(︂√︁

tCA/N0

)︂
dt = 2

N0CS

CA

[︄
(2x2 − 1) erf (()x)

4
+

xe−x2

2
√
π

]︄⃓⃓⃓⃓
⃓
√

bCA/N0

√
aCA/N0

.

By substituting the derivation with the corresponding integration limits inside the above
equation, it is possible to obtain EA, and from this value one can derive the probability of
error on the final symbol at the victim’s side as

Pe,S =
1

2
erfc

(︂√︁
EA/N0

)︂
Figure 3.6a represents the probability that the victim’s receiver decodes a wrong

symbol with respect to the legitimate one, against the time offset imposed by the spoofer.
The effect of the attack is compared with the symbol error probability in case of legitimate
signal, that is only due to AWGN noise. In this case the C/N0 at the legitimate receiver’s
side is CS/N0 = 30 dBHz, while that at the spoofer’s side is either CA/N0 = 30 dBHz or
CA/N0 = 40 dBHz. Notice that the time offset in the figure lies in the range −Ts ≤ ∆ ≤ Ts,
where Ts = 4ms is the Galileo E1 symbol period:

• ∆ = −Ts represents an attack in which the spoofer is trying to guess the entire
symbol by flipping a coin. In the figure, the corresponding symbol error probability
is 0.5.

• ∆ = Ts represents an attack in which the spoofer is transmitting his estimate after
receiving the whole symbol, which is the best he could do in the most favourable
case.

Fig. 3.6b is the analogous of Fig. 3.6a, but in the case C/N0 = 40 dBHz. Notice that
error probability values for the spoofed signal and the legitimate signal decrease by
several orders of magnitude and so does their difference, even in case the attacker has a
lower CA/N0 than the legitimate receiver (e.g., 35 dBHz, as shown in the figure). This
effect is due to the fact that a receiver with higher C/N0 is able to obtain a more precise
symbol estimate, that is hardly corrupted by a few wrong samples. On the contrary, if the
receiver’s estimate is not very resilient to start with, the effect of guessing some samples
will have more weight in the final error probability.

Fig. 3.7 represents the contour plot of the logarithm of the symbol error probability at
the receiver’s side, with varying CA/N0 for the attacker (Fig. 3.7a) and for the receiver
(Fig. 3.7b). Notice that a high CA/N0 allows to lower the error probability even when
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Figure 3.6: Symbol error probability with respect to the time offset. The receiver C/N0 is
respectively of 30 dBHz in (a) and 40 dBHz in (b).

anticipating the signal by a few samples. On the other hand, as discussed above, a lower
receiver’s C/N0 increases the difference between the symbol error probability in the
attack case and in the legitimate case. As it can be seen from the figure, between the two
parameters the most relevant is the C/N0 of the receiver, that brings a greater variability
in the symbol error probability with respect to CA/N0.

The results show an overall increase in the symbol error probability due to the SCER
attack with respect to the legitimate case. When taking into account the overall effect
of the combined attack (FEA and SCER), it is worth noting that for those receivers that
exploit FEC an incorrect symbol does ot necessarily lead to an incorrectly decoded page.
Symbol errors have indeed a non negligible probability of being corrected by FEC algo-
rithms, which is the principle exploited by FEA itself. The difference in the symbol error
probability between the spoofed signal and the legitimate one may hint at leveraging
this metric for anti-spoofing purposes. As it appears from the graphics, this difference
is more significant for low receiver’s C/N0, due to the fact that being so close to the de-
coding threshold, any negative contribution to the symbol energy can make a difference.
However, working at low C/N0 impacts the receiver performance. The variability of
the channel through time has not been taken into account in this analysis, moreover it
has been assumed that the receiver has perfect knowledge of its own C/N0, which is in
general not the case.
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Figure 3.7: Level curves of the symbol error probability (in the form log10 (Pe)) as a
function of the induced time offset and the CA/N0 of the attacker (a) and CS/N0 of the
receiver (b).

3.5 Statistical distinguishability

The above analysis has evaluated the feasibility of the attack and its impact on the NMA
cryptographic verification. In the following the attack limitations will be evaluated by
considering the Mean Square Error (MSE) and the mean error energy in the symbol as a
measure of the distinguishability between the authentic and the spoofed signals.

Let us denote the legitimate signal by s(t) = d(t)c(t) sin(2πft + φ) and by r(t) =

s(t) + n(t) the received legitimate signal corrupted by noise. Instead, let ŝ(t) =

d̂(t)c(t) sin(2πft + φ) denote the spoofed signal generated through the SCER attack,
and the corresponding r̂(t) = ŝ(t) + n(t). We assume that the attacker is not influencing
the noise level seen at the victim receiver, thus the noise term have the same distribution
in both cases.

As we are interested in deriving a bound for the detection capabilities, we neglect
tracking errors such as carrier and code phase errors. Let us define the MSE as

e(x, t) =
1

Ns

∑︂
Ns

|x(t)− s(t)|2

where Ns is the number of symbols over which the measure is computed and x can be
either r or r̂. The overall mean error energy is defined as:

E(x) =
1

TS

∫︂
Ts

e(x, t)dt .

At the University of Padova we developed a C++ GNSS signal generator for both
GPS L1 C/A and Galileo E1B and E1C signals. The constellation simulator produces
baseband signals that are then processed using both GNSS-SDR [39] software receiver
and transmitted using a bladeRF [40] software defined radio to a ublox M8T receiver. The
software integrates cryptographic NMA and advanced spoofing capabilities, including
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the combination of FEA and SCER attack. The software generator was used to validate
our theoretical results and assess the performances of the attack.

The probability of correct decision on the samples of a symbol is represented in Fig. 3.8
for different values of C/N0.
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Figure 3.8: Probability of correct decision on symbol samples, averaged over multiple
symbols.

Fig. 3.3a shows the result of a spoofing simulation with real-world trajectories: both
the ublox M8T and the software receiver GNSS-SDR computed the false PVT solution,
induced by the spoofing signal, even with moderateC/N0. The MSE metric was evaluated
on the spoofing scenario presented in Fig. 3.3a. The values are averaged over 9 SVs, with
a simulation time of 400 seconds each, for a total of one hour of signals. In Fig. 3.9, the
computed MSE over the symbol duration, e(x, t), is reported. The signals were normalized
to unitary amplitude and the mean value of the MSE was removed. Fig. 3.9a highlights
the error contribution of the spoofer estimation at the beginning of the symbol. However,
since it is derived under the unrealistic assumption of C/N0 = 60 dBHz or 70 dBHz for
the receiver, it only serves an illustrative purpose. When using more realistic values for
CA/N0, such as in the 40-50 dBHz range, it easy to see from Fig. 3.9b that the receiver
noise dominates the error contribution, while the additional errors introduced by the
spoofer become negligible. This is even more evident in Fig. 3.10, where the MSE value
exhibits an increase of less than 0.5% in the initial part of the unpredictable symbols
with respect the legitimate case. It is worth remarking that these results are obtained
by neglecting all errors sources beside the AWGN noise (e.g., PLL/DLL tracking errors,
ADC saturation...).

Fig. 3.11 shows another metric, the error energy, E(x), represented for ease of vi-
sualization as 10 log10 (|E(r̂)− E(r)|/E(r)). The figure shows that a reasonably high
distinguishability can be achieved only for unrealistic values of the legitimate receiver’s
C/N0, while for a receiver in nominal conditions detecting the error contribution of a
spoofer becomes really hard, due to the high noise floor. In Fig. 3.11a the MSE is com-
puted only over the first 50 µs of the symbol, targeting the portion of the symbol that is
most impacted by the spoofer and allowing for a better resolution. In order to optimize
the detection capability, a proper weighting function should be designed that matches
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Figure 3.9: MSE e(r̂, t) (after subtracting the average value) computed assuming CA/N0 =
40 dBHz for different victim receiver C/N0 levels, averaged over one hour of signals.
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Figure 3.10: MSE e(r̂, t) computed assuming CA/N0 = C/N0 = 40 dBHz averaged over
one hour of signals.

the attack strategy; however the attack strategy is in general not known by the victim
receiver. This analysis points out that increasing the signal power, hence increasing
the received C/N0, allows achieving better detection performance. Indeed, increasing
the signal-to-noise ratio allows the receiver to have a cleaner estimation of the received
samples. On the other hand, increasing the received power also allows the attacker to
improve its estimation of the unpredictable symbols. However, the results show that the
latter effect does not fully compensate the former, so that increasing the received power
is beneficial for anti-spoofing purposes at symbol level, as shown by Fig. 3.11.

3.6 Real world SCER attack

As discussed in this chapter, in the SCER attack the attacker acts as a matched filter for
its estimation process, producing an estimate of the legitimate signal sample by sample.
In the first version of our software package we modeled the estimation as an additive
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Figure 3.11: 10 log10 (|E(r̂)− E(r)|/E(r)) as function of the receiver C/N0 and CA/N0,
averaged over one hour of signals. In (a) E(r̂) is computed only in the first 50 µs of the
symbols, while in (b) is computed over the whole symbol duration.

Gaussian noise, as described in [25]:

Zl(n) = Wl +Nl(n), Nl(n) ∼ N (0, σ2
Z(n))

with Wl representing the value of the l-th security code chip and Zl the estimated sample
value, with σ2

Z(n) = 2σ2
s/n. σ2

s is the variance of the noise samples at the spoofer’s side
and n = 1, 2, . . . the sample index.

In a more realistic attack environment the adversary needs to perform the estimation
process on the legitimate signal through the use of a GNSS receiver. Only then the
attacker can effectively generate the spoofing signal. We decided to build a more realistic
implementation of the SCER attack as an added value to our software package. As both
the necessary software components were already present, we combined them to provide
a new attack mode we called real world SCER. To the best of our knowledge, an real-time
implementation of the symbol-level SCER attack with a receiver-in-the-loop has never
been proposed in the literature.

The above equation refers to the effect of a zero-delay attack, in which the attacker
transmits it’s forged signal perfectly synchronized with the legitimate signal he is re-
ceiving. As seen in Fig. 3.4, this will in general not be the case, as in order to impose an
arbitrary position the attacker will have to anticipate some signals and delay the others.
As in Sec. 3.3, ∆i(t) indicates the difference between the geometric ranges of the spoofer
and the falsified position with respect to a SVi. The attacker can compute these values by
using a constellation simulator such as the one integrated in our GNSS signal simulator.

We allowed the two pieces of software (signal simulator and receiver) to communicate
and exchange data through TCP sockets, and design the real world SCER attack through
the following steps:

1. the simulator produces the I/Q samples representing the legitimate signal received
by the attacker (assumed to coincide with the victim in a self spoofing scenario). This
signal is fed to the receiver, which is part of the attacker’s equipment.
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Figure 3.12: Block diagram of the real world SCER attack.

2. The simulator takes as input the spoofed trajectory and the attacker’s trajectory
(which coincides with the victim’s one). It computes the pseudoranges and ∆i(t)

for each satellite and simulation step t.

3. At each simulation step t the simulator sends to the receiver all the values of
[∆1(t), . . . ,∆NSV(t)].

4. The following operations are performed in parallel:

• The receiver performs the SCER estimation while anticipating or delaying the
incoming legitimate signals of the time specified by [∆1(t), . . . ,∆NSV(t)]. The
estimate is produced sample by sample and sent back to the simulator.

• The simulator produces the spoofing signal, leaving the unpredictable bits
blank while waiting for the estimated samples computed by the receiver.

5. The simulator receivers the estimated data samples and adds them to the spoofing
signal, producing the attack output.

6. The attack output is finally added to the legitimate signal. The output can be fed to
the receiver in order to assess its effects.

This real world SCER attack implementation was tested with positive results on the
ublox M8T receiver against an automotive scenario in which the attacker is interested in
simulating a deviation from the nominal route towards a toll-free road. The effect of the
real world SCER attack has been found to follow theoretical results, thus validating our
implementation.
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3.7 Conclusions

This chapter investigated the feasibility of spoofing attacks against GNSS signals protected
by NMA. The analysis was based on the most promising results in literature, which were
combined to increase the success probability of the attack. The aim is that of evaluating the
limitations and weaknesses of a state-of-the-art spoofing attack against NMA protected
GNSS signals, in order to investigate what features can be leveraged for anti-spoofing
purposes. A number of works in the literature suggested that NMA can be used to provide
some level of ranging assurance. This work shows, both by analytical and experimental
result, that the symbol unpredictability offered by the cryptographic functions in NMA
does not offer significant improvement in range assurance.

The two components of this hybrid attack are:

• the Forward Estimation Attack, that works at the data layer, reducing the entropy
of the unpredictable bits in the navigation message.

• the Security Code Estimation and Replay attack, that works at the signal layer
and aims at producing a reliable estimate of the remaining unpredictable symbols,
trading off symbol energy with time delay at the receiver’s side.

The results show that even with a moderate C/N0 the attacker can successfully gener-
ate a spoofing signal for the intended position. Indeed, the difference in the symbol
error probability between the spoofing signal and the legitimate signal is an observable
quantity only for low receiver’s C/N0 (e.g., C/N0 = 30 dBHz), while for higher values
(e.g., C/N0 = 40 dBHz) the difference is in the order of 10−18. The results obtained from
the MSE analysis suggest that the legitimate signal may be distinguished from a spoofed
one by looking at the difference in the MSE values corresponding to the first few samples.
However, the uncertainty introduced by the SCER attack is visible only for extremely
high values of the receiver’s C/N0 (e.g., ≥ 60 dBHz).

The above analysis pointed out that the observable effect of the considered spoofing
attack belongs almost entirely to the signal layer. Hence, the protection offered by NMA at
the data layer should be complemented by signal layer anti-spoofing techniques, working
either at system level, [41, 42], or at receiver level, [10, 43]. In light of these considerations,
NMA schemes should be designed to fulfill only the task of authentication and cryp-
tographic integrity protection of the navigation message, while dedicated signal level
anti-spoofing techniques should be designed to exploit NMA. The above analyses also
serve the purpose of providing indications and guidelines for the the design of future
signal components for GNSS signal authentication.

In a realistic self-spoofing scenario as the one reported in Fig. 3.4, it is likely that
some of the satellites are in favor of the detection mechanism (i.e., the attacker needs to
anticipate the signal). However, if the attacker employs multiple synchronized devices,
properly placed in the receiver surroundings, each satellite can be simulated by the device
that is placed in the most advantageous position, thus eliminating the need of anticipating
signals. Another means of improving the attacker’s advantage is that of introducing a
time drift that would slowly force a delay in the receiver’s clock, allowing the attacker
to accumulate more samples before transmitting its estimate. A future extension of this
work could combine the above techniques, thus designing a more sophisticated attack.





Chapter 4

Low-power selective Denial of
Service on GNSS signals

The main focus in the previous chapters has been on spoofing strategies and spoofing
detection and mitigation. Spoofing is regarded as a high integrity risk attack, since
it potentially allows the adversary to inject forged PVT information inside the receiver
module, undermining the security of underlying services. Spoofing is however considered
a non-trivial attack, suggesting that even a less sophisticated adversary has means to
cause damage. The attacker’s target can be relaxed from position hijacking to service
disruption, thus switching the focus to the category of attacks known as DoS attacks or
jamming [44]. Traditional jammers achieve denial of service (DoS) by transmitting high
power interfering signals, preventing the victim receiver to correctly track the genuine
signal. The approach of a traditional jamming attack can be seen as brute-force: it
disrupts the service over a certain area rather than selectively targeting a particular device
or leveraging the known signal structure. Using such a generic strategy forces the attacker
to transmit a considerably high power, making the attack easily detectable. Indeed one
class of anti-jamming techniques is based on the detection and eviction of narrow-band
interference signals in the frequency domain, where they have a sparse representation, as
in [2]. As techniques operating in the transform domain can be demanding, others that
work at the time domain have been explored in literature, as in [45], in which jamming
mitigation is investigated through the use of adaptive notch filters. Pulse jammers,
that are sparse in the time domain, can be mitigated through pulse blankers, detecting
and excluding pulses whose power exceeds a certain threshold. A whole category of
mitigation techniques operate in the spatial domain and are based on antenna arrays
for determining the source of the interference and suppressing the undesired signals
coming from that direction (e.g., beamforming and nullsteering) [46]. While jamming
and mitigation techniques are still a hot topic, there is a whole unexplored middle ground
between brute-force interference (jamming) and deceptive, more sophisticated attacks
(spoofing) [47]. An example that lies in between is the systematic jammer, proposed in [27],
which disciplines the jamming pulses to target the structure of GNSS data, making the
attack more efficient and harder to detect. This approach drastically reduces the amount of
power required for disrupting the PNT capability by preventing the victim from decoding
the navigation message. By doing so, the attacker can even target a specific constellation,
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forcing the receiver to rely on the remaining ones.
In this chapter a novel jamming strategy is investigated that lies in the same middle

ground, leveraging the structure of the GNSS signal to disrupt the positioning service
more efficiently, by directly attacking the correlation process at the receiver. The proposed
jammer aims at disrupting the lock indicators used by receiver, e.g., the code lock indicator
(CLI) or the phase lock indicator (PLI): if the these metrics are degraded, the receiver is
led to discard the signal.

The code lock indicator can be disrupted by a drop in the correlation value. Similarly
to the so-called nulling attack, the attacker transmits a signal in the attempt of creating
destructive interference with the legitimate one. The aim of the attacker is to degrade the
received signal quality, rather than perfectly cancelling the legitimate signal, allowing to
relax the constraints, both in terms of synchronization and of signal amplitude. On the
other hand, a phase lock indicator monitors the correct tracking of the signal, which can
be disrupted by adding an out-of-phase signal component.

The novelty of this approach, published in [48], lies in the minimization of the trans-
mitted energy while allowing to choose the target constellation and even individual
satellites. Moreover, the jamming and genuine signals combine destructively only for a
specific receiver and geographical area, making it hard for distant interference monitoring
stations to detect the attack due to its low power. This jamming signal is designed to have
a higher probability of deceiving traditional jamming indicators and it is much harder to
filter due to its similarity to the authentic signal itself.

4.1 System model and assumptions

Let us assume that the attacker (Eve) is located close to the victim receiver (Bob), in such
a way that Eve’s antenna is in line-of-sight (LOS) with respect to Bob’s antenna. Eve can
estimate the time of arrival of the authentic signals at Bob’s side with a certain accuracy.
Let us assume that this estimate is affected by mostly three error sources: the error in
the victim’s position, the error in the attacker’s position and the time synchronization
error. The combined effect of these error sources causes the victim’s antenna to receive
the authentic signal earlier or later than the estimated time, with ε representing this bias.

Beside the time alignment of the two signals, the attacker also needs to match the
carrier of the legitimate signal (i.e., Doppler frequency and carrier phase). While it
is possible to assume that the attacker knows the victim’s motion, and can therefore
reproduce the Doppler frequency with sufficient accuracy, matching the carrier phase is
more challenging, as it requires centimeter level accuracy on the victim receiver’s position.

Regardless of the specific GNSS constellation, the received signal is the superposition
of several orthogonal PRNs modulated with data. This discussion relates to GPS L1
C/A, but can be trivially extended to other signals. Both the PRNs and the data are
assumed to be publicly known, and the shortest time interval associated with a constant
value modulated by the carrier is one chip period of the PRN sequence. Since PRNs are
orthogonal, and they are assumed to be free of interference from one another, Eve can
target each PRN individually. Under these reasonable assumptions, the aim is devising
a low-power DoS attack by individually optimizing the jamming waveform for each



CHAPTER 4. LOW-POWER SELECTIVE DENIAL OF SERVICE 38

target PRN. The resulting interference signal will be the superposition of all the designed
waveforms.

4.2 Attack against the code lock indicator

Eve aims at disrupting Bob’s tracking loop by transmitting an interfering signal. For the
ease of derivation let us, for the time being, make the idealistic assumption from the
point of view of the attacker that Eve knows the exact carrier phase and amplitude of the
authentic signal in the victim’s position. The aim of the jammer is to prevent the receiver
from computing the PVT.

One common example of Code Lock Indicator (CLI) implementation can be found
in [49]

µNP =
1

N

N∑︂
n=1

(︂∑︁M
m=1 IP

)︂2
+
(︂∑︁M

m=1QP

)︂2
∑︁M

m=1

(︁
I2P +Q2

P

)︁ (4.1)

where M and N are respectively the number of coherent and non-coherent integration
intervals. Eve can disrupt the CLI by reducing the in-phase correlation power, IP . De-
pending on the specific receiver implementation, if the CLI or the C/N0 estimation are
low enough, the receiver may end up dropping the signal even if tracking is still feasible.

Eve can then aim at reducing Bob’s correlation as much as possible, while minimizing
the energy of the jamming signal (in the statistic average). Assuming perfect PLL and
DLL alignment, it is possible to write the GPS L1 C/A signal after carrier wipe-off as:

p(t) =
∞∑︂

k=−∞
ck rect

(︃
t− kTc

Tc

)︃
(4.2)

where ck ∈ {−1, 1} is the chip value and Tc is the chip duration.
Bob’s metric for deciding the availability of the signal is the absolute value of the

cross correlation between the signal and the local replica of the PRN. Let us assume the
attacker can send his jamming waveform synchronized with the authentic signal with an
error ε. Therefore, under Eve’s attack, Bob’s metric takes the form:

Cε =

⃓⃓⃓⃓
⃓⃓
KTc∫︂
0

p(t)y(t, ε)dt

⃓⃓⃓⃓
⃓⃓ =

⃓⃓⃓⃓
⃓⃓
KTc∫︂
0

p(t)(s(t) + j(t− ε))dt

⃓⃓⃓⃓
⃓⃓ =

⃓⃓⃓⃓
⃓⃓KTc +

KTc∫︂
0

p(t)j(t− ε)dt

⃓⃓⃓⃓
⃓⃓
(4.3)

where y is the superposition of the legitimate (s(t)) and jamming signal (j(t)), p(t) is the
local replica of the PRN, assumed to be perfectly synchronized with s(t), and ε ∼ N (0, σε)

is the synchronization error of the jamming signal with respect to s(t). Since we assume
that the coherent correlation is performed over a single PRN period, K is the number of
chips in a whole PRN (e.g., K = 1023 for GPS L1 C/A). The second term of the rightmost
sum in (4.3) corresponds to the reduction in the correlation value due to the jamming
attack.

In order to ease the formulation of the objective function for the waveform optimiza-
tion, it is assumed that the PLL and DLL alignment are maintained during the attack,
neglecting the effects of misalignments on the discrimination functions as well. However
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simplistic, this preliminary analysis solely aims at investigating low power approaches to
jamming waveforms in order to achieve correlation loss with relatively contained effort.

4.2.1 Attack optimization

Eve’s goal is to optimize the waveform j(t), minimizing its energy subject to a constraint
on the expected correlation loss ρ, where the expectation is taken with respect to the
statistics of ε. This constraint is meaningful in our initial assumption that the attacker
knows the carrier phase of the authentic signal, but it will be relaxed in later derivations,
where this assumption will be dropped. ρ will then become a tuning parameter rather
than an indicator of the correlation value. The optimal jamming signal can be then
obtained by solving the optimization problem:

j∗(t) = argmin
j(t)

⎧⎨⎩
KTc∫︂

τ=0

j2(τ)dτ

⎫⎬⎭ (4.4)

subject to
E [Cε] ≤ ρKTc (4.5a)

0 < ρ < 1 (4.5b)

Let us relax the constraint by exchanging the expectation operation and the absolute
value, thus leading to: ⃓⃓⃓⃓

⃓⃓KTc + E

⎡⎣ KTc∫︂
t=0

p(t)j(t− ε)dt

⎤⎦⃓⃓⃓⃓⃓⃓ ≤ ρKTc (4.6)

that can be rewritten as:

− (ρ+ 1)KTc ≤

+∞∫︂
−∞

fε (a)

KTc∫︂
0

j(t− a)p(t) dt da ≤ (ρ− 1)KTc (4.7)

where fε(a) =
1

σε

√
2π
e

−a2

2σ2
ε . By performing a change of variable the order of the integrals

can be switched, yielding:

b1 ≤
KTc∫︂
0

j(t)q(t)dt ≤ b2 (4.8)

where

q(t) =

+∞∫︂
a=−∞

fε (a) p(t− a)da, b1 = (1− ρ)KTc, b2 = (1 + ρ)KTc. (4.9)
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Note that using (4.2) we can rewrite q(t) as function of the standard normal CDF function
Φ(·):

q(t) =
+∞∑︂

k=−∞
ck

[︃
Φ

(︃
kTc/2

σε

)︃
− Φ

(︃
(k − 1)Tc/2

σε

)︃]︃
. (4.10)

The problem is thus reduced to minimizing of the energy of j(t) subject to a constraint
on the inner product ⟨j, q⟩. Since no contribution to the inner product is given by the
component of j(t) that is orthogonal to q(t), the optimal jamming waveform will have
the form j(t) = βq(t).

In deriving (4.6) from (4.5a) we relaxed the constraint and thus expanded the set
of solutions. Therefore, the optimal solution obtained from (4.8) needs to be verified
a-posteriori, to check whether it was also a solution of the original problem, or was
introduced by the constraint relaxation. In the former case, the solution is also optimal for
the original problem, whereas in the latter case a (possibly suboptimal) solution can be
found by scaling the solution to the original constraint. Indeed, it is sufficient to project
the waveform back into the set of legitimate solutions (i.e., a subspace of the space of
solutions to the looser constraint (4.7)).

Each solution is characterized by ρ and σε i.e., respectively the residual correlation
factor and the distribution of the synchronization error. The solution to this problem
provides Eve with the lowest energy waveform that allows to reduce the correlation value
of the required amount, being robust to the timing errors of the attacker in the statistic
average.

4.3 Attack against the phase lock indicator

In the previous section a jamming waveform was derived under the optimistic assumption
that Eve can achieve perfect carrier phase synchronization with the authentic signal. Let
us analyze a more realistic attack by dropping this assumption on the carrier phase
alignment.

Beside the CLI, the receiver can usually rely on another lock indicator, the phase lock
indicator (PLI), used in combination with the CLI for deciding whether to discard a signal
if deemed as lost lock.

A common implementation of the PLI is:

cos (2∆φ) =

(︂∑︁M
m=1 IP

)︂2
−
(︂∑︁M

m=1QP

)︂2
(︂∑︁M

m=1 IP

)︂2
+
(︂∑︁M

m=1QP

)︂2 (4.11)

where ∆φ is the estimated carrier phase error. The signal is discarded when the PLI is
below a certain threshold.

Intuitively, the PLI is close to 1 when the carrier alignment is perfect, and decreases
as the quadrature component increases. A possible attack strategy therefore is to continu-
ously rotate the carrier phase of the waveform obtained in the previous Section to make
sure that at certain time the PLI decreases, either because the IP component is reduced
(when the jamming signal is summed with φ ≃ 180◦) or because the QP is increased
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(when the jamming signal is summed with φ ̸= 0◦).
This can be achieved by a multiplying the optimal waveform j∗(t) of (4.4) with a

complex exponential, yielding the new jamming waveform

j′(t) = j∗(t)ei2πfjt (4.12)

where fj is an arbitrary frequency that controls the rotation speed of the waveform.
The impact of the attack heavily depends on the choice of fj and on the victim receiver

internal implementation, as discussed in the next section.

4.4 Numerical and experimental results

4.4.1 Simulation Results

The following results are derived from Matlab simulations.
Fig. 4.1 represents the optimal waveform for a portion of PRN 1 of GPS L1 C/A. It can

be noticed that as σε decreases, the optimal waveform has lower amplitude and the shape
of the jamming pulse becomes close to that of the PRN. This is due to Eve’s sub-chip
synchronization. On the contrary, for σε ≥ 1 the impulses spread over multiple chips,
concentrating a greater amount of energy in batches wherein a value dominates the
opposite one.
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Figure 4.1: Optimal jamming waveform for different values of σε and ρ = 0.5, in PRN 1
of the GPS L1 C/A signal.

Fig. 4.2 shows the value of the correlation between Bob’s local replica p(t) and the
received signal y(t). It can be noticed that for high values of σε the correlation is signifi-
cantly reduced even for wide relative shifts between the jammer and the signal. However,
for σε ≤ Tc, a relative shift between j(t) and s(t) of a few chips is enough to restore the
correlation value.

Even though Eve’s synchronization is loose, i.e., σε grows, there are always portions
of the PRNs where the spreading code takes a value more frequently than the other.
These portions will be targeted by Eve’s jamming waveform, as shown in Fig. 4.3. It can
be observed that for σε = 200Tc, that corresponds to Eve having almost no information
about synchronization, the optimal waveform degenerates to a CW amplitude modulated
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Figure 4.2: Plot of the expected correlation E [Cε] between p(t) and y(t) as a function of
the synchronization error.
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by a pseudo-sinusoidal signal with period the whole PRN.
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Figure 4.3: Degeneration of the optimal jamming waveform for high values of σε and for
ρ = 0.5.

Fig. 4.4 shows the power spectral density of the jamming waveform. It can be noticed
that for small σε the power spectral density it’s close to that of the legitimate signal, making
it harder to both detect and to filter the interference signal. On the other hand, when σε

increases, the power spectral density of the jamming waveform tends to concentrate in
the smaller band, making it easier for the receiver to detect the presence of interference.
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Figure 4.4: Welch power spectral density estimation for different jamming waveforms.

4.4.2 Experimental Results

The devised attack was implemented in the software signal simulator developed at the
University of Padova. Specifically, the optimization problem was solved with quadratic
programming in Matlab, obtaining a sampled version of j∗(t) for each PRN and superim-
posing the result to the authentic GNSS signal. The resulting waveform was modulated
with a bladeRF SDR and fed to a u-blox M8T receiver that allows the assessment of
correlation measurements. Fig. 4.5 and Fig. 4.6 show the experimental results relative to
the attack against the CLI. Five GNSS signals were generated, each one corresponding to
a different SV, with low C/N0. After the u-blox receiver obtains a fix (Fig. 4.5), a jamming
signal is added (Fig. 4.6) and the value of the C/N0 estimation becomes 10 dB-Hz lower,
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while the fix is lost (red circle). A different synchronization error ε is applied to each PRN
repetition in the jamming signal, where ε is drawn from a Gaussian distribution with
σε = 0.1Tc. This was done in order to evaluate the effects of the code misalignment with
respect to the jamming waveform. Moreover, it can be noticed that the jamming detector
does not indicate anomalies (green circle).

Figure 4.5: Ublox M8T receiver before attack: nominal conditions.
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Figure 4.6: Example of attack effects on a ublox M8T receiver.

The results of the attack against the PLI are shown in Fig. 4.7, Fig. 4.8 and Fig. 4.9, that
report respectively the C/N0, the carrier phase and the pseudorange estimated by the
receiver, for different jamming frequencies. The figures highlight that the behavior of
the PLI is strongly influenced by the jammer frequency offset fj . In Fig. 4.7a, Fig. 4.8a
and Fig. 4.9a, the jammer frequency offset was set to fj = 100Hz. Only some SVs were
affected. Even if the effect on the C/N0 estimator was moderate, the receiver lost the
carrier phase lock several times and some spikes were registered in the pseudorange
estimation in the corresponding instants. In Fig. 4.7b, Fig. 4.8b and Fig. 4.9b, the jammer
frequency was set to fj = 1 Hz. All SVs were affected and the entity of the impact on
the C/N0 estimation is due to a different initial error in the carrier phase alignment.
The jammer signal indeed can be seen to interfere constructively with the legitimate
signal of SV 8. The resulting C/N0 estimation is thus higher than the actual value (42
dB-Hz). The opposite happens for SV 1 and SV 9, where the jammer signal interferes
destructively with the legitimate one, causing an average correlation loss of more than 10
dB. A possible explanation for the stability of the estimated value is that fj = 1 Hz is also
the period of the C/N0 estimation performed in the receiver. Therefore, the estimated
C/N0 is not affected by big fluctuations and remains almost constant around a certain
value. Even if the C/N0 is not dropping to levels were a loss of lock would occur, the
receiver contentiously declares a loss of carrier lock and stops producing observables
Fig. 4.8b. This effect is best observed for SV 8, for which the receiver keeps reporting a
loss of lock even though the C/N0 is over 40 dB-Hz.

In Fig. 4.7c, Fig. 4.8c the jammer offset frequency was set to fj = 0.1 Hz. It can be
noticed that the impact of jammer offset frequencies lower that 1 Hz is more predictable:
a clear periodicity of 10 s can be recognized between fading events and carrier loss of
lock events. As in the 1 Hz experiment, the pseudorange estimation was unaffected.

Some further investigation is needed to obtain an insight on how the jamming wave-
form truly affects the discriminators of the PLL and DLL. This analysis, which will be
performed on the software receiver in order to have immediate control over the parameters
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and outputs, is left for future work.
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Figure 4.7: C/N0 estimated by the ublox M8T receiver. The jammer frequency is a) 100
Hz; b) 1 Hz, c) 0.1 Hz.
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Figure 4.8: Pseudorange measurement of the ublox M8T receiver. The jammer frequency
is a) 100 Hz; b) 1 Hz.
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Figure 4.9: Pseudorange measurement of the ublox M8T receiver. The jammer frequency
is a) 100 Hz; b) 1 Hz.
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4.5 Conclusions

This analysis has investigated a novel class of DoS attacks against GNSS. Instead of using a
brute force approach based on high transmitted power, a jamming waveform was devised
that is matched to the spreading code of the target SV. The devised attack minimizes the
transmitted power necessary to obtaining the target reduction in the correlation value,
accounting for time synchronization errors between jamming and legitimate signals. The
assumption on the attacker’s phase synchronization was dropped by adding a frequency
offset to the jamming signal, highlighting how a fictitious loss of lock can be triggered in
a commercial grade receiver by targeting the PLL.

The devised jamming waveforms can be designed to have a power spectral density
that is comparable to the legitimate signals, showing their effects after the correlation
rather than at the frontend.





Chapter 5

Key management in GNSS
applications

Cryptography is generally integrated in most communication system in order to fulfill
security targets such as confidentiality, non-repudiation, integrity protection, and au-
thentication. Key management comprises several functions ensuring that cryptographic
material is securely generated, delivered, stored, updated and revoked, preventing unau-
thorized use of keys and attacks to their confidentiality and/or authenticity. Any crypto-
graphic protocol (such as an authentication scheme) needs a security policy for dealing
with both ordinary events (involving the regular operations of the system) and extraordi-
nary ones (due to unexpected causes of any kind).

The initial service required in key management is that of establishing the crytpo-
graphic keys among the legitimate users, which starts with key generation, where crypto-
graphic material is produced, ensuring that it is not easily predictable e.g., by using fresh
randomness. For asymmetric mechanisms, private and public keys are generated by each
entity for itself and public keys must then be delivered to other users through a channel
that itself provides authentication and integrity protection. This operation is called key
distribution, the second phase of key establishment. The distribution protocol shall respect
practical requirements, defined by the specific application (e.g., time synchronization), in
order to guarantee a transparent access to the service. It is good practice to periodically
confirm or update all key material, e.g., by the Online Certificate Status Protocol (OCSP).
The key management scheme shall ensure timely reception of key updates at the user
side, thus preventing the unauthorized use of expired keys, which may lead to security
vulnerabilities, or undermine the continuity of service. One cryptographic best practice is
to protect the keys by minimizing their cryptoperiod, the time during which a key is used
before a new one is issued. A shorter cryptoperiod limits the amount of information that
is protected by the same key, the time available for cryptanalytic attacks, and the exposure
time of the system in case of key compromise. Nevertheless, in bandwidth constrained
scenarios such as GNSS, the frequency of key update operations has a critical impact on
communication overhead, since the system needs to broadcast additional data in the form
of key management messages. This trade-off between bandwidth and security is a critical
driver in the choice of a cryptographic key management scheme, as security needs to be
maximized while taking into account the limitations of the application environment.
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Key establishment, update and revocation operations need to be assisted by mech-
anisms that allow to prove the legitimacy and authenticity of all involved message ex-
changes. These services can be provided by Public Key Infrastructure (PKI): a hierar-
chical organization of public keys with several layers. Higher layers shall be more robust
(i.e., based on stronger cryptographic primitives with higher security parameters) in order
to authenticate the messages for the management of lower layers, such as key updates and
revocation. Lower layers can thus be designed with less stringent requirements, such
as shorter signatures and public keys, allowing them to cope with performance targets
and bandwidth constraints. The chain of trust induced by this architecture propagates
the reliability of higher layers to lower ones, whose security is guaranteed by means of
public key certificates. A certificate contains a public key and some information that binds
it to a specific context, i.e., its version, serial number and validity period, and the issuer
identity. All this information is signed by a Certificate Authority (CA), whose signature
is included in the certificate as well.

The above approach establishes further layers of security whose task is to guarantee
that all system maintenance operations are issued by the rightful authority. It is recom-
mended to authenticate key management messages with a higher level of security with
respect to the target system served by the infrastructure: the compromise of higher layer
keys would indeed allow an attacker to take over the entire system, with no chance of re-
covery through rekeying. The result is a natural layering of the authentication keys, where
higher layers authenticate lower ones [50]. This kind of structure is widely exploited in
key management architectures over different types of network.

Key management systems may also offer additional services, such as a group manage-
ment mechanism to take care of different user categories and a user revocation mechanism
to allow the exclusion of subsets of users. The challenge is to design a key management
scheme tailored to the GNSS scenario that is able to integrate multiple services within its
structure, accounting for diverse needs and service requirements.

Overview of key management schemes employed in present networks

The Extensible Authentication Protocol (EAP) is a widely used standard [51] that allows
to support various ciphersuits and authentication mechanisms at multiple layers. The
EAP-AKA version, which stands for Authentication and Key Agreement [52], is compatible
with UMTS and LTE networks, where it is used to achieve mutual authentication between
users and network management entities [53–56]. This protocol starts with the negotiation
of a master key: most of the other cryptographic keys needed for key management can
be either directly derived from it or negotiated through a secure authenticated channel.
AKA defines a set of request and response messages that must be exchanged between two
parties in order to achieve mutual authentication. The challenge-response nature of this
KM protocol is supported by the presence in most wireless communications of a duplex
channel between users and network entities. The same does not hold for GNSS, where the
channel from satellites to end-users is often the only one available, and user authentication
is unnecessary. In LTE networks a successful mutual authentication allows the user to
retrieve a 256- bit session master key (called ASME key) that allows the derivation of
several other keys: encryption keys, integrity protection keys and authentication keys for
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communications with other network base stations (eNBs). LTE key management scheme
thus exploits a hierarchical approach: a master secret key stored in the User Equipment
allows the negotiation of the intermediate session master key (that can last from hours to
a few days, depending on the receiver movements), from which several other keys are
independently derived, to enable cryptographic key separation.

The WiMax standard for high rate transmissions through wireless networks supports
encryption, integrity protection and user authentication [57]. Once again the focus of
key management is mainly on access control, as support for mutual authentication was
only introduced in later versions of the standard, to repair potential security flaws. This
standard exploits the Private Key Management protocol for user authentication and
key negotiation, which is composed of two phases. During phase one, the subscriber
station sends to the base station its RSA public key certificate. The authenticator verifies
all provided information and decides whether to grant or deny access to the network;
in the former case, an encrypted symmetric authorization key is sent to the subscriber
station. This scheme is well fitted to WiMax networks due to their high bandwidth and
duplex features, as certificates carry a large amount of information (IDs, validity periods,
signatures, etc.). Conversely, for the same reason, this kind of protocols do not fit GNSS
restrained resources. Phase two has the aim of negotiating encryption and integrity
protection keys to be used for secure data exchange. This negotiation proceeds with the
derivation of a key encryption key, that is used to securely wrap and transmit cryptographic
material, thus creating a multiple layer key hierarchy. In WiMax networks high bandwidth
allows to introduce useful redundancy in security protocols: as an example, when key
renewal needs to be triggered, the base station sends the encrypted version of both the old
and the new keys, leaving less freedom to potential attackers (e.g., who might pretend to
be the base station and distribute fake keys). This expedient is hardly applicable in the
GNSS context, where it is critical to reduce the amount of exchanged information.

In WiFi networks too, key management starts with the establishment of a 256-bit master
key, either manually or via EAP protocol [58]. A key hierarchy is then established through
the derivation of pairwise keys (shared only between a station and the authentication
server), and group keys. Similarly to the previously described schemes, keys with long
cryptoperiods are used to derive temporary session keys, valid for a limited time and a
specific context, such as the Pairwise Transient Key. A four-way handshake protocol is
indeed exploited to establish this key, which in turn is used to derive lower layer keys for
encryption and integrity protection. This approach, making use of key negotiation and
derivation, is presently employed by most security protocols, such as the Transport Layer
Security (TLS) protocol for secure end-to-end internet connection [59].

Broadcast television is an application scenario that is closer to GNSS in that bandwidth
is a precious resource that gets mostly consumed by data [60]. Here, though, the main
concern is user authentication and access control for avoiding unauthorized access to
premium contents. A three or four-layer key hierarchy is exploited where shorter keys are
updated really often: the keys that directly encrypt the contents might have a few-seconds
cryptoperiod. Upper layer keys are used as group-keys to make communication more
efficient and reduce bandwidth consumption. The highest level of the hierarchy consists
in a master secret key that is pre-installed in the user smartcard.
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This overview points out the crucial role of key management in every communication
protocol that employs cryptographic mechanisms for providing security services. In the
GNSS open service, the system primary concern is source authentication and integrity
protection, while user authentication and access control are not required, nor applicable.
The design of a suitable key management scheme for this scenario should thus depart
from the above described approaches. However, the choice of appropriate algorithms and
policies should be driven by the knowledge of strengths and weaknesses of well known
key management schemes. Two ideas can be drawn from the above discussion: a key
hierarchy allows to have more control over the system, by regulating the cryptoperiod of
each key and separating their role, as good practice recommends. Moreover, although
two-way protocols enhance the security of key management, they can not be implemented
in GNSS due to its broadcast nature.

Section 5.1 tackles the design of a cryptographic key management scheme for GNSS
data authentication, proposing an implementation tailored to the Open Service of Galileo.
This proposal was published in [61].

Section 5.3 tackles the design of a key management scheme for access control in
bandwidth constrained scenarios with stateless receivers (i.e., whose connection is not
continuous in time). This work is an extension of [62] and is motivated by the Commer-
cial Service of the Galileo GNSS constellation, which may offer additional services to
a restricted set of users. An illustrative adaptation to the Galileo Commercial Service
signal is proposed to evaluate the performance of the protocol in terms of communica-
tion overhead, which results to be reasonable for GNSS applications. The analysis and
the proposed protocol are valid for any bandwidth constrained broadcast application
scenarios.
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5.1 Key management for GNSS open service data authentica-
tion

The GNSS navigation message is disseminated to the users at a low rate (e.g., 120 bps
for Galileo E1B and 50 bps for GPS C/A and L1C), such that the modulation of the
ranging signal by the message has a negligible impact on the precision of ranging mea-
surement. The frequency of update of the navigation message is low, allowing adequate
demodulation performance for users in a wide range of environments. In designing an
efficient NMA scheme for GNSS, an optimal tradeoff must be sought among security,
authentication performance, communication overhead, robustness (e.g., to channel errors
and data loss), and receiver requirements.

GNSS is inherently asymmetric, i.e., one system broadcasting messages to many
receivers, each receiver independently needing to verify the authenticity of the messages.
However, traditional asymmetric authentication schemes based on digital signatures,
such as DSA and its many variants (with elliptic curve arithmetic, Schnorr, etc.) are
hardly applicable to this context. This is mainly due to the size of the public keys and
signatures that are necessary to achieve the required level of security, which on such a
bandwidth constrained dissemination channel has a significantly detrimental impact
on authentication availability and performance. In addition, digital signatures tend to
impose a high computational overhead on the receiver.

Several proposals for NMA in the literature [3–8,24] have considered variations on
broadcast authentication protocols such as Timed Efficient Stream Loss-Tolerant Authen-
tication (TESLA). This protocol uses symmetric cryptography, minimizing the computa-
tional overhead of the receiver, and is flexible in that it can be configured to meet a range
of requirements in terms of bandwidth and authentication performance. A distinctive
characteristic of this protocol is the computation of a long chain of cryptographic keys, by
repeated applications of a one-way hash function, from an initial randomly selected secret
up to the final root key. The keys are then disclosed in opposite order with respect to their
generation, so that the root key is disclosed first, and the initial key is last. Each disclosed
key will be verified against an already verified key in the same chain and in turn used to
verify a previously received message authentication code (MAC). The chain structure
adds the benefit of a higher tolerance to packet losses, since even if the receiver misses one
or more keys, later keys will allow to recover the missing part of the chain. This scheme
bases its security on the fact that it is not computationally feasible to predict the value
of future keys (yet to be disclosed), based on current and past keys, since the one way
function cannot be efficiently reversed. The MAC provides data origin authentication as
well as data integrity for all or part of the navigation message. Time synchronization is
therefore critical, since together with authenticated time stamping of messages, MACs
and keys, it ensures the receiver does not accept a message whose MAC may have been
computed with an already disclosed key.

A digital signature is typically used to authenticate the root key in each chain and is
broadcast as part of the authentication data.

An alternative solution based on the notion of digital signature amortization was pro-
posed in [11], where a single signature is used to authenticate several messages in the
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same Issue Of Data (IOD), thus reducing the authentication overhead. This solution does
not require time synchronization, and is therefore well suited also for discontinuous
receivers. Moreover, the use of short chains, tailored to a single IOD period, reduces
the success probability of collision based attacks, such as the one described [63]. As a
downside, a more frequent use of the digital signature scheme is required, calling for a
more frequent replacement of its private/public key pair.

A common feature of all the above mentioned NMA schemes is that their security
ultimately relies on a digital signature. Therefore, it is essential to devise a mechanism
that ensures the validity of the corresponding public keys.

5.2 Proposed Key management scheme for NMA

In order to enhance the protection of crypotographic key material for GNSS authentication,
a hierarchical Public Key Infrastructure (PKI) can be adopted.

In the following, we will denote private and public keys for asymmetric cryptography
as k and K, respectively, while keys for symmetric mechanisms will be denoted as K.
The proposed PKI is composed by three levels, that are:

level 1 a short-term private/public key pair (kL1,KL1), used for the digital signature in
the NMA mechanism.

level 2 a medium-term private/public key pair (kL2,KL2), used to digitally sign security
critical messages, such as changes (i.e., update/revocation) of the level 1 key
pair, and possible system re-configurations. This key pair shall be more robust
with respect to the ones at level 1.

root level a long-term private/public key pair (kCA,KCA) bound to a Certificate Authority
(CA), which authenticates both level 1 and level 2. The public key KCA shall be
pre-installed in the receiver memory. This layer provides the highest security
level and thus the underlying signature algorithm shall be adequately strong.

With this structure, whenever the level 1 key pair needs to be renewed or revoked, an
authenticated update message delivering the new level 1 public key shall be broadcast,
along with its level 2 signature. Since bandwidth is a critical resource in GNSS scenarios,
frequent transmissions of this kind may be too costly, either due to long level 2 signatures,
long level 1 public keys or the combination of the two. In order to lighten the broadcast
burden of this operation, without giving up the possibility of Over-The-Air Rekeying
(OTAR), level 1 public keys can be preinstalled in the receiver memory. Storing a number
of keys can indeed allow the users to be autonomous for a certain period of time. If the
keys KL1 are stored in cleartext, this configuration leaves the system exposed to offline
precomputation attacks. Indeed, an attacker could attempt to retrieve private keys from
the corresponding public keys long before their coming into use, increasing his success
probability. Even though such an attack will require time, high computational capabilities
and memory, it is customary to assume the worst case scenario where the attacker has no
memory constraints and state-of-the-art computational power. To avoid such threat, an
encrypted version of level 1 public keys will be installed in the memory, using encryption
keys Kenc. As an example, a table could be built that, for each key at level 1, contains:
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• the key ID, in clear;

• KL1 itself, encrypted with Kenc;

• the CA certificate of KL1, denoted as certCA(KL1), encrypted with Kenc as well. The
certificate includes a set of parameters (e.g., the key ID, the SV ID and its expiration
time), and a signature that protects them and the associated key, computed with
kCA.

For a more effective limitation on an attacker’s capabilities to manipulate the PVT
computation and thus to enhance the system robustness, each satellite will be associated
to a different KL1: therefore, the compromise of one key will not affect the security of mes-
sages coming from other SVs, achieving independence among satellites. Instead of storing
one certificate for the KL1 of each satellite, a single CA certificate can be used to validate
the concatenation of the whole batch of keys linked to the same ID: (K1,ℓ

L1 ,K
2,ℓ
L1 ,K

3,ℓ
L1 , . . .),

where Kj,ℓ
L1 indicates the level 1 public key for satellite j of batch with ID ℓ. Analogously,

instead of defining a different key for the encryption of each Kj,ℓ
L1 , a single key Kℓ

enc can
be used to encrypt the batch (K1,ℓ

L1 ,K
2,ℓ
L1 ,K

3,ℓ
L1 , . . .). On the other hand, to comply with the

hierarchical paradigm, KL2 can be unique for all satellites, since it is stronger and harder
to compromise, enhancing bandwidth efficiency. This key is thus used to enable updates
of the underlying level 1 keys. Additionally, KL2 along with its CA certificate certCA(KL2)

and KCA will be stored in clear, assuming that retrieval of the corresponding private keys
is much harder than for level 1 keys. The resulting cryptographic information saved in
the receiver memory is shown in Table 5.1.

KL2

certCA(KL2)

KCA

ID1 K1,1
L1 K2,1

L1 · · · K30,1
L1 certCA(K1,1

L1 ,K
2,1
L1 ,K

3,1
L1 , . . .)

ID2 K1,2
L1 K2,2

L1 · · · K30,2
L1 certCA(K1,2

L1 ,K
2,2
L1 ,K

3,2
L1 , . . .)

ID3 K1,3
L1 K2,3

L1 · · · K30,3
L1 certCA(K1,3

L1 ,K
2,3
L1 ,K

3,3
L1 , . . .)

· · · · · · · · · · · · · · · · · ·⏞ ⏟⏟ ⏞
In clear

⏞ ⏟⏟ ⏞
Encrypted

Table 5.1: Stored key material at the receiver’s side for the proposed key management
architecture, divided between in-clear and encrypted content.

When the system imposes a level 1 public key change, either due to scheduled expira-
tion or in case of revocation, it broadcasts the decryption key for the new batch, signed
with kL2. Once it is disclosed, the next level 1 public key batch will automatically substi-
tute the former one. Each Kℓ

enc is only known by the system, which decides its disclosure
time according to the scheduling of level 1 rekeying. Notice that the only purpose of Kenc

is to decrypt a public key and its certificate: once disclosed, it can not harm the system in
any way. In light of these considerations, Kenc can be designed as the key of a symmetric
encryption scheme, allowing to save bandwidth. After the demodulation and verification
of Kℓ

enc, the receiver has access to the updated level 1 public key batch ℓ, which can be
verified against its decrypted CA certificate. This solution retains the security of the long
CA signatures, while minimizing the amount of data to be broadcast, transmitting only
level 2 signatures.
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The level 2 public key shall be updated through an aiding channel, e.g., a network link.
This allows to reduce the cryptoperiod of KL1 without forcing the receiver to frequently
access the aiding channel. In order to ensure service continuity, key management infor-
mation must be continuously broadcast, allowing receivers to get the needed information
at any time during the key validity period. This continuous broadcast of level 2 signature
also allows to address the problem of level 1 key revocation. Embedding in each level
2 signature a timestamp (e.g., Z-count or GST) will prevent it from being replayed. It
will thus become harder for an attacker to intercept and discard the revocation message
or substitute it with an out of date signature, luring the receiver into using expired or
corrupted keys.

Fig. 5.1 shows the chain of trust. The CA public key, KCA, is used to verify bothKL1 and
KL2 through CA certificates. KL1 and its certificate are available only after the reception
of the corresponding Kenc, in turn authenticated by the level 2 signature received via
broadcast. The level 2 signature also authenticates the current level 1 key ID and a
timestamp. The white blocks are stored in internal memory, while the gray blocks are
broadcast by the SVs. The red dashed area corresponds to the encrypted storage area. It
is worth noticing how this key management scheme offloads a significant part of the key
management data from the broadcast channel to the internal storage.

KCA

certCA(KL2)

KL2

Level 2
signature

Key ID

Kenc

timestamp

certCA(KL1)

KL1

decrypts

selects

Figure 5.1: Chain of trust for the proposed key management architecture. The white
blocks are stored in internal memory, while the gray blocks are broadcast by the SVs.
The red dashed area corresponds to encrypted storage area. The KCA is used to verify
both KL1 and KL2. KL1 and its certificate are available only after the reception of the
corresponding decryption key Kenc and its signature verification using KL2.
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5.2.1 System Operations

The system generates a set of private-public key pairs, assigning an ID to each of them.
Then a series of symmetric encryption keys are generated and used to encrypt level 1
public keys and certificates through a secure encryption scheme.

The system continuously broadcasts a set of data along with their level 2 signature.
This data will be referred to as the Key Management Message (KMM), which is shown in
Table 5.2. A KMM is composed by:

• a level 2 signature timestamp: a counter that avoids the replay of level 2 signatures.
This could be for instance the system time corresponding to the first sub-frame
where the first key management page of the current KMM is transmitted. The
period of the KMM coincides with that of this timestamp; its duration is a system
parameter and will be discussed in the next section.

• a KMM counter: a 1-bit counter that indexes KM messages. It is replicated in every
KMM page in order to allow the receiver to discriminate to which KMM each
page belongs. The KMM counter change is triggered by the increase of the level 2
signature timestamp, that is the most frequently updated field.

• a configuration change timestamp: this is either the time when last system configura-
tion change has occurred or when the next scheduled reconfiguration will happen.
The receiver can discriminate between the two cases by observing whether the
timestemp refers to a past or future time. A system reconfiguration can be for
instance the change of the digital signature scheme or the adoption of a different
elliptic curve.

• the key ID: this is either the ID of the currently used KL1 or the ID of next scheduled
KL1, according to the key change timestamp.

• the decryption key: the symmetric key that the receiver shall use to retrieve from
storage the currently used level 1 public keys and the corresponding certificates.

• a key change timestamp: this is either the time when last KL1 change has occurred
or when the next scheduled rekeying will happen. The receiver can discriminate
between the two cases by observing whether the timestemp refers to a past or future
time. This timestamp marks the beginning of the cryptoperiod.

level 2
signa-
ture

times-
tamp

KMM
counter

configuration
change
times-
tamp

key ID decryption
key

key
change
times-
tamp

level 2
signa-
ture

total
bits

32 1 32 6 128 32 512 743

Table 5.2: Example of Key Management Message (KMM), assuming the use of the GST as
timestamp.
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System reconfiguration

This mechanism is designed to notify receivers that a system reconfiguration has been
scheduled. The actual information needed to reconfigure the system is not broadcast
through the SIS, rather the receiver shall access the network and download the new
configuration. This paradigm enhances bandwidth efficiency: although the event of
a system reconfiguration is rarely supposed to happen, it requires the transmission of
a considerable amount of data. Moreover, these data would have to be continuously
retransmitted in order to support autonomous receivers, that can not rely on any aiding
channel.

Level 1 rekeying

Two events might trigger an update of KL1: the expiration of its cryptoperiod (scheduled
update) or a key compromise (unexpected event). In the latter case NMA cannot be
trusted, therefore an interesting option would be that of interrupting the nominal service
in order to exploit also its bit allocation for fast level 1 rekeying. This solution would
only be viable if the NMA service and the KM infrastructure are jointly designed. In this
paper it is assumed that key management lies on top of NMA in a transparent fashion.

The system triggers a key change with the transmission of the new key ID, the cor-
responding decryption key, Kenc, and the key change timestamp. The level 1 key batch
corresponding to the embedded ID will enter in service at the exact moment indicated
by the timestamp. In case of scheduled rekeying, it might be convenient to disclose the
whole update material in advance in order to ensure the continuity of service.

The advanced notification is needed to allow a seamless transition between the old
and the new key. On the other hand autonomous receivers who do not possess the current
KL1 (e.g., devices who were inactive since last key change) will have to wait until the
key change before being able to access the service. Thus, the advanced notification time
should be dimensioned accordingly, in order to avoid excessive delays. It is worth noting
that receivers who have access to the network might retrieve all the needed information
through that channel. Moreover, the distribution of the decryption key exposes the corre-
sponding public keys to cryptanalytic attacks; hence the level 1 keys shall be dimensioned
to cope not only with the cryptoperiod but with the whole exposure time.

5.2.2 Receiver Operations

A receiver needs to have a set of pre-installed information. The CA public key shall be
written in memory by the manufacturer. This is the root of the chain of trust and it is
used for validating all underlying hierarchy. The remaining key material and system
configuration can be either provided by the manufacturer as well, or securely bootstrapped
via internet connection.

At cold start, before using the NMA service, a receiver must verify the validity of
the information it has. Level 1 keys are verified against the level 2 signature, contained
in the KMM. The authenticity of NMA can then be checked through level 1 signatures.
It is good practice for the receiver to confirm the validity of the level 2 key and system
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configuration by periodically checking the network for scheduled renewals or recovery
in case of key compromise.

During the normal use of the service, the receiver shall perform the authentication
check from time to time, according to user requirements. If for any reason the receiver
can not correctly demodulate the key management message, making it impossible to
verify the level 2 signature for a certain amount of time, the underlying cryptographic
material shall be declared invalid. If the authentication check is successful, the receiver
shall additionally check the timestamp for inconsistency (e.g., out of order or replayed
messages). After verifying the level 2 signature, the receiver shall check each field of the
KMM. If the contained timestamps and key ID indicate an imminent key change, the
device shall perform all the necessary operations for rekeying: the new key batch shall
be deciphered and verified, and the key update time should be scheduled.

The proposed key management architecture brings the advantages of a hierarchical
scheme to the GNSS context, enhancing the security of cryptographic material, while
coping with bandwidth constraints. The resulting scheme is indeed robust to level 1 key
compromise, allowing GNSS to recover from successful attacks directly through the SIS.
Moreover, even if the level 1 scheme itself were broken, the system would still be able to
securely alert autonomous receivers.

The proposed paradigm offloads information from the broadcast channel to the device
storage. Since continuously transmitting the CA signatures can be prohibitive due to the
limited capacity of the dissemination channel, the scheme exploits an intermediate-level
signature instead, that is in turn authenticated by the CA. This signature is responsible for
enabling KL1, which is directly validated by the CA (Fig. 5.1). The advantage in efficiency
is even more tangible when the adopted level 1 signature scheme requires long public
keys, such as [64] or [65]. Moreover, this architecture opens interesting trade-offs between
signature length and cryptoperiod: by choosing a shorter cryptoperiod, the keys could
be designed to have a lower security level, thus leading to shorter signatures, provided
that the security level meets user requirements. Since changing the keys more often does
not require additional transmission resources, reducing the key length up to the lowest
accepted value can be balanced by a very short cryptoperiod. As an example, assuming
an ECDSA signature, reducing the key length from 128 to 80 bit and the corresponding
cryptoperiod from 6 to 1 months, the storage requirements would increase from 34 kbit
to 116,5 kbit, respectively (assuming one year autonomy). This allows to spare 192 bits
for each level 1 signature, and, assuming the transmission of one level 1 signature every
30 seconds, the equivalent reduction in bandwidth is of 6.4 bit/s.

The system is designed to cope with potential threats to layer 1 of the key hierarchy;
in case layer 2 is compromised, either because a key is broken or because a vulnerability
is discovered in the crypto-primitives of the scheme, no protection is guaranteed through
the SIS. For this reason a robust level 2 signature should be selected and, as it was stressed
before, its validity should be periodically assessed through the network.

Finally, it is worth observing that the presented scheme is flexible and modular.
Indeed, it is possible to extend the hierarchical structure, increasing the number of
layers, in order to build a more complex PKI and achieve higher resilience. A three-layer
architecture has been proposed in order to cope with the bandwidth constraints of the
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GNSS dissemination channel, but more layers might be added in case more resources can
be dedicated to key management. Furthermore, this work has considered GNSS NMA as
the target application, but the presented architecture can be adapted to any broadcast
channel with limited data rate, or to any other cryptographic service such as GNSS signal
layer authentication.

5.2.3 System parameters

In the phase of system design, several parameters can be set according to the mission
requirements and use cases. In the following an explanation of these tradeoffs is reported,
together with an example of system configurations that assumes the use of Galileo EDBS
channel, i.e., 40-bit pages broadcast every 2 seconds.

• Digital signature selection: the three signature schemes and key sizes can be chosen
independently. An example of how the level of security can scale from lower
to upper layer is the following: layer one signature scheme should be selected
autonomously by the service provider. It is good practice to set the minimum
security level to 80 bits of security, as reported in [66]. Layer 2 should have a higher
security level and thus it is recommended to employ a standardized signature
scheme, since it must be harder to compromise. A candidate scheme can be ECDSA
with 128 bits of security, which gives a signature size of 512 bits. It is worth noting
that the literature can offer even more efficient schemes, e.g., [64, 65], although
they are not standardized. Finally, for the CA signature scheme, a candidate can be
4096-bit RSA signature, as the size of the public key is not an issue for this key layer.
However any equivalent security DSA or ECDSA signature scheme can be adopted
as well.

• Encryption scheme: the scheme used for the encryption of the KL1 batch and the
corresponding certificates can be a secure symmetric cipher, e.g., AES.

• Length of decryption key, Kenc: there is a trade-off between security and bandwidth
efficiency; in the current example a conservative approach has been preferred,
selecting a 128-bit key. However, since the function of this key is that of avoiding
pre-computation attacks on the public keys, choosing a shorter key (e.g., 80 bits)
might still be feasible, depending on the user requirements.

• Key ID: KL1 keys are indexed, and the system will cycle in order, incrementing
the ID every time the batch expires. As an example, a 6-bit ID can be used to
index a sequence of 64 keys. Allowing the index to change in a random fashion
would increase the uncertainty of an attacker about the time scheduling of the
keys, making it harder to target a certain key. On the other hand, if the key ID
is progressively incremented by one, receivers at cold start can derive the exact
number of key-updates they missed, and thus have a better knowledge of the system
evolution. For instance, if the receiver has missed at least one update, and a new
one is scheduled, he will not be able to access the service. If the keys are not ordered,
the reason could either be that an update has been missed or that an attacker is
targeting the receiver.
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• Frame allocation: an example of bit allocation for the key management message
consists in reserving one EDBS page for each subframe. This page can be organized
as shown in Table 5.3, where 5 bits are used for the key management page sequence
number, which is necessary for key management message reconstruction, allowing
out-of-order reception. A 5-bit counter allows to index 32 pages of 34 bits each. One
bit is reserved for the KMM counter, that allows the receiver to tell consecutive KM
messages apart. Since in the current example, the KM message is 743-bit long, this
results in 22 pages.

• Scheduling: as discussed above, a complete KMM can be transmitted in roughly one
frame (i.e., 720 seconds). Since the KMM is the same for all SVs, it can be useful to
exploit satellite diversity to improve the dissemination performance, similarly to
what presented in [7]. A viable solution is to circularly shift the KMM pages, as in
the example shown Table 5.4, where a set of four possible shifts was assumed. It can
be seen how this proposal allows to reduce the minimum reception time with respect
to the synchronized transmission of the same page sequence. In the represented
situation 180 seconds are sufficient for the receiver to decode the whole KMM in
case no transmission errors occur. The performance does not change depending on
the switch-on time of the receiver. The number of shifts and the actual scheduling
implementation can be optimized according to the specific constellation geometry.

• KMM period: this value is set by the update frequency of the level 2 signature
timestamp. Updating the timestamp at each frame would offer optimal protection
from data replay attacks, but the receiver will not be able to accumulate KMM pages
over multiple frames. A trade-off shall be found between security and decoding
performances.

• Time gap for advanced notification: this is the time offset with which the system will
start transmitting information about the next KL1, in order to ensure service conti-
nuity with the desired probability. It can be optimized according to the target use
case, and thus depending on the Cumulative Distribution Function (CDF) of the
minimum time required for correct decoding of the KMM.

KM page ID KMM counter KMM

5 bit 1 34 bit

Table 5.3: Example of KMM bit allocation over a 40-bit page.

5.2.4 Performance analysis

This section aims at evaluating the performance of the scheme in terms of the time required
to correctly receive the KMM. For the sake of tractability, we assume the channel to be
stationary, where the transmission of each page is independent. Moreover, each satellite
is considered to be independent of the others, and the actual constellation geometry is
not taken into account. A complete analysis based on a more realistic channel model and
specific satellite constellation is left for future work.
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Time [s] SV1 SV2 SV3 SV4

30 1 19 13 7
60 2 20 14 8
90 3 21 15 9
120 4 22 16 10
150 5 23 17 11
180 6 24 18 12

210 7 1 19 13
240 8 2 20 14
270 9 3 21 15
300 10 4 22 16
330 11 5 23 17
360 12 6 24 18

390 13 7 1 19
420 14 8 2 20
450 15 9 3 21
480 16 10 4 22
510 17 11 5 23
540 18 12 6 24

570 19 13 7 1
600 20 14 8 2
630 21 15 9 3
660 22 16 10 4
690 23 17 11 5
720 24 18 12 6

Table 5.4: Example of scheduling configuration, where four different circular shifts are
defined. It is possible to notice that every 180 s window contains the whole KMM
(assumed of 24 pages).

For the sake of simplicity a KMM of 24 pages instead of 22 is assumed, to align it with
the frame duration.

Let’s consider the transmission of a single page by one satellite. n is the number of
transmissions required to correctly receive the page. Ai is referred to as the event: at
transmissions i the page is correctly received. The probability of correctly receiving the
page in no more than m page slots is given by:

Ppage(n ≤ m) = P

(︄
m⋃︂
i=1

Ai

)︄
= 1−

m∏︂
i=1

(1− P (Ai))

= 1− PERm

where PER is the page error rate. Let’s now extend the computation to the case in which
the KMM is composed by Np pages. Ai,j now becomes the event: at transmissions i page
j is correctly received. Let’s define Bj =

⋃︁m
i=1Ai,j as the event: after m transmissions,

page j is correct. The probability of correctly receiving the KMM in no more than M
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page slots is:

PKMM(n ≤ M) = P

⎛⎝Np⋂︂
j=1

Bj

⎞⎠ =

Np∏︂
j=1

(1− PERmj )

where mj is the number of transmissions of page j,

M =

Np∑︂
j=1

mj

and the independence between pages is exploited.
The above derivation can be further extended to the case where NSV satellites are in

view.

PKMM(n ≤ M) =

Np∏︂
j=1

(︄
1−

NSV∏︂
s=1

(PERs)
ms,j

)︄

where PERs is the page error rate of satellite s, ms,j is the number of transmissions of
page j by satellite s and

M =

Np∑︂
j=1

mj =

Np∑︂
j=1

NSV∑︂
s=1

ms,j .

For the absence of data relative to realistic scenarios, in the following it is assumed
that the PER is equal for all channels:

PKMM(n ≤ M) =

Np∏︂
j=1

(1− PERmj ) .

Fig. 5.2 represents the CDF of the decoding time as a function of the PER. It is possible
to notice that if the average PER is below 10% the KMM is correctly retrieved in less than
one E1B I/NAV frame (i.e., 12 minutes) with a high probability. In order to receive the
KMM with the same probability when PER = 30% less than two E1B frames are necessary.
If the PER grows up to 50%, the time needed to decode the KMM with high probability
settles around 30 minutes.

Fig. 5.2 refers to the case represented in Table 5.4, where all the defined shifts are
available, allowing optimal decoding performance. However, it is more realistic to as-
sume that this is not always the case, as the satellites in view could in principle provide
any combination of the devised shifts. The following scenarios are considered in the
performance assessment, via CDF:

• lower bound: the satellites in view are transmitting the KMM in a synchronized
fashion;

• upper bound: the satellites in view provide all the defined shifts of the KMM;

• empirical: a Monte Carlo simulation was run, randomly drawing satellite configura-
tions, to average the above results in a more realistic fashion.
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Figure 5.2: CDF of the decoding time for different PER values, in the case represented
in Table 5.4. The time is computed assuming that a KMM page is transmitted every 30
seconds.

Fig. 5.3 shows that if the number of SVs increases, it is possible to correctly decode
the KMM even in the case of high PER. In the three cases it has been assumed to exploit
a scheduling scheme of two, three, and six circular shifts, respectively corresponding
to the number of SVs in view. It is possible to notice how the use of an optimized
scheduling (upper bound) scheme is expected to reduce the KMM decoding time with
respect to a synchronized transmission (lower bound). As expected, the empirical curve
lies in between the other two configurations. For two SVs, the empirical curve, after
an initial advantage, approaches the upper bound. This happens because, due to the
limited number of shifts, there is a 50% probability of having overlapping transmissions
(Fig. 5.3a). With the increase of the defined shifts, the probability of having at least
two non-synchronized SVs in view grows as well, leading to performance closer to the
upper bound (Fig. 5.3c). It can also be noticed that in all the three cases the distinct
curves coincide in correspondence to the end of a frame. This is due to the fact that,
irrespectively to the page transmission order, at these time instants the amount of page-
replica accumulated is the same; and having assumed that the errors are independent
and identically distributed (i.i.d.), the probability of correctly decoding the KMM is the
same.
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Figure 5.3: CDF of the decoding time for different numbers of satellites and PER values.
In a) 2 SVs are in view with PER = 0.05; in b) 3 SVs are in view with PER = 0.1; in c) 6
SVs are in view with PER = 0.5. The time is computed assuming that a KMM page is
transmitted every 30 seconds.
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5.3 Key Management for Access Control to Broadcast Services

The concept of selectively restricting the access to a resource is known in the literature as
Access Control, and is often applied in several telecommunication scenarios through the
means of cryptography. Encryption allows to protect the resource in such a way that it
can be accessed only through the use of a secret piece of information (i.e., a cryptographic
key), that may be private or shared among several users.

Broadcast communications are a particularly challenging field for the application of
Access Control schemes, as by their own nature the same resource is distributed from a
single source to many users, only a subset of which are entitled to it. While it is reasonable
to assume that most of the legitimate users will cooperate with the central authority by
protecting the secrecy of their access token, an access control scheme should account for
the presence of malicious users (traitors), that will leak their own access information to
non-entitled users.

The problem of access control in broadcast transmissions is known in the literature
as broadcast encryption and it has been well investigated and applied to various scenarios.
There are several examples of broadcast services that require an access control scheme.

• Broadcast television offers the access to programs and channels to subscribers only,
encrypting the service and providing the access keys in a tamper resistant smartcard.

• In the scope of the Internet of Things (IoT), some sensor networks require a central
node to securely exchange broadcast messages with distributed sensors. In order to
protect the network from malicious nodes access control is performed through the
means of broadcast encryption.

• Copyright can also be considered a special case of broadcast encryption, where a
stored content needs to be accessible only to authorized users.

The aim of the analysis carried out in [62] is to devise a key management scheme for
access control in broadcast environments, characterized by the following features:

• the data rate is dramatically limited (e.g., tens or hundreds of bits).

• some of the users are stateless: i.e., they are not aware of all the past broadcast
messages, as they are not constantly connected to the network.

• user revocation capabilities shall be supported to the extent allowed by the low data
rate.

The target application is GNSS premium services. Galileo, the European GNSS,
has envisioned a Commercial Service signal that will offer added value services with
respect to the Open Service (OS). As reported in [67] the data rate is 500 bps and two
additional signal components will facilitate advanced functions such as the integration of
Galileo positioning applications with wireless communications networks, high accuracy
positioning and indoor navigation.

The provided results, however, do not depend on the specific type of service, as this
does not affect the overlying key management scheme: the only aspect that influences
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the design is the amount of exchanged information per unit time, and the rate of change
of the authorized users set. So, even though GNSS services are the target application, the
proposed key management scheme for access control is general and applicable to any
access control scenario where the most critical resource is bandwidth.

The main contribution of this work is the extension and adaptation of the protocol
defined in [62]. Some changes in the implementation of the scheme have been applied
due to practical reasons and a theoretical security analyses has been added, together with
a meaningful use case and possible application to Galileo’s commercial service.

5.3.1 General Model

The general broadcast encryption scenario consists of a set S of possible users and a central
site that broadcasts a message M encrypted with a key KG to a dynamically changing
privileged set G ∈ S of authorized users, in such a way that non-members i.e., those in
S \ G cannot learn M (group confidentiality), as described in [68].

The main aspects that guide the choice of an appropriate broadcast encryption scheme
are confidentiality (in the form of forward and backward secrecy and collusion resistance),
broadcast message length, scalability, unplanned eviction capabilities and secret storage require-
ments.

• Confidentiality is a security service that allows to restrict the access to the target
information to intended users, keeping it secret with respect to G t̄. Confidentiality
can be divided into two aspects that are less stringent: forward secrecy and backward
secrecy. Forward secrecy is ensured if ∀ u ∈ Gt−1 \ Gt, even though u knows the
previous group key Kt−1

G , it cannot find out the next ones, Kt
G,K

t+1
G , . . .

Backward secrecy is ensured if ∀ u ∈ Gt \ Gt−1, even though u knows the current
group key Kt

G, it cannot find out the previous ones, Kt−1
G ,Kt−2

G , . . .

Collusion resistance is a security service related to confidentiality with respect to
collusion of users that own outdated access material. In this paper we target con-
fidentiality only with respect to forward secrecy, that is ∀ Ct ⊆ Gt−1 \ Gt, users in Ct

cannot retrieve the key Kt
G, not even by combining their secret tokens from previous

authorization (whose validity has expired before time t).

• Scalability is related to the long term evolution of the system in two different aspects:

– the information exchanged through the broadcast channel should scale at
least sub-linearly with respect to |Gt−1 \ Gt| in order to maintain reasonable
decoding performance.

– the structure of the cryptographic scheme shall be elastic enough to cope with
the departure of expired users and with the arrival of new ones: old private
tokens will expire and new ones will be needed.

• The broadcast message length characterizes the bandwidth consumption. This
value may vary according to the state of the system, e.g., number of authorized
users i.e., |Gt|, or membership changes, i.e.,

∑︁
i=2,...,t |Gi−1 \ Gi|.
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• Unplanned eviction capability refers to the possibility for the system to perform the
unplanned revocation of any random subset of users, possibly multiple times.

• Secret storage requirement is the amount of secure (e.g., tamper resistant) memory
that is needed by each user to store all its private cryptographic material necessary
for accessing the protected resources.

5.3.2 General Features and Requirements

In the following we define a model for the underlying service, that is the system that will
be protected by the key management scheme.

Three kinds of events are possible in the target system that modify the privileged set
Gt, that is the set of authorized owners of the group key:

• join event: a new user joins the privileged set;

• leave event:

– expiration event: a user’s authorization naturally expires and the user leaves
the privileged set;

– unplanned eviction event: a user’s authorization is revoked by the system
before the intended expiration date and the user is evicted from the privileged
set.

The following paragraphs list some considerations that are particularly meaningful
in the considered application scenario.

User’s permanence time

Let us make the assumption that the intended permanence time of each user in the
system is known by the central authority at the moment of it joining the privileged set,
as it is reasonable e.g., for most subscription based services. The knowledge on the
permanence time of users is valuable information, as it can be exploited to differentiate
between the leave events due to authorization expiration and unplanned user eviction.
The former case is supposedly known in advance and can therefore be planned, while the
latter is impossible to predict. This distinction is suggested in [69] and [70] in the scope
of multicast encryption for stateless receivers. These schemes are based on hash chains
and binary hash trees, that are built by iterating one way functions and exploiting their
properties of expansion and pre-image resistance.

Scalability and key structure

The number and time of join and leave events influences the requirements of the system
for what concerns the size of the underlying structure. Most of the schemes in literature
indeed rely on a specific data structure for organizing user and group keys (e.g., hash
chains, binary hash trees, hierarchies, etc.), which need to be dimensioned before-hand in
the scheme design phase. On one hand the size of such structures should be large enough
to accommodate all the future changes in the privileged set, but on the other hand the
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communication overhead and storage requirements usually grow with this parameter.
One solution is to periodically update the expired keying material and reassign it to new
users. The new material however needs to be known to users in Gt but not to those in⋃︁t−1

s=1 Gt−s \ Gt. Improving the scalability of the scheme is therefore likely to impact the
other performance measures.

Security

The paradigm of broadcast encryption deals with a group of users sharing a secret.
This concept implies either a reciprocal trust among the members of the group or the
existence of a mechanism to prevent members from leaking the shared secret. Since the
former hypothesis is too optimistic, the existence of a tamper resistant device is a necessary
assumption for a broadcast encryption scheme. One may argue that collusion resistance
is irrelevant: if the secret is stored in an inaccessible memory indeed it is forever safe; on
the contrary if it can be accessed by the user then the system should rather worry about
the current users directly leaking the secret than former users trying to reconstruct it
from their past information. However, in the long run the number of former users will be
relevantly greater than the cardinality of the privileged set and collusion resistance grants
the system a better control: the central authority shall worry only about the behavior of
the current users. Moreover, even though a user in G leaks secret information, collusion
resistance allows to restore confidentiality through a user eviction operation, provided
that the system is capable of identifying the traitor.

Identification set message

According to [68] the communication overhead is composed of two contributions: the
broadcast encryption transmission or ciphertext and the identification set message, used to
identify the privileged set. The set identification message is necessary in case of un-
planned eviction, since confidentiality requires that the new group key shall depend on
the identities of the revoked users, which can not be known a priori (differently from
expiration events). Most of the schemes in literature do not account for this overhead;
however in low bandwidth applications such as GNSS, even the slightest increase in
the amount of broadcast information may dramatically increase the transmission time,
possibly impairing the usability of the system.

The identification set message is required for the identification of k users in a set of n,
and therefore it has entropy H(v) = log2

(︁
n
k

)︁
. The length of this message increases with

n and k, therefore for big systems that need the capability to perform unplanned user
eviction many times, the identification set overhead will become even bigger than the key
management message itself, as showed in figure 5.4. For these reasons it may be more
appropriate for the system to divide users into groups. In case a specific user needs to be
revoked, the system will have to revoke the whole group, impacting the other members,
that will need to get a new authorized key through an aiding channel.
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Figure 5.4: The number of bits needed to identify k out of n users in the system.

5.3.3 Related Work

The literature on broadcast encryption ensembles several solutions that focus either on
reducing the bandwidth consumption or the storage requirements, with the aim of finding
an optimal working point according to different application scenarios. In this paragraph
a few schemes from the literature will be reported, that are worth taking into account in
the design of an ad-hoc scheme for GNSS. An extensive literature review of broadcast
encryption schemes can be found in [62].

The first broadcast encryption schemes have been proposed by Fiat and Naor in
[68]. They start from non-collusion resistant schemes and extend them by exploiting a
combinatorial distribution of keys, obtaining r-resilience (resilience to collusions of at
most r users) and guaranteeing support for stateless receivers. The proposed protocol has
O
(︁
r2 log2 r log n

)︁
communication overhead andO(r log r log n) secret storage requirement

at the receiver side with r the maximum number of users outside the privileged set
(|Gt−1 \ Gt| ≤ r ∀t).

In [71] asymmetric encryption is exploited, combined with Shamir’s polynomial based
threshold secret sharing. The presented asymmetric key scheme allows the revocation
of up to r users with a communication overhead of O(r). This systems also has traitor
tracing capabilities: given a pirate device and a subset of suspected users, a confirmation
test can be run in order to establish whether any traitor belongs to that subset.

Not all schemes in literature pursue all of the desirable features listed so far. The
authors of [14] settle for a lower level of security (1-resilience) in order to gain on the
other performance measures and simplify the structure of the scheme. Similarly, in [72]
confidentiality requirements are relaxed, admitting a number of "free riders" inside the
privileged set in order to overcome the performance bounds. [73] and [74] start from
1-resilient protocols and combine them with collusion resistant schemes in order to trade
off communication overhead for the desired degree of collusion resistance. The scheme
proposed in [16] for GNSS related applications gives up unplanned eviction capabilities
in order to eliminate the communication overhead at O(1) secret storage requirements.
In this scheme a number of hash chains at different hierarchies allow to have different
user categories. Similarly, in [69] the MARKS scheme has similar features and exploits
hash trees in an analogous fashion.
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In [75] and [76] two schemes are independently designed based on the concept of
logic key hierarchy (LKH), where users are organized as the leaves of a binary hash tree.
However, this approach supports stateful receivers only. Various adaptations of LKH
schemes to pay-TV systems have been proposed in literature, such as [77] and [78]. An
extension of LKH schemes to a stateless version, namely "subset difference", is presented
in [12]: the revocation of k users requires O(k) communication overhead and O

(︁
log2 n

)︁
secret storage. This scheme is one of the strongest for stateless receivers in literature as
it provides perfect collusion resistance at reasonable performances. None of the above
schemes reaches a communication overhead performance below O(k), with k the total
number or revoked users since the start of the protocol.

The scheme selected in [62] for adaptation to the GNSS scenario is that presented
in [15]: an asymmetric key broadcast encryption system based on the bilinear Diffie
Hellman exponent assumption (BDHE) and bilinear maps. The scheme is collusion
resistant and supports stateless receivers, achieving O(1) communication overhead and
private key size, with a public key of size O(n). Even though the public key is linear in n,
which could lead to prohibitive requirements for the memory of a smart card, it is public,
therefore users could easily store this information in non-secure memory.

From the literature, three useful concepts can be drawn and exploited in the scheme
design:

• a time ordering of receivers, according to the expiration of their authorization,
allows to distinguish between leave events due to authorization expiration and
unplanned eviction. The former can be planned and carried out without requiring
any identification set message ( [69, 70]).

• hash chains have two useful properties: they allow to derive multiple keys from
the same seed and they are computationally hard to invert. If the keys obtained
through a hash chain are released starting from the end, one at a time, each of them
can be verified by applying the hash function to the previous one. Moreover, any
intermediate key in the chain allows to compute all the following (future) keys,
which is convenient in the key distribution phase, where users can be provided
with an intermediate key according to the number of keys they are allowed to have.

• organizing the keys in a hierarchical structure guarantees cryptographic separation
between them, protecting each layer against attacks to weaker layers.

5.3.4 Explicit Formulation

In the following the broadcast encryption scheme based on bilinear maps (BMBE) from
[15] is briefly described, and an adaptation to the scenario of interest is devised, fitting it
to the requirements outlined in the previous sections. In [15] three different version of
the scheme are proposed, where the secret storage requirements are balanced off with the
communication overhead. The most interesting version of the proposal for the scope of
this work is the one with O(1) communication overhead, O(1) secret storage requirements
and O(n) non-secure storage requirements.

The BDHE assumption states that given a group G of prime order p, α ∈ Zp and the
vector
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(h, g, gα, gα
2
, . . . , gα

ℓ
, gα

ℓ+2
, . . . , gα

2ℓ
) ∈ G2ℓ+1

where g and h are generators of the group, it is hard to find e(g, h)α
ℓ+1 , where e :

G×G → G1 is a bilinear map.

System setup

Let G be a bilinear group of prime order p. The central station picks a generator g, α ∈ Zp

and a random γ ∈ Zp. It computes gi = gα
i for i = 1, . . . , N,N + 2, . . . , 2N , where N

represents the maximum user (or user group) capacity of the system and v = gγ ∈ G.
The public key (provided to each user and stored in non-secure memory) is:

Kpub = (g, g1, . . . , gN , gN+2, . . . , g2N ) ∈ G2N+1. (5.1)

The private key for user i ∈ {1, . . . , n} is:

di = gγi = v(α
i) ∈ G. (5.2)

Encryption of the group key

Encryption takes as input the set of privileged users G and the public key. The central
station picks a random t ∈ Zp, sets the group key KG = e(gN+1, g)

q ∈ G1 and broadcasts

H = (C0, C1) =

⎛⎝gq,

⎛⎝v
∏︂
j∈G

gN+1−j

⎞⎠q⎞⎠ ∈ G2. (5.3)

Decryption

Decryption at user i takes as input S, di, H and the public key Kpub. The decryption
algorithm recovers KG as follows:

KG =
e(gi, C1)

e
(︂
di
∏︁

j∈G,j ̸=i gN+1−j+i, C0

)︂ (5.4)

The BMBE scheme allows to exclude any number of users from the privileged set
with a message of size O(1). This comes at the cost of a O(N) public key size. However,
since the public key can be stored in non-secure memory, most of application scenarios
should be able to cope with this requirement. However, like most schemes for stateless
receivers [12, 71], it does not scale well with the dynamics of the system: once a user
leaves the system its private key will remain unused. During the system setup phase, N
private keys are generated with N > n to accommodate the arrival of new users. The
more leave and join events, the more keys will become useless. Choosing a large value of
N postpones the need for rekeying, but on the other hand it may excessively increase the



CHAPTER 5. KEY MANAGEMENT IN GNSS APPLICATIONS 76

public key size. The computational complexity is dominated by the O(|G|) multiplications
during the decoding phase, however if each user i pre-computes

∏︁
j∈G,j ̸=i gN+1−j+i, the

complexity is reduced to O(m) divisions, with m the number of users that are revoked at
each membership change.

5.3.5 Adaptation to GNSS: short and long term users

Let us suppose that some of the service users are short-term, i.e., their authorization will
only last for a short amount of time with respect to the system lifetime, while others
are long-term. As discussed in paragraph 5.3.2 it is assumed that at each join event the
system will know the permanence time of the user. Short term users will get a private
key via aiding channel, and that key will remain valid for a time slot of duration Tmin,
after which they will need to get a new key. Unplanned user eviction will not be possible
for short term users, therefore Tmin shall be chosen short enough to avoid exposing the
system for long in case a short term user breaks its tamper proof device. Long term users
will get private secret key material that remains valid for longer, and the system will
be able to perform unplanned eviction on them, if necessary. The group keys can be
organized as the intermediate values of a hash chain that starts with a seed value, Sv, or
as the leaves of a binary hash tree with root Sv, following the examples from literature
( [69], [16]). Sv will be encrypted through the BMBE scheme and broadcast, but only the
authorized users will correctly decrypt it. Short term users will only get an intermediate
value for the key, and they will therefore be able to retrieve a subset of the group keys
for the interval Tmin, according to the requested access. The architecture of the scheme is
represented in Fig. 5.5.
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Figure 5.5: The architecture of the BMBE scheme.

The broadcast message H and the key KG are represented as functions of q and Gt, to
emphasize that they depend on the authorized set at time t and on the random parameter
q, that determines a key Kt

G that is different from all the previous ones. h0 and h1 are
two different hash functions that expand the seed Sv = K̄G into all the group keys used
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during an interval Tmin.

5.3.6 Efficient scheduled expiration

In order to efficiently implement the function of authorization expiration, the linear
structure of the scheme will be exploited. The terms (g, g1, g2, . . . ) in the public key are
called key generators, as each of them is used to obtain one private key di = gγi . They can be
logically divided into time slots, consequently forcing a time order on the corresponding
private keys. This subdivision is public and known by all receivers. Each user will be
assigned a private key from the time slot corresponding to the expiration time of its
authorization. In this way a protocol can be devised to schedule authorization expiration
without having to broadcast the indexes of the expired users (and thus sparing precious
bandwidth). It can be noticed that P =

∏︁
j∈G gN+1−j is contained in the term C1 of the

broadcast message. The system revokes the authorization of user i by removing the factor
gN+1−i from P . In the beginning, all generators are authorized. As soon as one time slot
expires, the generators linked to that time slots are removed from P at the system side.
Correspondingly, receiver i will compute the product Qi =

∏︁
j∈G,j ̸=i gN+1−j+i as a part

of the operations for decrypting KG: all the expired indexes j will be removed from this
computation as well. No additional broadcast information is needed in this operation.

5.3.7 Improved scalability

In order to make the scheme more scalable and usable, a protocol has been devised for
re-introducing private keys owned by evicted users while preserving confidentiality.
When a user’s authorization expires, its private key di, corresponding to generator gi in
the public key, is not usable anymore, as gN+1−i has been excluded from P in the message
H . If gN+1−i were re-introduced as a factor of P and di given to a new authorized user,
then the former owner of di would be able to decode the group key as well.

The system however is parametrized by the value γ that links di to g: di = gγi , that
we can thus refer to as di,γ . Since the parameter γ influences only the term C1 of the
ciphertext and the private keys, an update of γ can be scheduled if users are provided
with multiple versions of their private key

(︂
di,γt0 , . . . , di,γtM

)︂
. Then an update of the

parameter γ can be issued by the system by substituting C1(γt−1) with C1(γt) and the
users will correspondingly decode the group key by using di,γt instead of di,γt−1 , which
will immediately become outdated and useless. It can be noticed that di,γt can not be
derived from di,γt−1 because of the discrete logarithm problem in finite fields.

Once the parameter γt−1 is updated to γt, the private key di,γt = gγti can be redis-
tributed to another user since non-authorized users that own di,γt−1 = g

γt−1

i can not
retrieve the new private key nor the group key. An analogous use of γ to force a diversity
in the private keys was suggested in [15] in the scope of copyright protection.

The protocol is modified as follows:

• the timeline is divided into time slots of length Tmin. Tmin represents the minimum
time between changes in the privileged set and the maximum authorization interval
for a short term user. At the beginning of each slot a new key seed Sv = KḠ(qt, St)

will be issued.
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• M adjacent time slots are grouped into segments of Tmed = MTmin. Tmed represents
the time between the re-introduction of used key generators gi in the system. Each
segment is characterized by a different value of Gammat, and at the beginning
of a new segment all generators gi that had previously been excluded from the
privileged set are re-inserted.

Fig. 5.6 represents the schedule of the authorization expiration and key reintroduction.
At the end of T1 all the corresponding key generators will be revoked, as the users who
own them are past their intended permanence time. Similarly at the end of each slot,
the corresponding private keys become invalid. At the end of T4, however, all keys are
reintroduced in the system, but with a different γt. After Tmed (in this case M = 4), the
same schedule repeats. It can be noticed that if a user joins at T0 with a permanence time
longer than Tmed, the system will have to provide it with more than one key: the user will
need one key for each different parameter γt that will be used during the permanence time,
that is nkey keys with nkey = ⌈TP /Tmed⌉. For this reason the last slot of each time segment
of length Tmed will contain more keys than the others: each user whose subscription
extends for longer than a particular segment Tmed will get one private key linked to a
key generator of the last slot. This private key can be used for decoding the group key
for the whole duration of the segment (Tmed). Thus the last slot of a segment is linked to
keys for long term users that will be authorized for the whole duration of the slot, while
users whose subscription ends before the end of the segment will get a key from one of
the internal slots. In case the average permanence time is QTmed and assuming that join
events are uniformly distributed in time, the last slot of any segment needs to contain Q

times the number of keys of any other slot.
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Figure 5.6: An example of the time organization of the keys.

In order to better explain the key distribution phase, an illustrative example is repre-
sented in Fig. 5.7, where one key is assumed to be associate with a group of users instead
of a single user.

The proposed key distribution and key validity schedule allows to recover expired
slots in the linear structure of the scheme, and thus free slots for new users. This is a
practical solution to the scalability issues that affect most key management schemes,
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Figure 5.7: An example of key distribution per user groups. The following join events are
considered:

• 40 users join the system at the beginning of the first Tmed, i.e., at the begin-
ning of T1:

– u1 to u10 with permanence time Tmed + 2Tmin;
– u11 to u20 with permanence time 2Tmed + Tmin;
– u21 to u40 with permanence time 3Tmed + 3Tmin;

• 50 users join the system at the beginning of the second Tmed, i.e., at the
beginning of T5:

– u41 to u50 with permanence time 2Tmin;
– u51 to u70 with permanence time Tmed + 2Tmin;
– u71 to u90 with permanence time 2Tmed + Tmin;

• 10 users join the system at the beginning of the third Tmed, i.e., at the begin-
ning of T9:

– u91 to u100 with permanence time Tmed + 3Tmin.
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and it comes at the cost of additional secret storage requirements for the private keys,
depending on the permanence time of each user and on the choices of the system for the
values of Tmed and Tmin.

5.3.8 Unplanned user eviction

In case of unplanned eviction an additional message is needed, containing information
on which generators have been removed from the privileged set before schedule. The
size of the identification set message has to be bounded: one solution is that of limiting
the statelessness of the receivers by fixing the maximum time Tmax between two successive
connections of each user to the signal in space. This allows the system to ensure that if all
users respect the policy, the identification set information that has been broadcast since
t−Tmax has been received. The system can thus suspend the broadcast of old information,
compressing the additional overhead. Moreover, in case this mechanism is not enough to
contain the size of the identification set message, the policy can be enforced by limiting
the size of the additional overhead to a maximum length of Umax bits. The system will
then evaluate whether it is more convenient to perform new user eviction operations
right away (e.g., in case of suspected key compromise) or to wait for the identification
set message to shrink (e.g., when users are not respecting the subscription terms but
the system is not in danger). In case the additional overhead reaches the size Umax and
new user eviction operations are needed right away, the system will broadcast an alert
message, notifying the users that they should connect to an aiding channel to download
the identification set information. The system shall be designed in such a way that the
probability of this event is extremely low: the tamper resistant devices need a high enough
level of security.

Two operation modes can be defined for the system, namely the regular mode, in which
all key generators are removed and re-introduced according to the normal schedule, and
the (unplanned eviction mode), when an identification set message is broadcast together
with the regular message of the BMBE scheme. Apart from the identification set message
(that causes a longer broadcast message), the unplanned eviction mode is identical to the
regular mode in the key schedule, except for the generators that have been revoked before
the natural expiration: those will never be reintroduced in the system. Re-introduction
of generators revoked before schedule takes longer than Tmed and therefore it may not
be worth implementing; however a thorough definition of this function is left for future
work.

5.3.9 Continuity of service

The devised protocol allows the system to schedule the change of group keys, issuing
a new one every Tmin. The actual time in which the system starts broadcasting the new
KMM (i.e., the whole key management information needed to retrieve the group key)
in place of the old one should be scheduled in order to preserve the continuity of service
for receivers that are using the service at that time. The demodulation of the KMM may
take several minutes, therefore the dissemination of key management data related to
the new group key shall be broadcast some time before the key switching instant, in
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order to provide continuity to all connected receivers. Service providers should estimate
a reasonable upper bound for the decoding time, Tmax

dec , accounting for channel errors.
Key management messages for the new group key will be broadcast Tmax

dec before the
scheduled group key update. This policy will guarantee continuity with the desired
probability.

5.3.10 Theoretical securtiy analysis

The security of the broadcast encryption system presented in [15] is related to the hardness
of the so-called decision ℓ-BDHE problem. Given two groups G,G1 of prime order p, the
bilinear map e : G → G1, the integer ℓ and the vector(︂

h, g, gα, gα
2
, . . . , gα

ℓ
, gα

ℓ+2
, . . . , gα

2ℓ
)︂
∈ G2ℓ+1

where g, h ∈ G are generators and α ∈ Zp is unknown, the problem requires to decide
whether e(g, h)αℓ+1

= k holds or not, given k ∈ G1. Note that this requirement is stricter
than the hardness of the corresponding computational problem, which asks to com-
pute e(g, h)α

ℓ+1 , given the same inputs. The decision (t, ε, ℓ)-BDHE assumption holds in
(G,G1, e) if no algorithm can succeed in solving the decision ℓ-BDHE problem in less
than time t with a probability larger than 1/2 + ε. In particular, given the maximum
number of authorised users N , [79, Theorem 3.1] states that the BMBE scheme is (t, ε,N)

semantically secure, if the decision (t, ε,N)-BDHE assumption holds in (G,G1, e). There-
fore, it is possible to get some information on the security parameters by studying the
performance of adversaries that attempt to solve the decision N -BDHE problem. This
approach leads to the bounds 5.6 and 5.7.

Generic group model

The generic group model, first defined in [80], deals with adversaries that do not exploit
any special feature of the particular group in their attacks. Assume that attack algorithms
behave as Turing machines, observing bit strings instead of group elements. They can
store information, but they cannot compute group operations or pairings on their own:
these operations are provided by oracles.

Definition 5.3.1. Consider the groups with pairing (G,G1, e) and letm = O(log2 |G|) ∈ N
be the length of binary encodings. A generic pairing-based algorithm A is a probabilistic
algorithm that behaves as follows.

• It takes as input two encoding lists, containing binary encodings of elements in G
and G1:

LG = (σ(g1), . . . , σ(gs))

LG1 = (ρ(h1), . . . , ρ(ht))

where gi ∈ G, hj ∈ G1 and σ(gi), ρ(hj) ∈ {0, 1}m are random binary strings, for
i = 1, . . . , s and j = 1, . . . , t.

• During the execution, it has access to three oracles.
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– An oracle for the group operation in G: it takes as input two strings σ(gi), σ(gj),
encodings for gi, gj ∈ G, from the updated encoding list relative to G. Then
the oracle outputs a binary string σ(gi · gj) or σ(gi · g−1

j ) in {0, 1}m, according
to the query, which is then appended to LG

– An oracle for the group operation in G1: it takes as input two strings
ρ(hi), ρ(hj), encodings for hi, hj ∈ G1, from the updated encoding list rel-
ative to G1. Then the oracle outputs a binary string ρ(hi · hj) or ρ(hi · h−1

j ) in
{0, 1}m, according to the query, which is then appended to LG1 .

– An oracle for the bilinear mapping e : G → G1: it takes as input two strings
σ(gi), σ(gj), encodings for gi, gj ∈ G, from the updated encoding list relative
to G. Then the oracle outputs a binary string ρ(e(gi, gj)) ∈ {0, 1}m, which is
then appended to LG1 .

Moreover, both A and the oracles keep track of outputs during the simulation.

• It outputs a binary string, denoted by A(LG,s, LG1,t) ∈ {0, 1}∗.

The main limitation of the generic approach is that some specific algorithm may
exist that exploits features of some particular group or bilinear pairing to achieve some
more efficient attack. However the analysis carried out in such abstract framework
allows us to derive some information on the hardness of the considered problem. Such
techniques are currently used to study the security of several encryption systems in the
literature [79, 81–83]: they provide evidence that an encryption system’s security can
be safely based on a certain cryptographic problem as long as all known algorithms for
solving it are generic. As soon as some specific algorithm is devised, then new security
parameters need to be chosen in such a way that the new algorithm has little or no
advantage with respect to the generic ones. Further comments on this model and its
validity can be found in [84].

Hardness of the decision ℓ-BDHE problem in the generic group model

Let us assume there exists a generic pairing-based algorithm A attacking the ℓ-BDHE
problem; we can derive an upper bound to its probabilistic advantage 5.6. In order to
study the cryptographic problem it is necessary to state it in a more general version using
polynomials, that once evaluated give a particular instance of the above problem. In
this case, the adversary takes as input lists of binary encodings, as in Definition 5.3.1,
corresponding to the polynomials in Zp[X,Y ] contained in the following vectors:

U(X,Y ) = (1, Y,X,X2, . . . , Xℓ, Xℓ+2, . . . , X2ℓ),

V (X,Y ) = (1).
(5.5)

Let f(X,Y ) be the polynomial Xℓ+1Y ∈ Zp[X,Y ]. Polynomials in U, V , once evaluated at
some x, y ∈ Zp, can be used as exponents to generate elements in G,G1, given generators
g ∈ G and h := e(g, g) ∈ G1 of both groups. Therefore, each binary encoding is associated
to an element in those groups, i.e. to h and to the elements obtained as gu(x,y), where
u(X,Y ) is an entry of U(X,Y ). Assume that G,G1 are both finite groups of prime order
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p, as before. Then, given such initial encodings as input, the adversary has to distinguish
among the two encodings of hf(x,y) and ht, for a given t ∈ Zp, the one corresponding to
the former element. As explained in [85], it is possible to apply [79, Theorem A.2] to the
case of the polynomial decision ℓ-BDHE problem, getting:⃓⃓⃓⃓

⃓Pr
[︄
A

(︄
σ(gU(x)), ρ(h),

ρ(ht0), ρ(ht1)

)︄
= b

]︄
− 1

2

⃓⃓⃓⃓
⃓ ≤ 2ℓ(q + 2ℓ+ 4)2

p
, (5.6)

where q is the maximum number of queries allowed to the generic algorithm A and
where x ∈ Z2

p, t ∈ Zp, b ∈ {0, 1} are chosen uniformly at random. Moreover, we define
tb := f(x, y), t1−b := t. The left hand side of the above inequality is the probabilistic
advantage of A. This result gives a lower bound on the complexity of such adversaries,
where the time is measured by the number of queries. Indeed, given an advantage
ε ∈ [0, 1/2], then the inequality 5.6 gives, after few computations:

qGe

√︃
pε

2ℓ
− 2ℓ− 4 =: qmin(p, ε, ℓ). (5.7)

Thus qmin(p, ε, ℓ) is a lower bound on the number of queries needed to achieve advantage
at most ε and we conclude that any generic adversary, achieving such advantage ε, must
take time at least Ω(qmin(p, ε, ℓ)). In particular, the security of the cryptosystem described
in section Sec. 5.3.4 is based on the decision N -BDHE problem. Thus, applying the above
analysis to [79, Theorem 3.1] it follows that the semantic security with parameters (t, ε,N)

is achieved for every t < qmin(p, ε,N), where the time is measured as the number of
issued queries.

Elliptic curves for implementation

The hardness of the ℓ-BDHE problem in (G,G1, e) is not the only concern when investi-
gating the security of the proposed system. It should be noticed that the bilinear map
e : G → G1 is usually defined on groups of points over elliptic curves. Therefore, the
choice of such curves is especially important, since it affects the security of the entire
system. A suitable elliptic curve E over a field Fq should admit pairings giving values
in sufficiently large finite fields, such that the MOV reduction [86] is ineffective. The
MOV attack to the discrete logarithm problem (DLP) over the elliptic curves works by
solving an instance of the same problem on the finite field containing the image of a
bilinear pairing. Indeed, if (G,G1, e) are groups with a pairing as above, then given
g1, g2 ∈ G of order p there exists α such that g2 = gα1 . Therefore, h1 := e(g1, g1) ∈ G1 and
h2 := e(g2, g1) = hα1 ∈ G1 have order p and it is possible to find α by solving the DLP in
G1, which is contained in some finite field. Notice that in the finite field case the DLP
can be solved much more efficiently than in the elliptic curve case. Recall that the group
of Fq-rational points of E, denoted by E(Fq), contains all points with coordinates in Fq

laying on the curve. In particular, the following conditions should hold:

• the DLP must be computationally infeasible in the cyclic subgroup E(Fq)[p] ≤ E[p],
which contains all p-torsion points with coordinates in Fq, for some prime number
p | m = |E(Fq)| such that (p, char(Fq)) = 1;
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• the DLP must be computationally infeasible in F∗
qk

, where k is the embedding degree
of E with respect to p.

The former requirement is achieved when p is a large prime factor of m, while the latter
depends on the embedding degree. Definitions and properties of the elliptic curves can
be found in [87]. Moreover, since the cryptosystem of our interest is based on symmetric
bilinear maps, only supersingular elliptic curves allow its implementation. As these
curves admit embedding degrees k ∈ {1, 2, 3, 4, 6}, there is an additional constraint on
the parameter k. According to literature [88–90], it is better to avoid elliptic curves defined
over finite fields of characteristic 2 and 3. The remaining supersingular curves have only
embedding degree k = 2 or k = 3. In [91] a family of supersingular elliptic curves that
allow secure implementation is proposed, under the choice of suitable parameters. The
advantage of such curves is the efficient calculation of the bilinear map, provided that
the reduced Ate maps [92] are used. Given a prime r > 3, such that r ≡ 5 mod 6, let
b ∈ Fr2 be a square, but not a cube. Then define the elliptic curves Eb by means of the
affine equation

y2 = x3 + b.

The group of Fr2-rational points on all curves Eb has cardinality

|Eb(Fr2)| = r2 − r + 1.

For the sake of security and efficient pairing computation, consider the largest prime
divisor p of |Eb(Fr2)| such that p2 ∤ |Eb(Fr2)|; then the pairing should be defined on
the group G = Eb(Fr2)[p]. The embedding degree of Eb with respect to p is k = 3.
Therefore a prime r should be chosen, such that the DLP is computationally infeasible
in Fr6 . According to [91], the prime characteristic r should be at least 200 bits long, in
order to avoid the Gaudry–Hess–Smart attack (GHS) [93]. Moreover, according to [89]
and [83], the characteristic r of the underlying finite field should be chosen while taking
into account the following asymptotic computational complexity for the DLP solution in
Fr6 :

exp 3

√︄(︃
384

9
+ o(1)

)︃
log r(log(6 log r))2, (5.8)

where o(1) is for r → ∞.
In conclusion, the security analysis of the BMBE of our interest can be split into two
parts. On one side we have achieved a bound on the asymptotic complexity of a generic
pairing-based attack algorithm having at most advantage ε. Notice that the number
of queries made by the adversary are a polynomial function of the bit length m of the
encodings, since it is reasonable to allow only polynomial time to the attacker. Moreover,
the prime p must be an exponential function of m, for security reasons. Eventually the
integer N is a design parameter, which is decided taking into account the number of
users that subscribe the service, and thus is fixed. Therefore one can choose m and ε

such that the system has high semantic security. On the other hand, when choosing the
elliptic curves for the implementation of the system one has to choose a suitable prime r,
that gives the dimension of the finite field on which a curve is defined. The value of r2,
should be at least 200-bit long and, in addition, r should be such that the computational
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complexity 5.8 makes the MOV attack infeasible, as described above. Recall that the
choice of r is related to the cardinality p of G, the latter being the greatest prime divisor
of r2 − r + 1. As an example [91] propose an elliptic curve of the above family, where
log r = 522 and the cardinality of the finite field Fr6 , containing the image of the bilinear
pairing, is 3132 bits long. Notice that elements in G are Fr2-rational points, therefore
their coordinates are contained in Fr2 ; the bilinear pairing outputs roots of unity in Fr6 ,
which are elements of G1. By considering the computational complexity 5.8, the choice of
this elliptic curve’s parameters guarantees the 128-bits security with respect to the MOV
attack. Another option, however, is that of dropping the value of log r up to 256 bits,
accepting looser security requirements; this allows to shorten broadcast communications.

5.3.11 Application to Galileo commercial Service

Galileo’s E6 signal is composed by a data (E6-B) and a pilot component (E6-C). Both
spreading codes have higher chipping rate (5.115 Mchip/s) than the Open Service and
support spreading code encryption. To the best of the authors’ knowledge no official
documentation exists on the services that will be provided through E6-B, yet. For this
reason the access control scheme that regulates the provision of services shall be flexible
enough to accommodate whatever new concept may become interesting in the future.
As an example, the literature suggest Precise Point Positioning (PPP) as a promising
candidate, offering centimeter level precision through the dissemination of clock and orbit
correction at a higher rate, or signal authentication through spreading code encryption
[94]. However, it is worth underlining that the aim of the key management scheme
devised in this paper is to protect the access to data, regardless of the details of the
service provision. The underlying service can thus be seen as a black box that requires a
fresh new key, Nb bits long, every Tb. These bits must be encrypted with the group key
in order to regulate the access to the service. In this work we adapt the access control
scheme to Galileo’s E6-B, assuming that no spreading code encryption is employed on
this component. However, it is worth remarking that there is no reason not to apply the
proposed scheme to a different component, or even to a different scenario with the same
kind of constraints. The KMM may even be broadcast on a different component with
respect to the one that carries the protected service.

Fig. 5.8 shows the page structure of E6-B [94]. The 448 bits of data broadcast will be
mostly available for the service broadcast, leaving only a small fraction to KMMs.

Figure 5.8: Structure of the E6-B page, [94].
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The key management message

In the regular operating mode the overhead of the system consists of the message:

H = (C0, C1) =

⎛⎝gq,

⎛⎝v
∏︂
j∈G

gn+1−j

⎞⎠q⎞⎠ ∈ G2. (5.9)

that are two elements of a bilinear group of prime order p.
According to [95], acceptable lower bounds for bilinear maps implemented with Weil

pairings are 160 bits for elements of G, as C1 and C2, and 1024 bits for the elements of
G1 as KG. However, since 128 bits are recommended an adequate security level for the
near future, as stated by NIST [96] and ENISA [66], it is more appropriate to consider 256
bits for G and 3072 bits for G1. The group key KG which can be obtained by authorized
users is thus 3072-bit long, but it can be hashed by SHA-256 to obtain a 256-bit key while
preserving the 128 bits of security of the scheme. The other group keys of the chain will
be obtained through the same hash function, SHA-256, applied multiple times: the last
key obtained through the one-way chain will be the first to be used as data-encryption
symmetric key. Each of these keys will provide 128-bits of security. As stated in [11],
the length of the hash chain, which is used to provide symmetric keys with shorter
cryptoperiod, must be limited to control the collision probability along the one-way chain.
There is a trade-off between the cryptoperiod (i.e., the time of validity and usage) of the
group key and the length of the one-way chain: a shorter cryptoperiod improves security,
but long chains can lead to a loss with respect to the original security level.

In order to avoid attackers tampering on the key management data, a layer of au-
thentication is needed. In this paper we opt for the well-experimented elliptic curve
cryptography, specifically 256-ECDSA with a signature of 512 bit length (two elements
of a group, each 256 bit long). The chosen signature scheme is standardized and used
by several security protocols, being a good compromise between security and signature
length.

With these considerations, the length of the KMMs in the regular mode is 1024 bit
(two 256 bit elements for access control and two for authentication), while in unplanned
eviction mode the identification set message must be added to the count. The additional
overhead will be limited to Umax = 1000 bits as an example application, leading to a
total communication overhead of 2024 bits. Fig. 5.9 shows the revocation capabilities
guaranteed by this choice in the worst case, with respect to the number of key generators,
N (the maximum user or user groups capacity).

The KMM can and shall be sent in the clear: encryption would only create a further
key distribution problem.

5.3.12 Performance Evaluation

In the following the performance of the scheme will be evaluated by considering an
arbitrary but realistic example application. The proposed scenario is based on reasonable
assumptions and educated guesses coming mainly from the content of [97] and [94] and
its purpose is solely illustrative. In [97] it is reported that the European Commission
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Figure 5.9: number of bits required for the identification set message to identify k out of
Ng users or user groups.

has decided to provide the High Accuracy Service (HAS) openly and free of charge,
with a precision of 20cm. On the other hand, a Commercial Authentication Service
will be dedicated to paying users. Under these considerations it is assumed that most
of the commercial service data rate will be dedicated to data dissemination, while key
management will occupy a smaller number of bits per page. In [94] it is stated that a high
accuracy service would likely require around 75% of the bandwidth in order to cope with
the accuracy requirements, while authentication data may be accommodated in what is
left of the 448 bits in each page of the commercial service data component. In order to
reasonably fit the key management data, let us suppose to allocate 28 bits per page for
access control and the remaining 420 bits for service data. We assume to reserve 380 bits
for high accuracy and 40 bits for authentication, however it is important to remark that
the choice of the type of service and the allocation does not influence the access control
scheme and should be left to the system designer.

The two KM modes have different lengths for the KMM: in the regular mode the
total overhead is 1024 bits, while in the unplanned eviction mode it is 2024 bits. The
KM message of each provider can be transmitted in 37 pages in the best case (regular
mode), and 73 pages in the worst case (unplanned eviction mode). Each page has its
own CRC and FEC and faces channel errors, leading to a page error rate Pe. In order to
maximize the probability of error-free demodulation, each key management message
should be concentrated on the least possible number of pages. The discussed example is
represented in Fig. 5.10.

Before being allowed to use the service, each receiver needs to receive 37 to 73 pages.
The decoding performance of the receivers are significantly affected by fading, that in
turn depends on the elevation of the satellites, the type of environment and the speed of
receivers.

In [98] these effects are simulated through the use of the 2-state LMS model, which is
a generative model that outputs time series according to a combination of distributions.
The propagation is simulated according to the intensity of shadowing events, which lead
to the system being either in a "good state" or a "bad state", each characterized by specific
parameters.

As in this works we aim at providing an idea of the decoding performances, the
results of the field tests reported in [98] will be solely exploited to derive some meaningful
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Figure 5.10: Proposed allocation of the KMM bits.

numbers for the page error rate (PER). The test campaign reports that the PER is highly
sensible to the satellite elevation and the propagation conditions in urban and suburban
environments. Even in the rural scenario, the PER is around 10−1 for low elevations,
improving to 10−2 or 10−3 for medium to high elevations. The most meaningful values
for the PER, that correspond to realistic C/N0 values in most scenarios, span roughly
from 0.9 to 10−3. This range of values will be considered for the scope of performance
evaluation.

5.3.13 Evaluation of the decoding performance

In the following we estimate the time required to decode a key management message
and access the corresponding service. Let us assume the transmission of each page is
subject to errors independently of the others, with a probability P , which can be derived
from the experimental results in [98]. Let’s assume that a receivers switches on at the
beginning of the transmission (without any loss of generality) and needs to demodulate
the KMM. Each page is correctly decoded with probability (1 − P ) independently of
the others. Each satellite broadcasts all the KM information cyclically and after the first
transmission of the KMM is completed, the receiver may have missed some pages. At the
next re-transmission it will ignore the pages it has already decoded and try to retrieve
the missing pages, and so on, until all pages have been correctly received. This can be
seen as a sequence of repeated trials: the measure of interest is the time it takes for the
receiver to correctly decode all Npage pages.

Let Ai,n denote the event that at transmission i, page n is received in good conditions
so that it can be correctly decoded. The events Ai,n, with n = 1, . . . , Npage and i = 1, . . . ,
are all independent with the same probability P [Ai,n] = 1−P . Then, the probability that
the receiver can collect all pages within the first k transmissions, that is the CDF of the
random variable T (number of transmissions necessary to decode the KM message), is
given by:
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P [T ≤ k] = P

⎡⎣Npage⋂︂
n=1

(︄
k⋃︂

i=1

Ai,n

)︄⎤⎦ (5.10)

=

Npage∏︂
n=1

(︄
1−

k∏︂
i=1

(1− P [Ai,n])

)︄
(5.11)

=
(︂
1− P k

)︂Npage
(5.12)

Correspondingly, we can express the number of trials TP̂ needed to correctly decode
the KMM a high enough probability (e.g., P̂ = 99%, corresponding to T99). Once the
number of transmissions is known, an approximation of the time to correctly decode it
can be computed as

tD ≃ Npage · T99 (5.13)

Figure 5.11: CDF for the time to decode in the best and worst case.

Fig. 5.11 reports the CDF of the time to decode for different values of the page error
rate.

• If PER < 0.01, in the regular mode decoding will require less than 1.5 minutes,
while the unplanned eviction mode will take 2.5 minutes.

• If 10−2 < PER < 10−1, in the regular mode 2 minutes are likely to be enough to
decode, while in the unplanned eviction mode decoding may take up to 5 minutes.

• If PER ≃ 0.3, in the regular mode tD is still lower than 5 minutes, while in the
unplanned eviction mode it can grow larger than 7 minutes.

Notice that the worst case can be tuned by service providers in order to cope with the
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dynamics of the channel and achieve the desired trade off between time to decode and
unplanned eviction capabilities.

5.4 Conclusions

This chapter has tackled the design of secure and efficient key management architectures
for two higher layer services: authentication and access control. Several solutions from
literature have been assessed, while taking into account the different requirements of
the GNSS context and the different security features linked to the specific use case. The
proposed schemes exploit validated and well known mechanisms that are already in use
in other communications systems, combined together in a secure architecture. These
mechanisms are:

• multilevel PKIs, that enhance the system robustness against key compromise;

• one-way functions or chains, that allow to renew the secret key more often while
maintaining a low communication overhead;

• symmetric key encryption with delayed-key-release, allowing shorter keys for the
same security level;

• bilinear pairings, whose properties allow to build communication-efficient and
secure cryptoschemes.

In order to tailor the key management schemes to the GNSS applications, the unique
features of each scenario were exploited in order to maximize efficiency for the same
security level. As an example, the low data rate requirement was achieved by offloading
part of the information to the device storage in Sec. 5.1. In Sec. 5.3 the constant commu-
nication overhead in nominal mode was achieved by exploiting the knowledge on the
subscriptions’ expiration time. An analytic framework for evaluating the performance
of the schemes in terms of decoding time was presented and validated by simulation
results. The devised architectures are flexible and modular and can thus be adapted to
different GNSS constellations, or even to other broadcast channels.





Chapter 6

Key Distribution Protocol over a
GNSS Constellation Leveraging
Intersatellite QKD Links

Free-space optical communications are an attractive alternative to RF communication
links as they are characterized by higher antenna gain, higher data rates, EMC/EMI
immunity, less frequency regulation issues, etc [99]. This technique is a valuable tool for
defense applications, as it has intrinsic robustness against interception, eavesdropping
and jamming, thanks to the narrow beamwidth [100]. It is reported in [99] that a number
of space missions have successfully tested optical communication techniques in space with
excellent performances. This promising results have encouraged additional developments,
such as the exploitation of quantum communications in free space optical links for the
purpose of authentication and integrity protection, which are particularly relevant in
GNSS applications.

Narrowbeam optical communications may not provide a sufficient level of security, as
the reduced beamwidth does not completely eliminate the risk of eavesdropping: when
such long distances are involved (thousands of kilometers), the beam tends to spread
over a larger area.

In free-space optical links the information unit is the bit, which is carried by pulses
containing a big number of photons. On the other hand, quantum links refer to free-
space optical communication links that are described with quantum optics and quantum
information theory. The information unit is the quantum bit, or qubit, which is a bit
of information stamped in a quantum physical property, such as the polarization of a
photon. Contrarily from classic optical links, in quantum links the information is carried
by weak pulses, containing few photons. Quantum links exploit properties such as
the superposition of states and entanglement, which has lead to innovative methods
(e.g., quantum key distribution) that are more powerful than their classic counterparts.

As the impact of an attacker hijacking and controlling a GNSS satellite may be catas-
trophic, adopting quantum links for satellite-to-ground and satellite-to-satellite commu-
nications allows to generate unconditionally secure keys and establish an unconditionally
secure satellite network. This cryptographic feature is stronger that computational se-
curity, which depends on the computational capabilities of the attacker. Unconditional
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security allows to obtain the desired level of security regardless of the attacker’s computational
capabilities.

In [99] a geometric feasibility analysis is carried out for the implementation of optical
quantum links among Galileo satellites. The Galileo constellation comprises 24 satellites
orbiting in three orbital planes with 56o relative inclination angle. Given the strong
dependence of the achievable key rates from the inter-satellite distance, it is reasonable
to assume that only pairs of satellites that get close enough sometime during their orbital
period will be able to establish a sufficient amount of shared secret key bits. The simulation
results on the relative distance between SVs indicate that a window of approximately 48
minutes exists in which each satellite is closer than 10000km to two SVs for each of the
other orbital planes. Thus each SV has four partially overlapping time windows in which
a quantum link can be exploited to exchange unconditionally secret bits.

Quantum links thus allow to build a graph representing inter-satellite connections.
While it is desirable to have a high degree of connectivity in the satellite network, the
constraints on the mass and volume of SVs may not allow to equip satellites with multiple
transceivers. A solution is proposed in [99] that only requires one quantum transceiver,
one dynamic telescope and one quantum transmitter and receiver per SV. In [99] a
possible scheduling of quantum transmissions was proposed (represented in Fig. 6.1),
based on a model with 9 satellites per orbital plane (as predicted in 2013 for Galileo). The
model considered in this analysis, however, is based on 24 satellites.

Figure 6.1: Link switching sequence proposed in [99] for satellite A1. The shaded areas
represent the total secret key length achievable in one period. The original model assumed
9 satellites per orbital plane, differently from the 8 considered in this analysis.

The network graph is represented in Fig. 6.2, where the two different link types are
highlighted in different colors.

The resulting graph is a regular graph where all nodes have degree four.
In order to make the graph connected an unconditionally secure key agreement

protocol can be devised that exploits the existing secure connections to share key pairs
among non-adjacent satellites. To devise such a protocol, the achievable SKR per orbital
period for long and short links must be derived. In [99] an upper bound on the SKR is
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Figure 6.2: Graph representation of the inter-satellite network spanned by quantum links.
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derived in the infinite key length regime. A more realistic model developed in [101]
accounts for the effects of finite key length and exploits a more realistic model of the
satellite features and geometry in the calculation of the dark count probability. Moreover
a heuristic approach is taken in order to optimize the SKR, verifying whether it is more
convenient to perform a single QKD session with block length nx or to divide the time
window into multiple shorter QKD sessions. The results of the simulations reveal that,
fixed the number of pulses per second, Nx, it is more efficient to perform a single QKD
session with a longer block length. Since the feasible time windows for QKD partially
overlap, each satellite has one additional degree of freedom, that is the switching time
between two QKD sessions with different satellites. An optimization was performed in
order to find the switching time that maximizes the sum or the minimum of the SKR in
the two quantum links.

More specifically the switching time ts takes values in a window that spans from the
trasmissivity peak of the short link to the trasmissivity peak of the long link, sampled
at intervals of 50.24s, for a total window duration of 52.75min. As the constellation
is symmetric, all switching times can be derived from a single one and therefore it is
sufficient to analyze the switching time between links A1–B3 and A1–B2. Let us define
SB3−B2 as the normalized switching time between the short link and the long link:

SB3−B2 =
ts
Tw

. (6.1)

Fig. 6.3 represents the value of Cℓ+Cs

2 and mints{Cℓ, Cs} for different values of the
normalized switchint time.
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Figure 6.3: SKR for varying SB3−B2.

Regardless of the actual achievable SKR after tuning the optical transmitter and the
switching time, the analysis indicate that inter satellite quantum links allow to achieve
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a reasonable SKR in the order of a few megabit per orbital period for each satellite pair.
As there are two types of links, the SKR can be traded-off between the two through the
tuning of the switching time between links. The choice of this parameter should be driven
by the needs of the key distribution protocol, which will be discussed in the following.

6.1 Inter-satellite key distribution protocol

The target of the key distribution protocol devised in this chapter is to obtain a fully
connected satellite network, where each satellite pair (i, j) shares an unconditionally
secret key.

The definition of unconditional (or perfect) secrecy as given by Shannon in [102], states
that the a posteriori probability of ciphertext c ∈ C given message m ∈ M, P (c|m) is equal
to the a priori probability, P (c), ∀c ∈ C. This implies that the ciphertext is independent
of the message and therefore an attacker that intercepts one or more ci, i = 1, . . . , n can
derive no information about mi, i = −∞, . . . ,+∞. This goal can be achieved through
the well-known one-time-pad. The drawback of perfect secrecy is that it requires a key
with the same entropy as the message. However, since in this scenario the message is
constituted by keys, perfect secrecy may not be excessively demanding. Keys can be
shared and updated in the network by exploiting the bits established through quantum
links (that benefit from the feature of perfect secrecy as well).

Therefore a multi-hop unconditionally secure key distribution protocol can be devised
by using one-time-pad through the links established with quantum communications. In
order to establish a key between the satellite pair (i, j), non-adjacent in the quantum link
graph, a number of bits will be securely generated by i or j and sent to the counterpart
through the links of the graph in Fig. 6.2, encrypted with OTP. The secret bits used for
encryption can not be used twice and are considered to be wasted. With reference to
Fig. 6.2, the SKR of each physical link (r(p,q), ∀p, q) represents how many bits per orbital
period can be used for OTP. The main targets of the key distribution protocol are identified
as the following:

Pairwise key establishment: select one satellite pair (i, j) and maximize the secret
key rate R(i,j). Assess the variation of R∗

(i,j) for different pairs (i, j) in the network.

Connected graph key establishment: establish a secure connected satellite graph
with fairness. Each satellite must share a m−bit long secure key with all the others:
R∗

(i,j) ≥ m, ∀(i, j), with m > 0. Optimize the network by finding the maximum
feasible value of m.

We proceed by introducing a new requirement in our key establishment protocol:
collusion resistance. Let us relax the security assumptions by allowing two of the satellites
to be hacked by Eve, that can now eavesdrop the secret key bits that are distributed through
both the hacked satellites.

Threshold secret sharing [19] is a well established cryptographic algorithm devised
by Shamir in 1979 that allows to split a secret into n distinct shares and then retrieve it
by combining k out of n chunks of information. For our purpose a (4,3) threshold secret
sharing scheme is suitable: there are always exactly four node-disjoint paths connecting
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each satellite pair in the quantum satellite link graph. Therefore it is always feasible to
deliver four distinct shares of information from node i to node j in such a way that even
if two shares are eavesdropped, Eve won’t be able to compute the final key. Moreover,
this solution allows for some degree of loss-tolerance against channel errors, as one ill
received share can be discarded, using the remaining three to retrieve the final key.

We extend the previous problems with the additional constraint of implementing a
(4,3) threshold secret sharing protocol:

Pairwise key establishment with secret sharing: select one satellite pair (i, j) and
maximize the secret key rate R(i,j)/4, subject to the constraint that no node in the
network (except i and j) must receive a rate higher than R(i,j)/4 and the total rate
received by node j must be R(i,j). Assess the variation of R∗

(i,j)/4 for different pairs
(i, j).

Connected graph key establishment with secret sharing: establish a secure con-
nected satellite graph with fairness and secret sharing. Each satellite must share
a m−bit long secure key with all the others: R∗

(i,j)/4 > m, ∀(i, j), with m > 0. Opti-
mize the network by finding the maximum value of m, subject to the constraint that
no node in the network (except i and j) must receive a rate higher than R(i,j)/4, ∀(i, j)
and the total rate received by node j must be R(i,j).

The input to each optimization problem are the physical SKR (or secret key capacity
per orbital period, SKC) of quantum links. The SKCs are of two types, ri,j = Cl for all
ei,j ∈ Slong and ri,j = Cs for all ei,j ∈ Sshort, where Sshort and Slong are the sets containing
all short links and long links, respectively.

The output comprises both the optimized key distribution protocol with the secret
key bits routing across the network and the maximum achievable secret key rate per
inter-satellite link. By iterating the optimization for different values of the switching time
between quantum links it is possible to assess which value of this parameter allows for a
higher SKR, thus allowing to optimize the quantum link scheduling.

6.1.1 Pairwise key establishment

The aim of this optimization is to assess how many secret key bits can be shared per
orbital period between any pair of nodes by exploiting the full physical link capacity. This
problem refers to the situation in which a satellite pair suddenly needs to renew its shared
key for any reason (e.g., key expiration or compromise). We are therefore assessing the
best strategy to perform this re-keying in the ideal case where all the physical links are
dedicated to this pairwise key establishment.

Let us call xk,ℓ the SKR on edge ek,ℓ, and x = {xi,j : ei,j ∈ G}. For each pair (i, j), we
are interested in solving:

t∗ = max
x

∑︂
ℓ

xi,ℓ, or equivalently, t∗ = max
x

∑︂
k

xk,j . (6.2)

under the following constraints:
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⎧⎪⎪⎨⎪⎪⎩
xk,ℓ ≥ 0 ∀k, ℓ : ek,ℓ ∈ G flow positivity

xk,ℓ ≤ rk,ℓ ∀k, ℓ : ek,ℓ ∈ G capacity∑︁
k xk,n =

∑︁
ℓ xn,ℓ, ∀n ̸= i, j flow conservation

From Fig. 6.2 it can be seen that the maximum expected value for the result is

max
x

∑︂
ℓ

xi,ℓ ≤ 2Cℓ + 2Cs (6.3)

that is the sum of the SKC of all incident edges for any node in the network.
The problem can be extended to become resilient to man in the middle attacks from

maximum one node in the network and secret against the eavesdropping from two hacked
nodes in the network. For this purpose we select Shamir’s polynomial (4, 3) threshold
secret sharing. We must ensure that for each satellite pair (i, j) 4 shares of secret bits of
length t are distributed on distinct and disjoint paths (i.e., none of the paths must share
edges or nodes with the others). This guarantees that no node sees more than one share,
except for i and j. The final key will be obtained by combining the shares (at least three),
giving a t bit long unconditionally secure key. The additional resilience comes at the cost
of an increased number of secret key bits to distribute, that will lower the SKR.

The problem is stated similarly as the previous one:

t∗ = max
x

t =max
x

1

4

∑︂
ℓ

xi,ℓ, (6.4)

or, max
x

1

4

∑︂
k

xk,j . (6.5)

with the addition of the following constraints:⎧⎪⎪⎨⎪⎪⎩
. . .∑︁

k xk,n ≤ t, ∀n ̸= i, j secrecy∑︁
ℓ xi,ℓ ≥ 4t, ∀n ̸= i, j correctness

Notice that this problem formulation forces secret sharing only among satellites that
are not adjacent in the quantum link graph: in the adjacent case, indeed, the quantum
key bits can be directly used as a key. Four disjoint paths connecting each node to any
other always exist and at least two of them contain one link with lowest capacity. Since
we are enforcing that all shares must have the same length, the limiting factor is indeed
the lowest capacity between the two link types.

Results

As expected, the solution to the two optimization problems is upper bounded by 2Cℓ+2Cs

in the first instance and by min(Cℓ, Cs) in the second. The solution was computed for
multiple satellite pairs and over several values of SB3−B2, the normalized switching time.
The solution to the latter problem always coincides with the upper bound, min(Cℓ, Cs).
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In the former problem the result shows that the upper bound is reached for all satellite
pairs for SB3−B2 < 0.98. For SB3−B2 > 0.98 the two Cℓ and Cs are too unbalanced and
the upper bound for the SKR is reached only for a few satellite pairs. The "privileged"
nodes for which the SKR reaches the upper bound are coincidentally those from which
two disjoint paths can be found that reach the source node by only traversing long links
(notice that in this case Cℓ ≥ Cs). As an example for i = A1 the "privileged" nodes are B2,
C3, A5, B6 and C7.

The switching time can be optimized for any of these two problems in order to
maximize the SKR for any node pair. As expected, the solution behaves as S∗

B3−B2 =

argmaxSB3−B2
(Cℓ + Cs) for the first problem and S∗

B3−B2 = argmaxSB3−B2
(min(Cℓ, Cs))

for the second problem, following the curves represented in Fig. 6.3.
Fig. 6.4 represents the routing solution for satellite pair A1-A5 in problem 1.

Graph paths from node A1 to A5
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Figure 6.4: Example of key agreement protocol between nodes A1 and A5 by exploiting
the full network capacity.

6.1.2 Connected graph key establishment

The key agreement problem is now extended to the whole satellite network. We are inter-
ested in optimizing the key establishment protocol in order to create a secure connected
graph, that is, we want each SV i to share a key of length Ri,j with each other SV j. In
order to uniformly distribute the key material over the satellite network, we optimize the
protocol by looking for:
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t∗ = max{t} : Ri,j ≥ t, ∀i, j (6.6)

The solution to this problem provides an algorithm to perform a re-keying of the
whole satellite network in such a way that all quantum secure bits are exploited with
maximum efficiency, securely connecting each satellite pair with a t∗-bit symmetric key.
Each link can be used in both directions to relay secure key bits for any pair of satellites.
Let us call xi,jk,ℓ the number of bits of key Ki,j that are relayed through the link (k → ℓ).
In the flow optimization problem we use a directed graph where each edge is split into
two directed edges, since both directions are feasible for each satellite link. Therefore we
differentiate between key bits xi,jk,ℓ, generated by i and forwarded to j and xj,ik,ℓ, generated
by j and forwarded to i. Both xi,jk,ℓ and xj,ik,ℓ will be used for the key established between i

and j, whose total length will be:

Ri,j =
∑︂
ℓ

xi,ji,ℓ +
∑︂
ℓ

xj,ij,ℓ (6.7)

so the problem takes the form:

x∗ = argmax
x

t (6.8)

subject to the following constraints:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
xi,jk,ℓ ≥ 0 ∀k, ℓ, i, j flow positivity∑︁

i,j x
i,j
k,ℓ ≤ rk,ℓ ∀k, ℓ : ek,ℓ ∈ G capacity∑︁

k x
i,j
k,n =

∑︁
ℓ x

i,j
n,ℓ, ∀n ̸= i, j flow conserv.

Ri,j =
∑︁

ℓ x
i,j
i,ℓ +

∑︁
ℓ x

j,i
j,ℓ ≥ t ∀i, j minimum flow

The output of the optimization provides the optimal routing for the key agreement
between each satellite pair. The result depends on the values of Cl and Cs, that is on the
time of switch from one satellite to the other. This parameter influences both the routing
algorithm and the actual value of t∗, the number of secure key bits established between
each satellite pair. To analyze this dependence we solved the optimization problem for
all possible values of SB3−B2, and the result is represented in figure 6.5.

As can be seen from the figure, the number of the unconditionally secure bits that
each satellite pair can share as a function of the switching time is a concave function.
The maximum is obtained for SB3−B2 = 0.6. Notice that this does not coincide with
max(Cl + Cs), which corresponds to SB3−B2 = 0.4. The reason may lie in the fact that
the two subgraphs Gs and Gℓ spanned by short links and long links respectively have
different topological properties. In Gs indeed a Hamiltonian path exists, whereas none
exist in Gℓ. This is a reasonable explanation why maximizing the sum (Cl + Cs) does not
lead to the best results in terms of shared secret key bits.

The figure also highlights the efficiency of the key agreement protocol, intended as
the ratio between established secure bits and the total number of bits employed for the
one-time-pad key establishment. It can be noticed that the maximum efficiency does not
coincide with the maximum t∗, peaking at SB3−B2 = 0.88.
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Figure 6.5: t∗ for varying ts and the efficiency η of the key agreement algorithm in terms
of the ratio between the total number of exchanged secret key bits and the total number
of quantum distributed bits.

The routing algorithm outputs the links that each satellite has to exploit to establish t∗

secure bits with another satellite. Each link costs t∗ of the bits that were collected through
the quantum key agreement protocol, since one-time-pad needs to be performed in order
to preserve unconditional security. It is possible to observe that in some cases the t∗ bits
are distributed altogether trough the same path, while in some others more than one
path is used, as shown in Fig. 6.6.

As seen in Sec. 6.1.1, the optimization problem can be extended by implementing
a (4,3) threshold secret sharing. The aim is that of devising a key agreement protocol
capable of obtaining a shared key between each satellite pair, with some level of robustness
against man in the middle attacks and eavesdropping. The secret sharing constraints
are included in the problem formulation in order to avoid that any of the relay nodes
sees more than one out of four shared of the final key (secrecy), ensuring that the final
number of shares for each satellite pair is four (correctness).⎧⎨⎩Ri,j =

∑︁
ℓ x

i,j
i,ℓ +

∑︁
ℓ x

j,i
j,ℓ ≥ 4t, ∀i, j correctness∑︁

k(x
i,j
k,n + xj,ik,n) ≤ t, ∀n ̸= i, j secrecy

Notice that secret sharing is imposed only between satellites that are not adjacent
in the quantum link network: in that case, indeed, the shared quantum key bits can
be directly used as a key. The solution to this optimization problem will provide the
maximum length of the established keys as well as the routing protocol that allows to
perform the key agreement according to the secret sharing constraints. Again the solution
depends on the time of switch in the quantum key distribution protocol and therefore
the problem was solved for various values of SB3−B2. An example of the routing output
of this optimization problem is given in Fig. 6.7

Fig. 6.8 represents t∗, the maximum number of secret key bits that can be distributed
among each couple of satellites, thus connecting all the network, with the secret sharing
requirements. The efficiency is also showed, representing the ratio between established
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Graph path from node B2 to node B6
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Figure 6.6: Example result of the routing optimization for unconditionally secure key
agreement between two satellites. This result has been obtained by setting SB3−B2 = 0.6.

secure bits and the total number of bits wasted for the one-time-pad key establishment. It
can be noticed that the behavior of the two metrics is very similar to that of the previous
optimization problem. The number of secret key bits is now lower than one quarter with
respect to the solution without secret sharing. As discussed, this loss is expected, since
four shares of L bits are now combined in order to give a single L bit key, but interestingly
the cost of these additional security features does not just scale of a factor four and is
instead a bit higher. The behavior of t∗ seems to depend both on the sum Cℓ + Cs and on
the minimum of the two, as it can be deduced by comparison with Fig. 6.3.

6.2 Conclusions

The analysis carried out in this chapter achieves two main goals: an algorithm is devised
to efficiently perform key distribution over the whole satellite network, while providing
some insight on the best choice for the time of switch between short and long inter-satellite
quantum links.

• The result of Section 6.1.1 suggests that in order to maximize the number of secure
bits established between a specific satellite pair, the optimal switching time is the
one that maximizes the sum of the link capacities, t∗s = argmaxts(Cl + Cs).

• When secret sharing is introduced to the pairwise key agreement problem, the
optimal switching time is the one that maximizes the minimum link capacity, t∗s =

argmaxts (min(Cℓ, Cs)).

• Section 6.1.2 deals with a key agreement protocol for establishing a connected graph.
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Graph path from node B2 to node C8
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Figure 6.7: Example result of the routing optimization for unconditionally secure key
agreement among the whole network. This result has been obtained by setting SB3−B2 =
0.33.

The results show that regardless of the presence of the secret sharing feature, the
optimal switching time is in between the two previous results, underlining the
dependence on both the sum and the minimum among link capacities.

Apart from these considerations on the optimal switching time, evidence is provided
that an efficient key agreement protocol can be devised to perform unconditionally secure
key agreement across the whole satellite network. The provided methodology allows to
derive the optimal routing that maximizes the number of established secure bits while
minimizing the quantum agreed bit consumption. The devised algorithm allows to
formulate each key agreement scenario as a minimum cost flow in the network graph,
computing the optimal solution for each value of the link capacities.
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Figure 6.8: t∗ for the key establishment optimization on the whole graph with secret
sharing. The result is expressed for varying ts. The efficiency η of the key agreement
algorithm is also represented, in terms of the ratio between the obtained secret key bits
and the quantum distributed bits.



Chapter 7

Anti-spoofing in low-grade
smartphone applications

The security issues in GNSS have been widely investigated in the literature and several
anti-spoofing mechanisms have been proposed for implementation. These can either
operate at the system level, with the insertion of security features into the signal in space
(SIS), or at the receiver level, with the development of robust signal processing techniques.
Most of the investigated solutions, however, were developed for a medium to high grade
receiver as the target consumer device. With the widespread of location based services,
positioning capabilities have been integrated on all sorts of low grade devices. For this
reason the spoofing threat is becoming a concern even in low grade scenarios such as
mobile handsets. In recent years indeed the variety of smartphone-based applications for
user and society critical tasks has vastly increased:

• Smartphone payment systems are now used by many customers and card fraud is a
well known issue. Indeed, credit card companies currently look for inconsistencies
between the site of a transaction and the estimated location of the cardholder, raising
warnings in case of a mismatch.

• Several companies use tracking applications installed on smartphones or tablets
provided to their employees for workforce management.

• Enhanced 911 (E911) is a standard for emergency calls that requires the carrier to
deliver the user’s positioning information whenever a 911 call takes place. The
standard also defines specific requirements for the positioning accuracy.

• Crowdsourcing services often include geographical coordinates in the information
collected from the users.

• Some security-critical software applications rely on GNSS positioning. For instance
Google Trusted Places allows the user to unlock the mobile device without any kind
of authentication (passwords, fingerprints, etc..) in case the phone is located in
specific positions.

The above considerations motivate a study on GNSS positioning resilience in smart-
phones and how to improve it with the current handset capabilities. Moreover, a recent
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spoofing incident happened at ION GNSS+ 2017, causing a number of devices to be
accidentally spoofed by a GNSS simulator with non-properly terminated RF connec-
tors, [103]. This event suggests that smartphones are not immune to spoofing, and it has
further encouraged our investigation on the entity of this threat. Resource constrained
mobile phones are designed to provide position, velocity and time to the end user even
in the most challenging environments, where the GNSS signal is hardly available in the
first place. This approach pursues usability and energy efficiency rather than security,
thus leaving the smartphones exposed to potential vulnerabilities. Classic anti-spoofing
solution are hardly applicable in this scenario, as they are in general too demanding in
terms of cost or energy requirements. As an example, the work presented in [104] investi-
gates a promising receiver autonomous anti-spoofing mechanism based on carrier phase
difference for multi-antenna receivers. The technique of vestigial signal defense [105] is
another receiver autonomous technique that monitors the correlation function to detect
spoofing events. In hand-held devices, however, such techniques are not applicable either
because they require additional hardware [104] or due to their computational cost [105].

While autonomous receivers solely rely on GNSS to calculate their position and time,
mobile handsets benefit from other options. Other sources, such as signals of opportu-
nity (WiFi, cellular networks, Bluetooth) or the on board sensors (accelerometer, digital
compass, clock, etc.) provide useful redundancy that is currently exploited to improve
the efficiency and availability of positioning services. (e.g., indoor positioning, dead reck-
oning in tunnels, etc.). A-GNSS has contributed to the widespread of GNSS positioning
in handsets, allowing mobile devices to retrieve system information (ephemeris data,
frequency and code delay estimates, etc.) from an aiding channel. These resources have
greatly improved the positioning performance of GNSS based applications, allowing
mobile devices to provide a PVT solution even in the most challenging conditions. Since
GNSS spoofing is now an emerging issue, there is no reason why these beneficial sources
should not be used as an ally for security purposes as well.

The aim of this work, which was published in [106], is to propose directions for
improving the resilience of mass market GNSS modules against spoofing attacks. Some
simple consistency checks would indeed increase the user awareness, minimizing the
impact on the user segment without requiring modifications to the ground or space
segment. With this purpose, we devised an experimental campaign to analyze how mobile
devices behave when exposed to a spoofing GNSS signal that is inconsistent with any other
positioning sources. The experiments show that in the current chipsets generation these
consistency checks are either not implemented or at least that the resulting inconsistencies
are not reported to the user.

Even though GNSS spoofing on handsets is a known issue, no previous work has
investigated it extensively. In [107] a few devices were tested, but only under jamming
attacks. In [108] the design of a low cost GNSS simulator was discussed and some tests
were performed on a couple of smartphones, exposing them to a time and location
spoofing attack. The tests were limited in the number of devices and in the type of trials,
nevertheless they highlighted the vulnerabilities we want to better investigate in this work.
The authors of [109] also experimented with spoofing on mobile devices, stating that
forcing a fake position fix on smartphones is relatively easy. They showed a successful
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position fix on an iPhone 6, but they observed that spoofing an Acer android phone was
harder, claiming that the smartphone used integrated side information from WiFi and
cellular networks in the positioning protocol. In fact, on our devices we never reported
such resistance to spoofing attacks. Neither [109] nor [110] performed a systematic
experimental campaign on smartphones, since their focus was mainly on professional
GNSS receivers. Several results on spoofing detection techniques have been presented in
the literature, targeting more sophisticated receivers and leveraging different features of
the spoofing signal. Some works focused on CNR monitoring for spoofing detection [111];
others propose a detection method based on the comparison between IMU measurements
and the computed PVT [112]. Mitigation techniques have also been investigated, as those
in [113], specific for multi-antenna receivers. Most of these techniques, when applied to
mobile phones, would require substantial changes either in the receiver logic (leading
to the use of more expensive chipsets) or to the SIS (as for cryptographic anti spoofing
techniques, [4, 8, 11]). This work, on the other hand, focuses on simple counter-measures
that are software based, and hence feasible even for the current generation of mobile
devices.

7.1 Positioning information sources

There are several sources of positioning information available to mobile devices. Let us
summarize in the following the ones we considered in this work.

Navigation Message

The GNSS navigation message contains all the information necessary to compute the PVT
solution and is modulated on the SIS. These are the ephemeris data, the time reference,
time corrections, the ionospheric corrections, and the almanac data, that have lower
accuracy but longer validity. Let us consider in particular the GPS navigation message,
represented in Fig. 7.1, that is divided into subframes and takes approximately 12 minutes.

Figure 7.1: Structure of the GPS navigation message frame. Each of the five subframes
lasts 60 s, which is the length of the horizontal time axis.

The telemetry word is the first word of every subframe and begins with an 8-bit
preamble for synchronization purposes. The handover word is the second word of each
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subframe, and contains the 17 most significant bits of the GPS time of week (TOW)
relative to the beginning of the next subframe. If in general most of the other data can
be downloaded from other sources (e.g., with A-GNSS), these two words contain the
information necessary for synchronizing and obtaining the transmission time of the signal
(that can also be found with higher precision in another field of the navigation message).

Mobile Networks

Handsets are most likely to be connected to a mobile data network, and thus to a specific
serving base station which can provide a time and position reference, according to the
network type and the exploited protocol.

As reported in [114], all cellular networks have intrinsic location capabilities that
can be exploited by location based services. The GSM/GPRS/EDGE location services
(LCS) architecture has several standardized positioning methods mostly based on time
difference of arrivals (e.g., multilateration). These allow the user to obtain an estimate of
either its own position or the location of the serving network entity. With UMTS networks,
several other positioning mechanisms were defined, as cell-ID positioning, angles of
arrival (multiangulation), or almanac-based DGPS, improving positioning resolution. LTE
LCS architectures further improved positioning protocols, e.g., with the introduction of
specific positioning reference signals, designed solely for localization purposes, improving
availability and precision. As claimed in [115], even position estimates derived from
cellular networks may be subject to spoofing attacks. The attacker could indeed tamper
with the estimate by either impersonating remote infrastructure or by tampering with
the service database. Thus it is worth remarking that exploited sources of position
redundancy need to be authenticated.

Assisted GNSS

A-GNSS provides mobile receivers with assistance information coming from alternative
channels that improves positioning performance, e.g., by reducing the Time To First
Fix (TTFF). An alternative channel can be an Internet connection that, by transmitting at
a higher rate, provides the receiver a position fix before having to download the whole
navigation message from the SIS. Depending on the specific A-GNSS implementation the
assistance information may comprise: ephemeris (and/or almanac), approximate a-priori
user position, estimated Doppler frequency, estimated code-delay and a time reference,
as detailed in [116, Ch. 3]. There are several implementations of A-GNSS and two main
standardized frameworks [117]: control plane and user plane A-GNSS. Control plane
protocols directly rely on the signaling layers of the communication networks. Examples
of these protocols are the radio resource location services protocol (RRLP) [118] and the
radio resource control (RRC) [119] protocol for UMTS, both defined by 3GPP. The RRLC
protocol is specific for LCS in GSM networks, and it uses no authentication; RRC is a
UMTS protocol. 3GPP also defines a LCS protocol for LTE networks, that supports both
user plane and control plane positioning.

User plane protocols are based on the application layer, even though packets still
exploit data formats defined by control plane protocols. These are mainly defined by
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the open mobile alliance (OMA), e.g., the OMA secure user plain location (OMA-SUPL)
protocol [120]. While the 3GPP standard exploits cellular networks, OMA-SUPL can be
implemented in a wide variety of contexts (e.g., mobile network or open internet/WLAN
environments). GSM, only supports user authentication while UMTS and LTE employ
mutual authentication between user and network. WiFi connections also support mutual
authentication (e.g., through EAP security protocols). Therefore the information acquired
through A-GNSS can in general be considered secure and trustworthy.

Device Motion Sensors

Nearly all smartphones today integrate a set of measurements taken from sensors such
as motion (accelerometers), rotation (gyroscopes) and magnetic field (magnetometers)
sensors. The data gathered by each sensor alone are of little help in estimating the
device’s absolute position, but by processing and integrating all information (possibly
also with GNSS measurements) an estimate can be obtained. Sensor fusion has been so
far employed for navigation aiding purposes such as pedestrian dead reckoning [121]
and indoor navigation [122], [123], [124].

7.2 Exploiting Side Information For Secure Positioning

This section proposes to integrate the above mentioned side information in the positioning
algorithm for security purposes. None of the reviewed GNSS positioning applications
available in the play store, indeed, offers a spoofing detection indicator. Since smartphones
are meant to be energy efficient, using computationally expensive tools for anti-spoofing
is unrealistic. For this reason the focus is on software-based cross checks that allow to
improve spoofing resilience at a minimum cost.

The model for spoofing attacks considered in this work consists in the transmission
of a GNSS signal over-the-air. The attacker has complete control on the features of the
signal, such as the power, the intended time and coordinates, the navigation message, etc.
The attacker is also assumed to be able to suppress the authentic GNSS signal e.g., by
transmitting a spoofing signal with higher power.

In the following four steps are proposed to improve the smartphones resilience to
spoofing attacks. These expedients are not sufficient to achieve a complete PVT robustness,
as they may not protect against more sophisticated spoofing attacks. However they have
the advantage of being easy to implement even in today’s receivers, and could be later
complemented by the next generations of GNSS signals that may allow for more effective
authentication techniques.

7.2.1 Position History

Trivial location spoofing attacks, where the attacker simply forces a sudden change of co-
ordinates, are easy to detect, as they exhibit a significant displacement in a relatively short
time. By keeping a history of the last computed position, even when other connections are
not available, the device could verify that such a sudden change is not physically feasible,
and the attack could be detected. A finer approach could monitor other observables
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as well, such as sudden jumps of the C/N0. However in a cellular scenario such jumps
can be observed even in authentic conditions, caused by sudden shadowing due to the
diverse urban environment. Moreover, since the aim of this investigation is to point out
the most readily available resilience enhancements, it makes sense to limit testing to more
immediate and less ambiguous information.

7.2.2 Cross-check of Time and Position

Another means for detecting an inconsistency comes from the availability of network
connections and corresponding geographical information. For instance, geolocation of a
WiFi access point is possible by its SSID and MAC address, and analogously by the ID of
detected cells in a mobile network.

In devising anti-spoofing mechanisms based on side channels, one should consider
that network connections may themselves be vulnerable to spoofing. For instance, spoof-
ing the SSID of a WiFi network is easy, and several websites exist that can map an SSID to
a specific location. Therefore localization aiding by means of SSID sensing should not
be trusted as a source of authentic positioning information. On the other hand, when
devices are connected to a trusted WiFi network, UMTS or LTE base station (i.e., having
performed mutual authentication), this information can be considered trustworthy, and
used to identify an approximate area inside which the device is located with a certain
level of trust.

On the contrary GSM only authenticates the users, and the spoofing of a GSM base
station is quite feasible. Under these considerations the available side information should
be weighted according to the security level of the connection it comes from.

Another trusted source of information comes from the aiding data obtained through
A-GNSS. Since all implementations are different, the available information may not be
the same for every device, but according to [116] smartphones using this service may
benefit from:

• the location of a reference entity (provided that the service is delivered through
cellular networks);

• the satellites in view in the area;

• some information to reduce the search space in acquisition phase;

• the ephemeris data;

• a time reference.

Any of these authenticated data could be used to enhance security and restrict the
freedom of an attacker. The information related to an approximate estimate of the position
can be verified after obtaining the PVT solution, checking that the result falls inside
the provided estimated area. As an example, if the satellites in view are completely
different from those reported in the A-GNSS information, the positioning protocol could
be suspended and an alert could be raised.

Cross checking the GNSS signal with authenticated time information can also protect
the devices from time spoofing attacks, by alerting the application layer when the GPS
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signal time presents discrepancies with an external authenticated time source. This
procedure would allow to avoid dangerous sudden time corrections in the far past or
future, that could result in a malfunctioning device.

7.2.3 Compliance of the Navigation Message

A-GNSS allows to retrieve the content of the navigation message, eliminating the need
for demodulation of the SIS. Nonetheless, in order to be resilient against spoofing, it is
important to periodically check the coherence of the navigation message content with
the available authenticated data. The receiver should verify that the structure of the
navigation message is well formed (e.g., frame format and parameter fields).

For most of the ephemeris parameters the range of values directly derive from their
bit representation. However, some of these parameters have a different validity range,
that is specified in [125]. As an example, the orbit eccentricity values span from 0 to 0.03,
and therefore all representable values outside this range are not valid. As a matter of fact,
with the 32-bit field reserved for the eccentricity, with the defined scale factor of 2−33, the
maximum representable value is 0.5.

It is good practice to validate the compliance of data to the standard defined in the GPS
Iterface Control Document (ICD), making sure their value lies inside the specified validity
range. The benefit of this validation is twofold. Indeed if an invalid message were accepted
not only it would corrupt the current position calculation but it would also prevent the
receiver from attempting to dowloand the correct data once the authentic signal becomes
available again. The latter situation could impair the positioning capabilities of the device
for a substantial amount of time.

Therefore we suggest to continuously check the consistency, compliance and correct-
ness of the navigation message as a best practice. The periodicity of this cross-check shall
be defined according to a trade off between energy efficiency requirements and security.

7.2.4 Cross-Check With the Motion Sensors

According to the considered spoofing model, nothing prevents an attacker from spoofing
a fake trajectory. Detecting this attack by using side information is not a trivial problem,
as it requires telling two different trajectories apart from one another. In this paper we
propose to use sensor data for integrity checking, with the aim of detecting potential
incoherency between the GNSS PVT solution and the data gathered from accelerometer,
magnetometer and gyroscope. Unfortunately the low quality of the devices sensors
and the moving reference system on which the measurements are performed makes the
processing of these data complicated. However, when the motion implied by the spoofed
trajectory is dramatically different from the authentic asset of the phone (e.g., static vs
moving) an immediate help can come from the sensor, as we will show in Sec. 7.3.6.

7.3 Experimental Campaign

We carried out an experimental campaign to see whether any of the solutions proposed
in section Sec. 7.2 were already implemented, allowing the user to be aware of a possible
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ongoing attack. In this section we describe the experiments in detail.
Since none of the available navigation apps gives an insight on the performed security

checks (e.g., by showing a spoofing flag), we consider the attack successful in case the
device computes the fake PVT. Although this event may not imply that the device did
not perform the suggested security operations, at least it indicates either that the results
of such operations were negative (i.e., the attack was undetected) or that the alert they
raised was suppressed in favor of the service availability.

Even though usability is an important principle in mobile devices, we claim that
smartphones should at least notify the application layer about any detected anomaly that
could potentially be linked to an attack. In parallel, a PVT can still be provided, but the
task of deciding whether to trust the computed position will be left to the user, that can
better evaluate the risk.

7.3.1 Experimental Set-up

Crowd sourcing allowed us to perform an extensive test campaign: a list of the tested
smartphones makes and models is reported in Tab. 7.1.

A GNSS software simulator in C++ is the experiment core as it generates the GPS
signals for any selected position and time. A bladeRF software-defined radio (SDR)
from Nuand [40] is used to modulate the signal, while a u-blox M8T receiver serves as
a benchmark, and is connected to the SDR through an SMA cable. The whole setup is
showed in Fig. 7.2.

The circuitry has a limited signal leakage, allowing us to receive the artificial signal
through any mobile device placed within 1 m distance from the cable without disrupting
the behaviour of devices not under test. As the experiment is performed indoor, the
legitimate GNSS signal is strongly attenuated. Although this setting may not reflect a
realistic spoofing model, it aims at minimizing the possible interference in the surrounding
area, and can be seen as a pessimistic scenario in which only the spoofing signal is visible.
For the sake of validating our experiments also in the presence of the authentic signal,
we performed some tests in an open space, still using RF cables, and we verified that
the results did not change, provided that the received power of the spoofing signal is
high enough. We limited our trials to GPS, since some of the devices do not support
the Galileo constellation yet. The simulator is used in real time and it reproduces the
authentic GPS signal for a given geographic coordinate at the exact time in which it is
started.

The setup provides complete control over the following aspects of the experiment
scenario:

Navigation Message The simulator allows to modify the modulated data by selec-
tively replacing some fields of the navigation message with forged or dummy values.

GPS constellation and receiver coordinates We can select the position and time
of the signal reception, and even act on the parameters of the constellation itself
(e.g., orbit eccentricity), modifying the transmitted signal accordingly.

Devices Status We have control on the connectivity of the smartphones to data links:
WiFi, cellular network and Bluetooth. The initial conditions (e.g., stored aiding data,
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Table 7.1: List of Devices

Brand Model Year GNSS chipset / SOC
Apple iPhone 5 2012 Qualcomm RTR8600

Apple iPhone 6S 2015 Qualcomm WTR3925

Apple iPhone SE 2016 Qualcomm MDM9625

Asus Nexus 7 2013 Qualcomm APQ8064

Asus Zefone 2 2016 Broadcom BCM47531A1

Google Pixel 2016 Qualcomm Snapdragon 821

HTC HTC one M9 2015 Qualcomm Snapdragon 810

Huawei Honor 8 2016 Broadcom BCM4774

Huawei Honor 9 2017 Broadcom BCM47531A1

Huawei p8 lite 2017 HiSilicon Kirin 655

Huawei p10 lite 2017 HiSilicon Kirin 658

LG Nexus 5 2013 Qualcomm WTR1605L

LG Nexus 5x 2015 Qualcomm WTR3925

LG G6 2017 Qualcomm Snapdragon 835

LG G3 2015 Qualcomm WTR1625L

Motorola Moto G (2013) 5 2013 Qualcomm MSM8x26

OnePlus OnePlus 2 2015 Qualcomm MSM8994

OnePlus OnePlus 5 2017 Qualcomm Snapdragon 835

Samsung Galaxy S6 Edge 2015 Broadcom BCM4773

Samsung Galaxy S6 2015 Samsung Exynos 7420

Samsung Galaxy S7 Edge 2016 Qualcomm WTR3925

Xiaomi Mi 4c 2015 Qualcomm Snapdragon 808

Xiaomi Mi5 2016 Qualcomm WTR3925

Xiaomi Mi6 2017 Qualcomm Snapdragon 835

Xiaomi Redmi Note 4x 2017 Qualcomm Snapdragon 625
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Figure 7.2: A picture of the experiment set-up. In the laptop the GNSS simulator is
running and sending information to the SDR (A) which modulates the signal and sends
it to the u-blox (B) through the RF cable (C). Around there is a subset of devices under
test, with GPS Test and Google Maps running.
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last stored position, etc.), however, are harder to control on high level APIs and the
device status might depend on the specific implementation, on which no public
information is usually available. In order to minimize the impact of different initial
conditions, the same setup sequence has been performed.

During the experiments the GPS Test application [126], freely available for Android
devices, was used as a tool to inspect the devices response. An experiment is declared
successful as soon as the GPS Test application declares a completed 3D fix on the selected
spoofed position. We verified that Google Maps and GPS Test present the same behavior
for what concerns position fixes. On non Android devices (Apple iPhone), instead,
the experiment was considered successful when Apple maps or Google Maps ended up
reporting the selected position. In any case we kept the simulator running for no more
than five minutes for each experiment.

In order to assure reproducibility, the same procedure was repeated on every device
before starting any of the experiments. This consists in wiping A-GNSS assistance data
using the GPS Test interface while the device is in airplane mode. To the best of authors’
knowledge iOS devices do not have public APIs that support the wipe of A-GNSS data,
but this does not affect the outcome of most of the experiments, as we will see. Instead, for
those experiments that require the presence of this feature, Apple devices are excluded.

7.3.2 Location Spoofing

Experiment 1 The first experiment involves spoofing the device position to a far away
location in order to verify if any boundaries existed, out of which the devices coordinate
would raise a flag or deny a fix. As mentioned in the previous section, this kind of attacks
can be easily detected by applying the proposed security checks with information coming
from other networks. For the sake of testing the implementation of these mechanisms,
we kept the WiFi and data connections active on all smartphones.

We made sure all devices had previously obtained a fix at the coordinates Lat.
45.4056739, long. 11.898747 that is our lab in Padova, Italy. All aiding connections
(WiFi, cellular, Bluetooth) were kept active, and the simulator user position was set to the
coordinates Lat. 40.7484404, Long. -73.9878441 that is the Empire State Building in New
York, USA. As reported in Tab. 7.2, all devices obtained a fix within 3 minutes, reporting
the exact position selected in the simulation interface. This experiment suggests that the
Open Service (OS) does not report a dramatic and sudden change of position, nor does it
take into account the information coming from other sources in its final PVT solution.

7.3.3 Navigation Data Spoofing

The second experiment consists in the tampering with the GPS navigation message in
the simulator to get an idea of how often it is observed and checked by the devices, and
how they react to missing or non-compliant fields.

This experiment refers to the proposal of validating the authenticity of the navigation
message by cross-checking it with the parameters obtained through A-GNSS. In case the
proposed security check is already implemented, attacks that use spoofing signals with
maliciously modified data will be detected.
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In light of this consideration three further experiments were devised:

Experiment 2 We made sure the previous computed position was Lat. 40.7484404,
Long. -73.9878441 (the Empire State Building) for all devices, with a complete spoofing
signal. The command for wiping and updating the aiding navigation data (including the
navigation message) was prompted. A spoofing signal was transmitted according to the
coordinates Lat. -35.280937, long. 149.130009, that is Canberra, Australia, but this time the
navigation data on the signal was replaced with all ones, except for the telemetry word,
the handover word and the time indicators (time-of-week (TOW) and week number). All
connections were kept active, and we waited to see how devices behaved in the presence
of a signal partially deprived of its data. After a few minutes all devices computed the
fake PVT, as reported in Tab. 7.2.

Experiment 3 We then pushed this result even further by completely wiping the nav-
igation message (i.e., transmitting only the PRN code, without any data modulation).
The previously computed position was forced to Lat. 40.7484404, Long. -73.9878441
(the Empire State Building), while the spoofing signal was built for a relatively close
location: Lat. 40.641312, Long -73.778172 (the New York airport). We prompted the
wipe off command for deleting navigation data from GPS Test. This time a subset of the
devices lost the positioning capabilities, while the others had no trouble obtaining the
false position fix.

The experiment shows that, for the sake of providing a usable PVT, some smartphones
do not even react to the complete absence of the navigation message, since they do not
necessarily need any of its content ( [116], chapter 4). Although the pursuit of the avail-
ability of localization services is valuable in these devices, this result is rather alarming
as it shows that even huge anomalies in the signal do not raise any alarm. On the other
hand, the failure of the other smartphones in computing the position is most likely to
be related either to the positioning algorithm itself or to a different implementation of
A-GNSS, rather than to a threat-aware security check. The results are reported in Tab. 7.2.

Experiment 4 We devised another experiment, checking to which extent we could push
the inconsistencies between the signal and the authentic location, still going undetected.
This time the spoofing signal was generated for a further position: Lat. -35.280937, Long.
149.130009 (Camberra, Australia). All data were deleted, as in the previous experiment.
We found this time that most devices would lose the positioning capability completely.
However, as reported in Tab. 7.2, a few smartphones still managed to fix in the fake
position.

Validity range violation As explained in Sec. 7.2.3, it is best practice for a receiver to
check that the parameters received in the navigation message lay in the validity range.

Eccentricity within range We tested the presence of this validity check in the smart-
phones positioning protocol by devising another experiment. In particular, we tampered
with the orbit eccentricity, that is one of the mentioned parameters having a specific
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validity range. The satellite constellation settings were manipulated in the software signal
simulator, by substituting the eccentricity value for all satellite orbits with a constant
value. The signal was thus generated from this fake constellation, and the navigation
message was matched to the signal, to report the modified eccentricity value. Since
we noticed that the devices download the ephemeris data from other aiding channels,
when available, we switched them into airplane mode and prompted the cancellation
and update of all navigation data. At first, we set a valid eccentricity value (ecc = 0.02)
in order to verify which devices qualify for the experiment (i.e., those that respond to
the wipe-and-update command for the navigation data). Forced to re-download the
ephemeris from the only available source, that is the SIS, most smartphones obtained a
position fix soon after, with the exception of those devices where the wipe command did
not work as it should (Tab. 7.3 reports the details).

Eccentricity out of range The same procedure was repeated on those smartphones that
obtained the PVT solution, but this time with an out-of-range orbit value: ecc = 0.04.
It is interesting to notice how some of the devices behaved as before, while others did
not calculate the position. This result suggests that a subset of the devices either do
not perform a check on the valid range defined in the ICD, or they do not notify the
application layer about the unexpected out-of-range parameter.

7.3.4 Time Spoofing

After successfully testing the smartphones against location spoofing, we investigated
the effects of time incoherence between the GPS signal and the receivers clock. Our
proposal pointed out how the time synchronization obtained through other connections
(e.g., serving cellular network) is useful in order to discriminate between authentic and
spoofed GNSS signals. The next experiment will test whether any security check of this
kind is effectively used to defend the timeliness of GNSS positioning solutions, preventing
the devices from accepting delayed or anticipated signals.

The reception time of the signal was thus changed, adding or subtracting a bias. At
first we cautiously changed the time of just a few minutes and after obtaining positive
results, we tested a few hours bias. We generated the GPS constellation for five hours in
advance with respect to the current time, and we chose Miami (Lat. 25.7823907, Long.
-80.2994992) as the receiver position (this corresponds to a combined time and position
spoofing attack). We wiped the aiding data as usual and we observed the results reported
in Tab. 7.4. The same sequence of operations was performed for five hours later than the
current time.

The results seem to suggest that even a dramatic incoherence in the signal time does
not influence the smartphones positioning capabilities, nor it raises a flag for a potential
security threat. It is worth noting that Android and iOS devices behave differently when
exposed to this kind of attack. While the former silently observe an incoherent GPS time,
still delivering the fake position to the users, the latter uses the GPS time to correct their
own clock, by default. Both approaches are dangerous from a security point of view.
Android devices seem to never adjust their time according to the GNSS signal, but instead
of recognizing it as ill-formed or malicious and notifying the user, they transparently
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Table 7.2: Navigation data spoofing: Experiment results.

Time to fix
Smartphone Exp. 1 Exp. 2 Exp. 3 Exp. 4
Apple iPhone 5 < 30 s < 60 s no fix no fix

Apple iPhone 6s < 120 s < 30 s no fix no fix

Apple iPhone SE < 60 s < 60 s no fix no fix

Asus Nexus 7 < 120 s < 30 s no fix no fix

Asus Zefone 2 < 30 s < 180 s < 30 s no fix

Google Pixel < 30 s < 60 s < 30 s no fix

HTC one M9 < 60 s no fix no fix no fix

Huawei Honor 8 < 30 s < 30 s < 30 s < 30 s

Huawei Honor 9 < 30 s < 30 s < 120 s < 120 s

Huawei p8 lite < 60 s < 180 s no fix no fix

Huawei p10 lite < 30 s < 120 s no fix no fix

LG Nexus 5 < 30 s < 30 s no fix no fix

LG Nexus 5x < 30 s < 60 s no fix no fix

LG G6 < 30 s < 60 s < 60 s no fix

LG G3 < 120 s < 120 s no fix no fix

Motorola Moto G < 30 s < 30 s no fix no fix

OnePlus 2 < 60 s < 120 s no fix no fix

OnePlus 5 < 60 s < 120 s no fix no fix

Samsung S6 Edge < 30 s < 30 s < 30 s < 30 s

Samsung S6 < 30 s < 60 s < 60 s < 240 s

Samsung S7 Edge < 60 s < 120 s < 60 s < 30 s

Xiaomi Mi 4c < 60 s < 120 s no fix no fix

Xiaomi Mi5 < 30 s < 30 s no fix no fix

Xiaomi Mi6 < 120 s no fix no fix no fix

Xiaomi Redmi Note 4x < 60 s < 120 s < 30 s no fix
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Table 7.3: Validity range violation: spoofing signal with arbitrary eccentricity value. At
first ecc = 0.02 (valid), then ecc = 0.04 (not valid)

Spoofing success
Smartphone within valid range out of valid range
Asus Nexus 7 yes yes

Asus Zefone 2 n.a. n.a.

Google Pixel yes no

HTC one M9 yes yes

Huawei Honor 8 yes no

Huawei Honor 9 yes no

Huawei p8 lite yes yes

Huawei p10 lite yes yes

LG Nexus 5 yes yes

LG Nexus 5x yes yes

LG G6 yes yes

LG G3 yes yes

Motorola Moto G yes yes

OnePlus 2 yes yes

OnePlus 5 n.a. n.a.

Samsung S6 yes no

Samsung S7 Edge yes no

Xiaomi Mi 4c yes yes

Xiaomi Mi5 yes yes

Xiaomi Mi6 yes yes

Xiaomi Redmi Note 4x yes yes
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accept the computed position. On the other hand, all iOS devices accepted the fake
time, when a simple security check with the available networks would be enough to
immediately point out a huge incoherence. This exposes the device to several annoying
side effects e.g., the alarm will turn on at the wrong time and the calendar would send
untimely notifications. Moreover, we noticed even more serious effects that caused the
malfunctioning of the devices: the network and data connections were sometimes lost
and the only way to retrieve connectivity was exposing them to the legitimate GPS signal.

Table 7.4: Time spoofing: experiment result

Spoofing success
Smartphone + 5 h - 5 h
Apple iPhone 5 yes yes

Apple iPhone 6s yes yes

Asus Nexus 7 yes yes

Asus Zefone 2 no no

Google Pixel yes yes

HTC one M9 no yes

Huawei Honor 8 yes yes

Huawei Honor 9 yes yes

Huawei p8 lite no no

Huawei p10 lite yes yes

LG Nexus 5 yes yes

LG Nexus 5x yes yes

LG G6 yes yes

LG G4 yes yes

Motorola Moto G yes yes

OnePlus OnePlus 2 yes yes

OnePlus 5 yes yes

Samsung S6 yes no

Samsung S7 Edge no no

Xiaomi Mi 4c no yes

Xiaomi Mi5 no yes

Xiaomi Mi6 yes yes

Xiaomi Redmi Note 4x yes yes
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7.3.5 Trajectory Spoofing

In another experiment we took into account dynamic rather than static spoofing. This is
done to evaluate the presence of effective security checks based on sensor measurements,
as proposed in Sec. 7.2.

We designed a path around our University and we used it in our simulator to generate
the signal for a moving position, with a constant velocity of 20 km/h. The trajectory is
represented in Fig. 7.3.

Figure 7.3: Spoofing trajectory

After wiping and updating the navigation data, we exposed the devices to the spoofing
signal. All of them followed the spoofed trajectory at the expected velocity. It is interesting
to notice that the devices were kept still on the table, where they were subject to no
acceleration other than gravity. It is true that distinguishing between two different motion
trajectories would be a complex problem, that requires to thoroughly measure the sensor
data to derive adequate spoofing metrics. However, telling apart a moving trajectory
from a static one is more straightforward, and it could be done by simply applying a
threshold to the first and second order statistics of the sensor measurements in a certain
time interval. This simple security check would at least raise a flag in case of massive
incoherence between the position computed by GNSS and the motion captured by the
sensors.

7.3.6 Testing the acceleration measurements

With this test we want to evaluate whether the accelerometer measurements can be
exploited as a rough anti-spoofing indicator. An hour worth of measurements were
collected from the same device (Huawei Honor 8), in three very different conditions: first
the phone was left still on a table inside a room; then it was anchored to the dashboard of
a car traveling at around 60 km/h in fluid traffic. For the third measurement the phone
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was kept inside the pocket while riding a bike.
Fig. 7.4 shows the cumulative density function (CDF) of the module of the linear

acceleration vector (i.e., the acceleration referred to the Earth (x, y, z) coordinate system).
The CDFs are just a mathematical tool that allows us to assess whether the different
motion scenarios are statistically distinguishable. The figure shows that there is a visible
differences between the phone standing still and the phone moving, although the two
different motion scenarios (car and bike) can not be distinguished as easily.
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Figure 7.4: Cumulative density function of the module of the acceleration vector

This example shows that macro incoherence can be detected and reported to the
application layer by a rough cross check with the device sensors.

7.3.7 Benchmark: a professional receiver

We performed all the experiments on a ublox receiver in order to understand the differ-
ences between professional equipment and mass market modules from the security point
of view.

The ublox M8T allows to inject the time and an initial reference position from an
external source. By reproducing experiment 1 we verified that the professional receiver is
more sensitive to time synchronization: in case the precise external time reference mode
was selected, spoofing the receiver with a loosely synchronized signal was not possible.
However, when the coarse reference mode was used, the attack was successful.

The experiment 2, that involved the cancellation of the navigation data, leaving only
telemetry word, handover word, and time references, was immediately successful. On
the other hand, when the navigation message was completely removed, in experiment
3, the receiver did not compute the position fix. The same effect is obtained when the
CRC fields of the navigation message are replaced with wrong values. We also tested
experiment 4, verifying that no PVT was obtained when the spoofing signal was created
for an out-of-range eccentricity value (ecc = 0.04).

The experiments showed that the professional GNSS receiver, differently from mobile
devices, do not pursue availability at any cost, resulting in an enhanced resiliency to
trivial spoofing attacks. This validates our claim that smartphones should take a step
forward in positioning security, following at least some simple best practices that would
improve spoofing resilience without great impacts on energy efficiency.
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7.3.8 An Application Example: Trusted Places

Among the many applications that are based on GNSS measurements some are of par-
ticular interest from the security perspective: Google Trusted Places. It allows the user
to unlock the phone without entering PIN, password or using fingerprints, if it is at a
location that has previously been selected as a trusted place. In [127] it is reported that this
feature is not secure against manipulation of GNSS signals. Indeed, we experimented the
robustness of trusted places using a location spoofing attack and we were able to bypass
the Android Lock Screen, provided that the false-position fix was previously obtained with
the screen unlocked.

We believe that this application could sensibly benefit from the proposals of Sec. 7.2 as
it might avoid the stealing of sensitive information from a device under spoofing attack.

7.3.9 Side effects of the experimental campaign

During the experimental campaign we noticed that the devices behavior (e.g., the time to
fix) depended to some extent on the previous events (previous position fixes). Therefore
it is important to remind the reader that even after validating the results with several
observations, it is impossible to draw detailed conclusions, because no information is
available on the inner functioning of the GNSS module and its interactions with the
OS. However, beside the results reported in the previous paragraphs, we noticed some
unexpected events and side effects in some of the tested smartphones, that seemed to be
correlated with the experiment sessions, such as:

• sudden freeze of the OS, that required restarting the phone;

• persistence of the latest (fake) computed position for several hours after the end of
the experiment and with the device being again exposed to the authentic signal;

• limited to iOS devices, persistence of the wrong time due to the exposure to a time
spoofing attack;

• limited to iOS device, missing connection to the cellular network after exposure to
a time/location spoofing attack;

• location-based notifications from several applications (e.g., weather, museum ticket
suggestions, food tips, etc.) triggered by the induced false position.

7.4 Conclusions

This chapter has tackled the possible improvement of security policies in smartphone
positioning. Some immediately available sources of side information were identified
that can provide positioning redundancy and enhance the devices resilience to GNSS
spoofing attacks. This proposal is based on different mechanisms (network connections,
software checks and sensor measurements) that are available to all mobile devices and do
not require major modification to the positioning algorithms and policies. We carried out
an experimental campaign on several devices in order to identify whether the proposed
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ideas are already part of the state of the art positioning protocols. The results have shown
that the suggested side information did not contribute to spoofing detection capabilities,
as the application layer was never alerted of any anomaly when the phones were exposed
to trivial spoofing attacks. We thus conclude that the security of mobile devices would
greatly benefit from the implementation of the suggested operations. The proposed
integrity checks would contribute to the protection of location based services, allowing
the end user to safely exploit the emerging applications, that are currently exposed to the
spoofing threat.





Chapter 8

Exploiting IMU measurements for
anti-spoofing

8.1 Inertial Measurement Systems

As reported in [128], IMUs are in general composed by a combination of multiple ac-
celerometers and gyroscopes that measure the force acting on it and it’s angular velocity,
respectively; some IMUs also integrate a magnetometer that measures the Earth’s mag-
netic field. Spoofing detection techniques based on IMU measurements have been vastly
used in safety critical applications such as aviation and maritime navigation, where GNSS
spoofing is a serious threat. Several works have investigated the increase in security that
high precision sensors can provide, [129,130]. Since raw GNSS measurements are now
available to Android smartphones applications [131] several works are focusing on GNSS
integrated navigation with IMU in mobile devices, not only for performance improve-
ment, but also for security enhancement. In [132,133] a comparison of the performance
improvement in the PNT between loosely and tightly coupled GNSS/IMU is carried out
and compared to a system solely relying on GNSS. The result highlights how the tightly
coupled implementation brings the better performance enhancement. Moreover, some
relevant implementation issues are pointed out, such as the time synchronization between
inertial sensor measurements and GNSS chipset data, data latency, and data sampling
frequency. The authors of [134] perform quality assessment of measurements taken
with IMU and GNSS chipsets in different mobile phone models. They point out how
even measurements from low-cost IMUs of mobiles provide useful data for navigation
integration.

The performance of low-cost accelerometers for anti-spoofing in aviation is reviewed
in [135], where high frequency acceleration components are identified as a suitable source
of randomness for authentication purposes, similarly to [129]. The work targets an attacker
with imperfect information on the precise aircraft acceleration and develops a spoofing
detection algorithm based on the decoupling of IMU and positioning obtained by GNSS,
that allows a direct comparison of the acceleration for an unlimited time window. The
proposed detection algorithm is reviewed in different application scenarios such as
railways and automotive, wherein is found to be less effective due to the lower intensity
of high frequency components in the acceleration process. As [134], also [135] shows



CHAPTER 8. EXPLOITING IMU MEASUREMENTS FOR ANTI-SPOOFING 127

that low-cost IMUs of mobile devices to provide useful corroborative information for
anti-spoofing purposes. Spoofing detection in vehicular applications is investigated
in [112], where a mobile device is used for comparing the absolute value of linear and
angular acceleration with those obtained from the GNSS solution. This approach avoids
the calibration of IMU and is invariant to manipulations to the device’s initial orientation.
The automotive scenario is also the target application of [136], wherein the proposed
solution integrates data from GNSS, IMU, and odometer. Differently from [135] and [112],
the comparison domain is position and not acceleration, and the detection statistics are
obtained as the norm of the difference between position vectors (from GNSS and from
IMU/odometer). The novelty in this approach is the idea of performing GNSS based
sensor calibration at fixed time intervals only if the spoofing detection algorithm confirms
that the GNSS solution is authentic. Several works in the literature have investigated the
problem of anti-spoofing via integration and comparison with IMU data. The abundance
of recent works on this idea confirms the interest of the community towards this topic.
However, most of the reviewed papers focus on a specific application scenario with its
restrictions and assumptions. Moreover, the design drivers that lead to the final spoofing
detection algorithms and metrics sometimes lack generality. Some of these choices are,
as an example: the comparison domain (position, velocity or acceleration); the trajectory
assumptions and statistics; the setup of the IMU; the window of observation; the use of
open or close loop in the Kalman filter, or even an intermediate approach; the detection
metric.

8.2 System Model

The general problem addressed in this chapter regards GNSS anti-spoofing through
the integration of multiple sources of positioning information. One of the aims of this
investigation is to maintain sufficient generality so that the analysis can be extended to
different scenarios and integrated with additional positioning sources.

From the previous chapters it is known that this source of PVT information is subject
to spoofing through forgery of fake signals. On the contrary, tampering with the IMU
data so that they are not representative of the legitimate movement is typically harder.
An exception may be the magnetometer sensor, which can be tampered with by placing
metal objects or magnets nearby the sensor, thus modifying the magnetic field. For the
time being the focus will be solely on accelerometers and gyroscopes as IMU with the
aim of deriving an optimal spoofing detection algorithm from the comparison of GNSS
and inertial data.

Let us briefly review the of the considered sources of position information in the
following.

8.2.1 Inertial Measurement Units

The general problem of navigation through sensor fusion, i.e., the integration of multiple
positioning sources to obtain a more accurate and robust PVT solution, deals with data
transformation between different coordinate frames. Following the approach of [137]:
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Figure 8.1: Earth, inertial and navigation frames, from [137].

Body frame, b: is the reference frame for IMU outputs. Its origin is located in the
center of the accelerometer triad and the axes are generally aligned to the IMU case.

Navigation frame, n: is the target local geographical frame where we want to mea-
sure the object’s PVT. In order to integrate the inertial IMU measurements we need
to know the position and orientation of the b-frame with respect to the n-frame.

Inertial frame, i: is stationary with respect to the Earth. It has the origin in its center
and the axis aligned with the stars;

Earth frame, e: it rotates with the Earth (origin in the Earth center and axis fixed with
respect to the Earth).

As reported in [137] the IMU outputs acceleration and angular velocity of the body
frame relative to the inertial frame, with measurements that are expressed in the body
frame (i.e., with the body frame as reference basis).

Gyroscope measurements

The gyroscope measures the angular velocity of the body frame relative to the inertial
frame, ω(b)

ib , where the superscript (b) indicates that the vector is expressed through
coordinates in the b-frame. However for navigation purposes we are interested in ω

(b)
nb

that is the angular velocity of the sensor relative to the navigation frame expressed in the
b-frame, i.e.,

ω
(b)
nb (t) = ω

(b)
ib (t)−R(bn)(t)(ω(n)

en (t) + ω
(n)
ie ), (8.1)

where R(bn) is the rotation matrix from the n-frame to the b-frame, ω(n)
(ie) rad/s is the

angular velocity of the earth frame relative to the inertial frame, and ω
(n)
en is the angular

velocity of the n-frame relative to the e-frame.
In this work we assume that the n-frame is stationary with respect to the earth, thus

ω
(n)
en = 0. Moreover, since |ω(n)

ie | ≈ 7.29 ·10−5 rad/s, we assume its contribution negligible.
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For ease of notation, from (8.1), we define the time varying vector ω(t) as

ω(t) ≜ ω
(b)
ib ≈ ω

(b)
nb (8.2)

Accelerometer measurements

The accelerometer measures the force that acts on the sensor and computes the specific
force, that is

a
(b)
i (t) = R(bn)(t)(a

(n)
i (t)− g(n)), (8.3)

where g(n) is the gravitational acceleration and a
(n)
i (t) is the acceleration of the device

relative to the i-frame. For navigation purposes we are interested in a
(n)
n , the acceleration

of the device relative to the n-frame. The relationship between a
(n)
n and a

(n)
i is [137]

a
(n)
i (t) = a(n)

n (t) + 2ω
(n)
ei × v(t) + ω

(n)
ei × ω

(n)
ei × p(t), (8.4)

where p and v are position and velocity of the device relative to the navigation frame.
In (8.4) the angular velocity of the Earth has been assumed constant and the navigation

frame is fixed to the earth frame, which is reasonable when the travelled distance is
negligible with respect to the earth radius. This formulation is derived by using the
relation between rotating coordinate frames. The last term of the sum represents the
centrifugal acceleration, while the second is the Coriolis acceleration. The former is
typically absorbed in the gravity vector and has magnitude of around 3.39 · 10−2m/s2

while the latter depends on the velocity of the object on which the IMU is mounted, and
has magnitude in the order of 10−3 for a speed of 120 km/h.

In this work, we regard these last two contributions negligible and, therefore, for ease
of notation we define the time varying vector a(t)

a(t) ≜ a(n)
n (t) ≈ a

(n)
i (t). (8.5)

Moreover, the physical relationships between a, p and v are

v(t) =
∂p(t)

∂t
, a(t) =

∂v(t)

∂t
. (8.6)

8.2.2 Constraint on Acceleration and Position

By integrating (8.6), we get

p(t0 + τ) =

∫︂ t0+τ

t0

∫︂ z

t0

a(w) dw dz + τvt0 + pt0 , τ > 0 (8.7)

where vt0 and pt0 are the initial conditions. Let B be the bandwidth of a(t). If we are
given samples a(nTa), n ∈ Z, with Ta > 2B, i.e., that satisfy the sampling theorem, then
we can write

p(t0 + τ) =

∫︂ t0+τ

t0

∫︂ z

t0

+∞∑︂
k=−∞

a(kTa + t0) sinc (Fa(w − t0)− k) dw dz + c(τ), (8.8)
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with Fa = 1/Ta and
c(τ) ≜ τvt0 + pt0

. By exchanging integrals with summation we get

p(t0 + τ) =
+∞∑︂

k=−∞
a(kTa + t0)

∫︂ t0+t

t0

∫︂ z

t0

sinc (Fa(w − t0)− k) dw dz + c(τ). (8.9)

By sampling τ = nTp we get

p(t0 + nTp) =
+∞∑︂

k=−∞
a(kTa)sn(k) + c(nTp) (8.10)

sn(k) ≜
∫︂ t0+nTp

t0

∫︂ z

t0

sinc (Fa(w − t0)− k) dw dz. (8.11)

By changing integration variable in both integrals we get

sn(k) =
1

Fa

∫︂ t0+nTp

t0

[Si(Fa(z − t0)− k) + Si(k)] dz,

=
1

(πFa)2
[cos(B) +B Si(B)− cos(A)−ASi(A)]− 1

πFa
τ Si(A),

(8.12)

where

A = π(Fat0 − k) (8.13)

B = π(Fat0 + FanTp − k), (8.14)

and Si(·) is the sine integral

Si(x) ≜
∫︂ x

0
sinc(η) dη. (8.15)

Using N total samples, a(kTa), k = 0, . . . , N − 1, N > Na, we can write a relation for
N − Na + 1 samples p(nTp). Let a, p and c be vectors collecting all considered time
samples

a =

⎡⎢⎢⎢⎣
a(Ta)

a(2Ta)

. . .

a(NTa)

⎤⎥⎥⎥⎦ , p =

⎡⎢⎢⎢⎣
p(Tp)

p(2Tp)

. . .

p((N −Na + 1)Tp)

⎤⎥⎥⎥⎦ , (8.16)

c =

⎡⎢⎢⎢⎣
Tpv0 + p0

2Tpv(Tp) + p(Tp)

. . .

(N −Na + 1)Tpv((N −Na)Tp) + p((N −Na)Tp)

⎤⎥⎥⎥⎦ . (8.17)

We can then write
p = Aa+ c, (8.18)

where A is a (N −Na + 1)×Na matrix suitably filled with sn(k) entries.
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8.2.3 Constraint on Orientation

The acceleration a(t) of equation (8.7) is not among the measured quantities. Indeed the
measured acceleration ab(t) is expressed with respect to the body frame rather than the
navigation frame. In order to express a(t) as a function of ab(t) the former must be rotated
and the entity and direction of this rotation is given by the orientation of the navigation
frame with respect to the body frame.

Orientation can be parametrized in different ways, differing in the number of parame-
ters, the uniqueness and the singularities. Let us consider unit quaternions, one of the
most widely used orientation parametrization in estimation problems, according to [137].
Unit quaternions are a 4-dimensional representation of orientation:

q = (q0, q1, q2, q3)
T =

(︄
q0

qv

)︄
, qv ∈ R3, ||q||2 = 1 (8.19)

A rotation of a vector inR3 is a change of its direction while its length remains constant.
The rotation of xa into xb can be expressed with unit quaternions as:

xb = qba ⊙ xa ⊙ (qba)c (8.20)

where the ⊙ represents quaternion multiplication, that can be expressed in matrix
form (see [137] for the derivation).

Rotations in R3 form the special orthogonal group, SO(3), that is a matrix Lie group.
As reported in [137], this allows to represent an orientation deviation with an exponential
map over rotation vectors. An orientation with respect to the navigation frame, qnb

t is
thus represented in terms of a linearization point (q̃nb

t ) and an orientation deviation
parametrized by a rotation vector, ηt, expressed in the body frame:

qnb
t = exp

(︃
η̄t

2

)︃
⊙ q̃nb

t (8.21)

where η̄t = (0,ηT
t )

T , and ηt = nα is a rotation vector, parametrized by a unit vector, n
and rotation Euler angles α. The exponential operation is defined by:

exp (η̄) = cos ||η||2 +
η̄

||η̄||
sin ||η||2 (8.22)

In our case we are interested in expressing the orientation in time as a function of the
angular velocity and the initial orientation. Therefore equation (8.21) will be used, where
the reference orientation q̃nb

t is the initial orientation at time t0, and the rotation vector is
represented by the angle displacement, i.e., the time integral of the angular speed:

qnb(t) = exp

(︃
η̄(t)

2

)︃
⊙ q̃nb(t0) (8.23)

with
η(t) =

∫︂ t

t0

ω(t)dt (8.24)

The acceleration in the navigation frame can thus be expressed in the following way
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with respect to the acceleration in the body frame and the relative orientation of the two
coordinate frames:

an(t) = qnb(t)⊙ ab(t)⊙ (qnb(t))c. (8.25)

8.3 Measurement Error Models

Data from gyroscopes and accelerometers are corrupted by measurement noise, [138]. By
collecting data from a stationary IMU standing on a flat surface the gyroscope is expected
to measure only the earth rotation, while the accelerometers should measure the resulting
acceleration that accounts for gravity and the centrifugal force. Over some tens of seconds
the data seem to fit well a Gaussian distribution with non-zero mean.

8.3.1 Gyroscope

In general the noise can be divided in two distinct contributions: a slowly time varying
bias δω,t and a white noise component eω,t ∼ N (0,Σω), with Σω a 3× 3 diagonal matrix.
The subscript t denotes discrete time samples. Therefore the measures can be written as

yω,t = ω(nTω) + δω,t + eω,t, (8.26)

where Tω is the sampling period of the gyroscope.
There are in general two approaches to model the bias: either consider it constant in

the time interval of the measurements or consider it slowly time varying and model it as
a random walk

δω,t+1 = δω,t + eδω,t,t, (8.27)

with eδω,t,t ∼ N
(︁
0,Σδω,t

)︁
and Σδω,t 3× 3 diagonal.

This model fits well the experimental data and can be verified by the means of the
Allan variance.

8.3.2 Accelerometer

For the accelerometer the same considerations hold, and the noise has two contributions:
a bias that is slowly time varying and a white noise. The measurement model for the
accelerometer is:

ya,t = a
(b)
i (t) + δa,t + ea,t, (8.28)

where Ta is the sampling period of the accelerometer, and ea,t ∼ N
(︁
0,Σδa,t

)︁
, with again

Σδa,t a 3× 3 diagonal matrix.

8.3.3 Global Navigation Satellite System

The lower level output of the GNSS module are the pseudorange measurements ρ(s)t and
carrier phase measurements φ(s)

t , where the superscript s denotes the number of satellites
in view. From the raw measurements and the ephemeris data we can compute PVT.

GNSS measurements are corrupted by additive noise, i.e.,

yp,t = p(nTp) + ep,t, (8.29)
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where Tp is the sampling period of the GNSS module. A reasonable model for the additive
error process is a Gauss-Markov process defined as follows

ep,t+1 = exp(−βTp)ep,t + νt, (8.30)

where β is a parameter describing the correlation between successive samples, νt ∼
N (0,Σp). Parameters β, Tp and Σp are tabulated in [139] [140].

8.4 Hypothesis Testing

The aim of this analysis is to find a mechanism that allows to state whether the GNSS
module is under spoofing or not. The optimal solution requires the knowledge of the
joint statistic of the raw measurements from both the IMU and GNSS module, under the
two hypotheses

H0 : GNSS module is not under spoofing

H1 : GNSS module is under spoofing,

where with spoofing we indicate any attack inducing the victim to compute a PVT different
from the actual one. Let y the vector collecting all N measures from sensors as

y ≜
[︂
yT
ω,0 . . . yT

ω,N yT
a,0 . . . yT

a,N yT
p,0 . . . yT

p,N

]︂T
. (8.31)

Let then ϑ be the vector collecting all the unknown quantities

ϑ ≜
[︂
aT pT qT1 . . . qTN d

]︂
, (8.32)

where d collects all unknown parameters of the measures’ Probability Density Function
(PDF).

We then denote the likelihood of the two hypotheses as

L(y,ϑ) = p(y,ϑ|H0)

p(y,ϑ|H1)
, (8.33)

Then, following the Neyman-Pearson theory, we take the optimal decision by thresholding
L, i.e.,

Ĥ =

⎧⎨⎩H0 if L(y,ϑ) > γ

H1 if L(y,ϑ) < γ
, (8.34)

where γ is the decision threshold.
Under H1 we consider IMU measurements to be independent of GNSS measurements,

since the latter is under the attacker’s control, while the former is not. We can write then

p(y,ϑ|H1) = p(yI,ϑ|H1)p(yG,ϑ|H1), (8.35)
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where

yI ≜
[︂
yT
ω,0 . . . yT

ω,N yT
a,0 . . . yT

a,N

]︂T
(8.36)

yG ≜
[︂
yT
p,0 . . . yT

p,N

]︂T
(8.37)

Given the fact that we give the attacker complete freedom, we cannot assume any partic-
ular distribution p(yG,ϑ|H1) and must therefore ignore it from 8.33. Then, L becomes

L(y,ϑ) = p(y,ϑ|H0)

p(yI,ϑ|H1)

H0

≷
H1

γ. (8.38)

However, we need some prior knowledge on the joint PDF of ϑ, as L depends on p(ϑ)

L =

∫︁
ϑ p(y|ϑ,H0)p(ϑ)dϑ∫︁
ϑ p(yI|ϑ,H1)p(ϑ)dϑ

. (8.39)

8.4.1 Generalized Likelihood Ratio Test

Following known results in detection theory [141], we substitute ϑ in (8.38) with its
maximum likelihood estimation under the two hypotheses, i.e.,

ϑ̂0 ≜ argmax p(y|ϑ,H0), (8.40)

ϑ̂1 ≜ argmax p(yI|ϑ,H1). (8.41)

We then compute

L(y, ϑ̂0, ϑ̂1) =
p(y, ϑ̂0|H0)

p(yI, ϑ̂1|H1)

H0

≷
H1

γ, (8.42)

or directly evaluate the likelihood

max
ϑ

p(y|ϑ,H0)

max
ϑ

p(yI|ϑ,H1)

H0

≷
H1

γ. (8.43)

We now explicitly write (8.40).
Let Σa, Σp and Σω be the covariance matrices of ya, yp and yω respectively. We can

write

argmax
ϑ

p(y|ϑ,H0) = (8.44)

argmin
ϑ

(ya − a)tΣa(ya − a) + (yp − p)tΣp(yp − p) + (yω − ω)tΣω(ω − ω)

Subject to constraints (8.18) and (8.25).
Similarly, for (8.41) it is

argmax
ϑ

p(yI|ϑ,H1) = argmin
ϑ

(ya − a)tΣa(ya − a) + (yω − ω)tΣω(ω − ω). (8.45)

Subject to constraints (8.18) and (8.25).
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8.4.2 Algorithms for GLRT

Solving (8.40) and (8.41) exactly is not algorithmically feasible since, for example, the
physical models linking ϑ are continuous-time and we are dealing instead with discrete-
time samples. We then identified two sub-optimal approaches.

1. KF estimation,

2. Quadratic programming.

All these approaches rely on the KF, which we recall here briefly.
The KF defines a state xk at iteration k, a measurement vector zk, a state-update

function f(·) and a measurement function h(·) such that

xk+1 = f(xk,uk,wk) (8.46)

zk = h(xk,vk), (8.47)

where uk is the control input, wk is process noise, and vk is measurement noise. In our
case we don’t need uk, therefore, in the following, we ignore it. The output of the KF
algorithm is an estimation {x̂k}k of the state.

A special case of KF arises when f(·) and/or h(·) are linear. In this case the KF model
becomes

xk+1 = Fxk +wk (8.48)

zk = Hxk +wk. (8.49)

We usually refer to the general case with Extended Kalman Filter (EKF).
Challenges in KF design are the state choice and parameter tuning, e.g. the statistical

description of the process noise. Currently we have two types of KFs readily available.

1. Input: accelerometer and gyroscope measurements. Output: orientation and an-
gular velocity estimations.

2. Input: accelerometer, gyroscope and GNSS measurements. Output: orientation,
position, velocity, and acceleration estimations.

Kalman Filter Estimation

We can solve (8.40) and (8.41) using two distinct KFs. For H0 we need a KF which
comprises in the states at least position, angular velocity and acceleration, while for H1 the
state must comprise only acceleration and angular velocity, since position measurements
are not considered in this case. With the state estimates we then compute (8.42).

The sub-optimality comes from the fact that all the physical relations in the state-
update function are discretized.

This approach requires the design of two KFs that are not standard navigation and
sensor fusion KFs. Details of this method will be provided in future reports.



CHAPTER 8. EXPLOITING IMU MEASUREMENTS FOR ANTI-SPOOFING 136

Quadratic Programming

We observe that (8.44) and (8.45) are quadratic objective function and (8.25) is a linear
constraint. Orientation constraints instead, are non linear. We then tackle non linearity
by separately estimating orientation so that we are left with a quadratic programming
problem, that can be solved efficiently.

Orientation Estimation Orientation estimation can be performed starting from ac-
celerometer and gyroscope measurements. We use a state-of-the-art KF already present
in the Matlab libraries (Type 1 KF in Section 8.4.2). The state and state-update function
are ⎡⎢⎣ εk

δω,k

a
(ε)
k

⎤⎥⎦ = F

⎡⎢⎣ εk−1

δω,k−1

a
(ε)
k−1

⎤⎥⎦+wk, (8.50)

where εk is the error between the estimated orientation and true orientation in degree,
δω,k is the gyroscope bias, and a

(ε)
k is the error between the estimated acceleration and

the true acceleration. The measurement process is defined as

ξgk = Hxk +wk, (8.51)

where, ξgk is the difference between the accelerometer and gyroscope estimates of the
gravity vector. For the derivation of matrices H and F , we refer to [142].

State estimations are then processed [142, Section 5] in order to obtain an estimate of
qnb, which we denote with q̂nb. Then, since a rigid rotation does not change the statistics
of δa,t and ea,t in (8.28), we obtain the new acceleration measurement model

yn
a = a(t) + δa,t + ea,t, (8.52)

that is, we have rotated the measurements from the body frame to the navigation frame.

Quadratic Programming After orientation estimation we are left with the following
quadratic optimization problem under hypothesis H0

[âH0 , p̂H0
] =argmin

a,p
(yn

a − a)tΣa(y
n
a − a) + (yp − p)tΣp(yp − p) (8.53)

subject to p = Aa+ c.

Similarly, under H1, we have

[âH1 , p̂H1
] =argmin

a,p
(yn

a − a)tΣa(y
n
a − a) (8.54)

subject to p = Aa+ c.

Both optimizations under the two hypothesis can be solved using the quadprog function
of Matlab. We then apply (8.42) and perform detection.
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Figure 8.2: Simulation scenario.

8.4.3 Innovation Testing

Innovation testing is a spoofing detection approach that exploits the KF designed for
sensor fusion and navigation. Typically, such KFs have position, velocity and orientation
as state, and IMU and GNSS as measurements (type 2 KF in Section 8.4.2).

The innovation step, in any linear KF (a similar expression holds for EKF), is

ik = zk −Hx̂k|k−1, (8.55)

where x̂k|k−1 is a prediction of the current state. The covariance matrix of i is known [143]
and denoted by Pk. Then, by normalizing ik by its covariance matrix, we obtain the test
statistic

βk = itkPkik, (8.56)

which can be shown to be Chi-squared distributed with as many degree of freedom as
the dimension of the measurement vector z [143].

Anti-spoofing based on innovation testing exploits the fact that under spoofing, xk|k−1ˆ

is no longer a good prediction of the state, since it is a prediction coming from IMU (not
under spoofing) and GNSS, which is under spoofing. Then under spoofing βk is no longer
Chi-squared distributed and the spoofing detection is performed according to

Ĥ =

⎧⎨⎩H0 βk ∼ χ2

H1 βk ̸∼ χ2.
(8.57)

In [143] the statistic of βk under a spoofing scenario is derived. Innovation testing is
common in the literature, especially in aviation scenarios [130,144].

8.5 Preliminary Results

We simulate a simple spoofing scenario by designing a LT, i.e., the trajectory that the
user physically follows, and a ST, i.e., the trajectory that the spoofer induces to the user
by performing a spoofing attack. We then generate the corresponding IMU and GNSS
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(a) DET curves for different ϑ.
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(b) DET curves for different t0.

Figure 8.3: DET curves for spoofing detection, varying t0 and ϑ

measurements and apply the detection algorithm of Section 8.4.2. Let us recall that under
H0 both GNSS and IMU follow the LT, while under H1 GNSS follows the ST.

The ST starts from the same position as the LT, but then diverges by an angle ϑ.
Fig. 8.2 shows the LT and the ST. Fig. 8.2a shows a 2D scatter plot of p, where

divergence between LT and ST starts at point (10, 3) and ϑ = π/6. Before diverging, the
two trajectories are not exactly the same because of the cubic interpolation done in order
to avoid singularities in later numerical derivations. Fig. 8.2b shows the same trajectories
(only the second component of each 3D position vector) as function of time together with
the corresponding GNSS measurements, where the velocity absolute value is constant.

8.5.1 Quadratic Programming

We evaluate the detection performance of the algorithm in Section 8.4.2 in terms of DET,
i.e., false alarm and misdetection probabilities defined as follows

PFA = P
[︂
Ĥ = H1|H0

]︂
, (8.58)

PMD = P
[︂
Ĥ = H0|H1

]︂
. (8.59)

We estimate the DET curves with Montecarlo simulations and show the results in Fig.
8.3. The algorithm takes as input a window of measurements with duration tw = 1 s and
outputs a decision at time t0. The window size has an impact on memory, since matrix A

in Section 8.2.2 grows with the number of considered samples.
We first explore ϑ in Fig. 8.3a, were we can see that bigger ϑ yields better performance,

confirming that our algorithm effectively captures the diversity of the LT and ST as it
increases.

Fig. 8.3b shows how the choice of t0, given a fixed tw, impacts DET curves. In our
scenario divergence between LT and ST starts at time td = 5 s as shown in Fig. 8.2b. For
t0 = td + tw (blue line in Fig. 8.3b) the two trajectories are not distinguishable because
measurement noise hides the trajectory divergence, and indeed the corresponding DET
curve is almost the trivial one (a diagonal in the DET plot with linear axes). For t0 > td+tw

(red, yellow and violet lines), instead, performance increases significantly.
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(a) Histogram plot of βk|H0. (b)

Figure 8.4: Histogram plots of βk under a LT and ST, i.e., under H0 and H1.

8.5.2 Innovation Testing

We have implemented [137, Algorithm 3 and Appendix B], i.e., an EKF that does pose
and orientation estimation via sensor fusion. The algorithm takes as input GNSS and
IMU (accelerometer and gyroscope) measurements, and defines as state at iteration t

xt = [pt,vt, q
(nb)
t ]t, (8.60)

where vt is the velocity in the navigation frame. The measurement process is given instead
by the GNSS measurements.

We run Montecarlo simulations on a LT and ST and collect the realizations of the
innovation test statistic (8.56) and estimates its PDF p̂(β). Results are shown in Fig. 8.4.

We first apply the EKF on a LT. Under H0 we expect that β is Chi-squared distributed
with 3 degrees of freedom, since the measurement vector of the EKF is 3-dimensional.
Hence we have

β ∼ χ2
3, p(β|H0) =

1

2k/2Γ(k/2)
βk/2−1e−β/2, (8.61)

where Γ(·) is the well-known gamma function. Fig. 8.4 shows p̂(βk|H0) together with
p(β|H0) and we can see how the two distribution match, as expected.

Then we apply the EKF on a ST and Fig. 8.4b shows how in this case the innovation
test is not chi-squared distributed.

In order to compare the two anti-spoofing algorithms against a common scenario and
the same parameters, we set 100 Hz as the IMU measurement rate and 10 Hz as the GNSS
measurement rate, as done for the previous algorithm. As in Section 8.5.1 a window of
1 second worth of innovation values was used for detection purposes, with varying t0

(test instant) and ϑ for the trajectory. The DET curves were derived through Montecarlo
simulations, by collecting the statistics of the normalized innovation at different time
instants, both in the authentic and spoofing case. The results are reported in Fig. 8.5.

8.5.3 Performance comparison

Fig. 8.6 and 8.7 highlight the comparison between quadratic the anti-spoofing method
based on quadratic programming and innovation testing based on the EKF. As it can be
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Figure 8.5: DET curves for spoofing detection with the EKF.
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Figure 8.6: DET curves for spoofing detection, varying ϑ.

noticed, the quadratic programming method on an observation window of one second
achieves better performance. The difference in performance is enhanced for certain
parameter values. As an example, when the difference between the two trajectories is more
marked, the quadratic programming method achieves considerably better performances.
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Figure 8.7: DET curves for spoofing detection, varying t0.



Chapter 9

Resilient Distance Bounding for
Cellular Networks

The upcoming 5G standard will bring a major boost in telecommunication networks.
Future 5G networks are planned to offer significantly higher bandwidth at higher carrier
frequencies [145]. This choice comes together with the challenge of more demanding
propagation environments, thus network densification will also play an important role.
The ubiquity of densely deployed access nodes will favor the widespread of new services
and features that are envisioned to become deeply integrated with everyday life. One of
these features is location awareness.

With the 5G scenario in mind, we focus on the problem of authenticating the user’s
position to network authorities. The proposed authentication protocol will exploit rea-
sonable 5G network and hardware features and draw from solutions proposed in the
scope of GNSS.

9.1 User authentication

This work focuses on authenticating the user’s position to the network, considered in this
preliminary phase as a unique, time synchronized entity. Two are the main target threats
the authentication mechanism should overcome: external attackers that aim at falsifying
another user’s position or internal attackers that aim at forging their own position. Internal
attacks, or self spoofing, are harder to defeat, as the attacker coincides with the legitimate
user and has incentive in breaking the protocol rules. For this reason the proposed
protocol is network based rather than user based, in order to leave less freedom to users
that may be willing to cheat the system. Each base station will broadcast an authentication
signal containing unpredictable symbols; the user will receive the superposition of these
signals, sign it and send it back to the network authority. The attacker is assumed to
possess unlimited resources in terms of processing power and distributed high gain
directional antennas. This implies the attacker is capable of replaying a delayed version
of the authentication signals sent by each base station. With these assumptions, the
only constraint that prevents an internal attacker from authenticating a forged position
is geometry and time synchronization. Indeed, as seen in chapter 3 in order to forge
the authentication signals for an arbitrary position at the same time, some of the signal
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will need to be delayed and some would need to be anticipated. Since the transmitted
signals are unpredictable, however, anticipating them without adding any time delay
forces the attacker to perform random guessing. As seen in 3, where the attacker was
forced to estimate the unpredictable symbols, the effect of this zero-delay estimation are
easier to observe when the symbol rate is high (shorter symbols) and when the detection
is based on a large number of unpredictable symbols. With these considerations, the
authentication protocol concept stirs towards a distance bounding approach.

9.1.1 Distance bounding

Distance bounding is a category of security protocols that aim at authenticating a lower
bound for the distance between prover and verifier, making it impossible for the former
to appear closer than its actual distance, [146, 147]. Distance bounding protocols estimate
a bound to the prover-verifier distance through measurements of the transmission time.
The processing time between the reception of the challenge and the transmission of the
response is minimized, so that the round trip time is mostly due to the actual propagation
time.

The most relevant threats to a distance bounding protocol are the following [148]:

• Mafia attack: in this man-in-the-middle attack the adversary Eve interferes with the
communication between the honest prover Bob and the verifier in order to make
Bob appear closer.

• Distance attack: a dishonest prover attempts to trick the verifier into believing he is
within a certain distance threshold, while he is not.

• Terrorist attack: a dishonest prover colludes with the adversary Eve in order to help
her pass the protocol successfully. It is argued in [149] that the distance bounding
literature is divided on the kind of information the prover can share with the attacker.
The most empowering definition for the attacker allows the prover to share anything
that is more useful to Eve in the current protocol phase than in the following. The
key point in the definition is that whenever the prover stops collaborating, the
attackers success probability is negligibly higher that that of the Mafia attack.

Distance bounding was first introduced by Brands and Chaum in [150] with the
aim of detecting the mafia fraud. Most distance bounding protocols are composed by
different phases, that can be either lazy (i.e., no round trip time measurement) or time
critical (i.e., the clock is used to determine the round trip time). In the latter case the
latency must be minimized as the challenge-response time is used to bound the user’s
distance [149]. An important requirement in distance bounding is the commitment by
each of the entities to a previously agreed value that is communicated in an encrypted
fashion before the time critical phase and disclosed after it. This protects from external
attackers, ensuring that only a response computed with the rightful credentials is accepted
by the verifier. The targets of a distance bounding protocol are the following:

1. the system shall never accept a reply computed with right credentials from a device
that is further than the distance threshold;
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2. the system shall accept a reply computed with the right credentials from a device
that is placed at any distance within the threshold.

3. the system shall never accept a reply computed without credentials;

4. no information on the credentials shall be derived from the challenge response
exchange;

Distance bounding protocols are usually designed for resource constrained scenarios
such as RFID tags; adapting a distance bounding protocol for cellular network scenarios
is still an open problem. The authors of [151] investigate a secure position authentication
scheme for a generic wireless network, in which the base stations need to authenticate the
location of a mobile device. The proposed mechanism is called verifiable multilateration
and it extends the concept of distance bounding [150], to 3D authenticated positioning.
With the collaboration of at least four base stations, the position of the user can be
authenticated: provided the base stations are laid out with a good geometry at least one of
the distances will have to be shortened in order for the attacker to fake its position. In [152]
the verifiable multilateration protocol proposed in [151] was implemented in a realistic
scenario. However the authors claim that an attacker exploiting distributed antennas
in proximity of each base station, where each antenna owns a copy of authentication
credentials, can easily get any fake position to pass the authentication test.

Starting from this work, we devise a different protocol that is resilient against a more
sophisticated adversary.

9.2 Concurrent distance bounding protocol

This work proposes to extend the position authentication protocol presented in [151] by
involving all the nearby base stations simultaneously (instead of iterating the protocol
one base station at a time). The devised position authentication algorithm does not have
to be concurrent with the positioning protocol itself, but can be performed a posteriori.
Therefore we split the protocol in a positioning phase, where the network infers the user’s
position, or alternatively the user communicates its claimed position to the network, and
an authentication phase, where the network verifies its authenticity.

Let us start by making a simple consideration regarding the cellular networks scenario.
If the security target in classic distance bounding scenarios are the ones in Section 9.1.1
and relate to a single range measurement, the adaptation to cellular networks may allow
to enhance the security target, thanks to the availability of several range measurements
from multiple base stations.

The probability that the system accepts a reply computed with correct credentials shall
tend to 1 as the claimed position approaches the actual one, while the same probability
shall vanish as the distance between the actual and claimed positions increases. In
particular:

1. the system shall accept with probability at least 1− δ a reply from a device that is
less than dnear away from its claimed position.
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2. the system shall accept with probability at most ε a reply from a device that is further
than dfar away from its claimed position, where δ, ε, dnear, dfar are parameters of
the mechanism design.

By extending the security targets we can also consider a wider set of threats, including
for example the distributed terrorist attack: a dishonest prover, Bob, colludes with several
entities by sharing his own credentials in order for them to be able to authenticate a
different position in place of Bob’s true position. Notice that if none of these colluding
entities is placed in the claimed position, then this attack would violate the revised
version of security target number 1, but not the old version (in Section 9.1.1). The protocol
described in [151] is vulnerable to this attack. If Bob places an antenna with cloned
credentials in close proximity to each of the base stations, the iterative distance bounding
protocol described in [151] will accept each of the distributed antenna’s response, as
they are, indeed, closer than the claimed position. This will result in Bob being able
to authenticate any position by simply setting up the distributed antenna system and
operating it remotely. The aim of this work is to propose a protocol that can overcome
this kind of attack.

Instead of performing NBS independent iterations of the classic distance bounding,
the protocol will involve all base station in a single concurrent challenge transmission.
The response should be a function of the superposition of all NBS symbols, signed with a
previously agreed key. The distance bounding sequence transmission will be synchro-
nized at the user claimed position, by exploiting the knowledge on the position that is to be
authenticated and the time synchronization between base stations. This means that each
base station Bi will transmit its own symbol si with a time delay ∆ti =

du→Bi
−dmin
c , where

dmin = mini{du→Bi} and du→Bi is the distance between the ith base station and the user’s
position. This ensures that all symbols will be received concurrently by a honest receiver,
who will engage in the distance bounding protocol by responding to the superposition of
the challenge sequence.

This approach allows to mitigate the threat of the distributed terrorist attack. Indeed
now the position authentication protocol is tailored to the position that is to be authenti-
cated and no antenna distribution allows the attacker to gain time advantage for symbol
replay. Moreover this slotted communication synchronized at the receiver’s side is well
suited for cellular network technologies such as 3GPP LTE and NR, which have a rigid
and synchronized frame structure [145].

One may argue that if an attacker can manage to have distributed antennas that can
authenticate to the network in place of the user itself, then it might as well position a
clone device in the position it wants to fake and have it answer in place of the real device.
There are two relevant consideration regarding this attack:

1. in case of the distributed antennas, it was argued in [151] that such a setup for the
attacker enables it to spoof any possible position in the nearby area. On the contrary
this attack forces the attacker to move the clone device along with the fake position,
increasing the attack complexity.

2. if the attacker can actually manage to place a clone device in the false position then
the protocol should accept the response, by the revised version of security target
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number 2.

In light of the above considerations we conclude that a protocol that is resilient against
distributed terrorist attack is more in line with the security target of a distance bounding
protocol tailored to cellular scenarios.

9.3 System Model

The aim of this proposal is to authenticate the user position to the network, relying on
the cooperation of multiple base stations. As the purpose of this analysis is mainly to
assess the achievable level of security of the authentication protocol, the details of the
adaptation to cellular networks are not discussed for the time being. The parties that are
involved in the authentication scheme are:

• Network: we consider B base stations, connected and time-synchronized with
each other. The base stations can transmit directionally, i.e., they are equipped
with beamformers, allowing to limit the transmission to a sector of angular width
α. The transmissions are slotted and the slot duration is T . The base stations
are all synchronized with the beginning of the slot at the receiver’s side, i.e., at
the beginning of time slot NT , tNT

, the user will receive the superposition of B
symbols. Each of the symbols is Gaussian with zero mean and standard deviation
σs, differently from classic distance bounding implementations, that usually exploit
binary symbols [151]. Each of the time slots will fit Ns symbols of duration T

Ns
.

• User: it can be equipped with (i) an omnidirectional transceiver, which is a simple
device, capable of transmitting and receiving from multiple directions, but does
not provide beamforming gain; or (ii) a transceiver capable of hybrid or digital
beamforming with M RF chains [153], i.e., capable of transmitting and/or receiving
from multiple directions with beamforming gain, but complex (at least for transmis-
sion) and with a higher energy consumption. We assume that for the beamforming
solution (ii) the user is capable of transmitting its payload back to K base stations,
where K ≤ M . In case of omnidirectional transmission, (i), the user is capable
of sending its response back to each of the B base stations. We also assume the
user is able to sample the channel at a high enough frequency to have a sufficient
granularity of the received signal. The user will receive the superposition of the
distance bounding symbols and send back the resulting superposition symbol right
after reception, with a maximum latency of L, mainly due to time synchronization
errors and hardware delay.

9.4 Proposed Authentication Scheme

The steps of the authentication protocol are described in the following:

• The user communicates to the network the position it wants to authenticate, that
will be referred to as the claimed position. This is derived during a previous step that
may either involve the network or an alternative positioning system.
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• The base stations coordinate to transmit the distance bounding challenge in down-
link. In particular, as discussed in Section 9.1.1, the base stations will transmit
according to their distance to the claimed position, so that the challenge symbols
superimpose at the receiver’s side. Therefore, the base station Bi transmits its
random symbol si at time t0 +∆ti, where

∆ti =
du→Bi − dmin

c
, (9.1)

where dmin = min
i
{du→Bi}, and du→Bi is the distance between the ith base station

and the user’s position.

• The user receives the superposition of the distance bounding challenges, applies
a non-linear transformation and replies to all the base stations that joined the
distance bounding procedure. The non-linear transformation must depend on the
authentication credentials in a pseudorandom manner.

• Each base station Bi measures the round-trip time, Ωi, and estimates the user range
d̂u→Bi . If this does not match the expected range (i.e., d̂u→Bi ≃ du→Bi), then the
authentication fails.

9.4.1 Threats and Attacks

Let us consider an omni-potent attacker with infinite resources (i.e., it may have an
arbitrary number of distributed or non-distributed directional antennas). In this network
authentication scenarios there are two relevant types of attacks:

• External-spoofing attack, in which a malicious attacker aims at falsifying the po-
sition of a legitimate user. As an external attacker does not own authentication
credentials, the only feasible attack is the replay of the downlink authentication
signals. This attack is similar to the mafia attack.

• Self-spoofing attack1, in which a malicious user tries to trick the system into think-
ing he is in a different position. This kind of attack is the harder to detect and
prevent, since the user, who owns authentication credentials, plays against the pro-
tocol itself. As reported in the previous sections, the attacker may exploit a network
of distributed antennas (possibly carrying the cloned authentication credentials)
in the attempt of modifying the downlink symbol superposition to authenticate
an arbitrary position. This attack is analogous to the distance fraud in distance
bounding protocols.

The self spoofing attack is a more powerful version of the external attack in which
the adversary owns the authentication credentials. Therefore we can focus solely on the
latter.

1It is worth noticing that self-spoofing in this specific cellular network scenario is a different concept with
respect to self-spoofing in the GNSS scenario. Whereas the latter is performed by the attacker on its own
receiver, without involving other system entities, the former ultimately aims at tampering with the reported
position at the base stations side. The target is therefore more immediately identified with external network
entities.
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The self-spoofer will perform its attack by claiming to be in any arbitrary position
and placing its distributed antennas in the most favorable position. The best choice for
the attacker is to place B antennas in proximity of each of the involved base stations in
the direction that connects each of them with the claimed position. The antennas can be
assumed to have a copy of the authentication credentials. This attack is the most powerful
among those considered in literature for distance bounding, as it goes beyond the terrorist
attack, where only short term credentials can be shared with other rogue devices.

The attack can adopt different strategies in order to deceive the system and have its
fake claimed position pass the verification test. Notice that even when exploiting the
distributed antennas with credentials, the protocol requires the attacker to collect the
distance bounding symbols from each of the involved base stations before being able to
compute the response. This is guaranteed by the non linearity of the signature operation,
that ensures the response cannot be decomposed into B terms that can be computed
separately by each antenna and then transmitted so that the superposition at each base
station gives the correct response. For this reason the attacker is forced to introduce a
delay in the downlink phase, waiting until all symbols are collected. Let us consider two
attack strategies:

1. collect all the B symbols and transmit the response coherently with the delays that
would be experienced from the claimed position, i.e., communicate independently
with each base station with beam forming and delay each of the responses according
to the distance from the base station to the claimed position.

2. collect only part of the B symbols and compute the response on a partial superpo-
sition.

9.4.2 Channel model

As an initial ideal scenario, we consider an AWGN channel model with noise power σ2
w

and propagation delay τ(d). An extension to this model should take into account the
channel gain, propagation loss, fading and shadowing.

9.4.3 Superimposed distance bounding symbols

In general distance bounding protocols are designed to minimize the processing time
required between reception and transmission of the reply, therefore they mostly employ
very basic operations (e.g., XOR) on binary symbols. However, since our protocol is
designed to compute the reply on the superposition of symbols from several entities, we
must consider the effect of such superposition on the final symbol distribution.

Let us make the assumption that the distance bounding signals are analog, Gaussian
symbols with zero mean and variance σ2

s . If the symbol duration is Ts =
T
Ns

, we assume
the sampling frequency is high enough to capture the whole bandwidth of the distance
bounding sequences, that is Fs ≥ 2 1

Ts
. The users will see each of the Ns symbols as a

random variable, deriving from the superposition of B i.i.d. Gaussian symbols, while the
system can be assumed to have perfect knowledge of all the sequences. At the prover’s
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receiver the nth distance bounding symbol will be:

sRn =
B∑︂
i=1

sni + wR
n , wR

n ∼ N (0, σR) (9.2)

where wR
n represents the Gaussian noise at the receiver’s side in the AWGN model and

sni is the nth symbol transmitted by the ith base station. The probability density function
of sRn given the value of the transmitted symbols is:

p(sRn |s1n, . . . , sBn ) =
1

σR
√
2π

e
− (snR−

∑︁B
i=1 sni )2

2σ2
R (9.3)

In order for the protocol not to be vulnerable to distributed antenna attacks the reply
computed by the user must be a non-linear operation in the key bits. We assume each
user is equipped with a unique, previously agreed full-entropy binary sequence. In the
proposed protocol the user will perform the following non-linear operation, that is an
exclusive or on the sign of the received symbol:

rn = |sRn |
(︁
sign(sRn )⊕ kn

)︁
(9.4)

where kn is the nth bit of the secret sequence, taking values in [−1, 1]. Notice that both kn

and sRn determine the sign of the response symbol. The receiver’s response is sent to each
base station and takes the form:

sbs,i
n = rn + wB

i , wB
i ∼ N (0, σi) (9.5)

The distribution of the symbol received by each base station is:

snbs,i ∼ N

(︄⃓⃓⃓⃓
⃓

B∑︂
i=1

sni

⃓⃓⃓⃓
⃓
[︄

sign

(︄
B∑︂
i=1

sni

)︄
⊕ kn

]︄
, σbs,i

)︄
(9.6)

with σ2
bs,i = Bσ2

s + σ2
R + σ2

i . Notice that despite the non-linear operation at the receiver’s
side the distribution of the symbol received at each base station, given the values of the
transmitted symbols, is Gaussian. The observation at each base station i is a vector of
symbols starting at time t0,i, the expected time of arrival of the first response symbol,
long enough to collect all symbols of the sequence. In this first analysis we assume that
the collected observation vector sbs,i is exactly synchronized with the symbols of the
sequence.

The attack hypothesis H1 is linked to a spoofing event of unknown type. As discussed
the attacker has two main strategies, that are:

• collect all B symbols and send the response separately to each base station, main-
taining range coherence with respect to the spoofed positions;

• collect only part of the B symbols, in the attempt of minimizing the introduced
delay at the cost of success probability.

In any of these cases the attack will perturb the observation vector, either shifting the
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values in time or changing the distribution of the received sequence. The time shifting
can be detected by exploiting time synchronization at the system side and geometric
considerations enforced by the distance bounding. Bounds on the time delay introduced
by the attacker are derived in section 9.5.1. On the other hand it is also relevant to discuss
the detection performances in case the attacker tries to decrease the introduced time delay
by integrating only a subset of the symbols in its reply. This assessment is performed
through binary hypothesis testing, also in section 9.5.2.

9.5 Security Assessment

9.5.1 Time bias introduced by the attacker

Let us consider the self spoofing attack, that is the most challenging for the network, as the
receiver is willing to deceive the system and play against protocol rules.

We consider an attack effective if a device that possesses authentication information
manages to successfully authenticate a position that is more than α meters away from
the one where it is actually located. The tolerance α must be defined in order to account
for several errors that may derive from:

• δp̂, which is the error that affects the estimate of the claimed position;

• δt which is the range error due to the maximum detectable propagation delay;

• δproc which is the maximum processing delay that the system is willing to tolerate
at the receiver’s side.

Let us consider the scenario represented in Fig. 9.1. We consider the attack strategy
number 1 discussed in Section 9.4.1 and evaluate the time budget of the attacker in the
round trip time with respect to that of an authentic protocol session. We are interested
in finding the value of ∆RTT

a,u , i.e., the minimum delay the attacker is forced to introduce
when carrying out this kind of attack. We expect that this value will depend on the
relative distance between the attackers position and the claimed one, and that it will be
influenced by the geometry of the involved base stations. We recall that dx→y represents
the distance between elements at positions x and y in the networks, and we call a the
attacker’s position, u the user position to be authenticated and Bi for i-th base station.
Let us define:

Bu
min := argmin

Bi

{du→Bi}; Bu,a
max := argmax

Bi

da→Bi − du→Bi

c
= argmax

Bi

∆tBi
u,a; (9.7)

that are the base station at minimum distance with respect to the claimed position and
the base station for which the difference in the propagation time to the attacker’s position
and the claimed position is the maximum. Bu

min plays an important role in bounding the
minimum delay the attacker has to introduce in downlink.

Downlink When considering the downlink i, we refer to the time interval Di
x between

the start of transmission at base station i and the start of the uplink communication from
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𝑢𝑢 (claimed position)

𝑎𝑎 (real position)

𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚
𝑢𝑢

𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚
𝑢𝑢,𝑚𝑚

𝐵𝐵1

𝐵𝐵2

𝐵𝐵3

𝑑𝑑𝑢𝑢→𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚
𝑢𝑢

𝑑𝑑𝑢𝑢→𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚
𝑢𝑢,𝑚𝑚

Figure 9.1: Scheme of the considered self spoofing scenario.

position x. We assume the attacker needs to wait until it receives all the symbols from
each involved base station. By construction, the symbols will arrive at different time
instants in any position that is different from the claimed one. Let us call Di

a and Di
u

the downlink time for Bi for the authentic position u and for the attacker’s position a,
respectively. Then we have that at the claimed position:

Di
u =

du→Bi

c
+

T

Ns
+ tuproc (9.8)

where tuproc is the processing time for the computation of the reply for the legitimate
device. Correspondingly at the attacker’s position:

Di
a =

du→Bi

c
+∆tBmax

u,a +
T

Ns
+ taproc (9.9)

Therefore the difference between the downlink time with respect to the legitimate position
is:

∆D
a,u = ∆tBmax

u,a + (taproc − tuproc) (9.10)

Notice that the introduced delay is equal for all base stations. This is due to the fact that
Bu,a

max is setting the waiting time for the attacker, as it is the last base station from which
the symbol will be received.

Uplink The attacker will transmit a different uplink to each base station, mimicking
the relative delays they would experience if the reply actually came from the claimed
position. Let us derive the delay the attacker has to impose on each uplink transmission.
Calling tBi

u :=
du→Bi

c , and tBi
a :=

da→Bi
c , we argue that ideally the attacker will apply the

delays ∆tiuplink such that:
tBi
a +∆tiuplink = tBi

u (9.11)

And the delays can be computed as:

∆tiuplink = tBi
u − tBi

a = −∆tBi
u,a (9.12)
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Figure 9.2: Monte Carlo simulation of the delay introduced by the attacker due to geome-
try.

However in general some of these delays will be negative. As the attacker can not go back
in time, it will have to wait for a time equal to:

∆t∗uplink =

⃓⃓⃓⃓
min
i
{∆tiuplink : ∆tiuplink < 0}

⃓⃓⃓⃓
= ∆tBmax

u,a (9.13)

Therefore the propagation times will be:

U i
a = tBi

a +∆tiuplink +∆tBmax
u,a = tBi

u +∆tBmax
u,a (9.14)

while in the legitimate position it would be:

U i
u = tBi

u (9.15)

Therefore the imposed uplink delay, which again is applied to all ranges, is:

∆U
a,u = ∆tBmax

u,a (9.16)

By putting together all the results we obtain the overall round trip time delay, imposed
to all ranges:

∆RTT
a,u = ∆U

a,u +∆D
a,u = 2∆tBmax

u,a + (taproc − tuproc) (9.17)

We perform a rough assessment of the Round trip time delay introduced by an attacker
with respect to the distance between the true and claimed positions through Monte Carlo
simulations. The processing time was set to zero for both the attacker and the legitimate
users, while the base stations were deployed following a Poisson Point Process with a
density of 10 base stations per square km. Therefore the results, reported in Fig. 9.2,
depend only on geometry.
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9.5.2 Sequence tampering detection

In this section we evaluate the detection performances of an attack that exploits only
a subset of the symbols involved in the protocol to compute the reply. The rationale
behind this evaluation is that in order to avoid introducing a big time delay and being
detected, the attacker may have a better chance by excluding a few base station sequences
from its reply. The excluded base stations will be those that are most unfavorable for the
attacker from a geometric point of view, in that they force it to introduce a higher time
delay. In this evaluation we consider the effect of a forged reply calculated on a proper
subset of the involved base station sequences. Without loss of generality we assume that
the forged sequences arrive at the base station side with consistent time delays. This
sections evaluates the detection capabilities of the system when one or more sequences
are deliberately omitted from the response computation.

Let us call B̂ the set of base station sequences the attacker observes, where B̂ ⊂ B
and B is the set of the sequences from all the involved base stations. Following the
considerations in section 9.4.3 we derive the two hypotheses whose likelihood the system
needs to evaluate to detect a spoofing attack:

H0 : sbs,i ∼ N

(︄⃓⃓⃓⃓
⃓

B∑︂
i=1

si

⃓⃓⃓⃓
⃓
[︄

sign

(︄
B∑︂
i=1

si

)︄
⊕ k

]︄
,Σbs,i

)︄
(9.18)

H1 : sbs,i ∼ N

⎛⎝⃓⃓⃓⃓⃓⃓∑︂
i∈B̂

si

⃓⃓⃓⃓
⃓⃓
⎡⎣sign

⎛⎝∑︂
i∈B̂

si

⎞⎠⊕ k

⎤⎦ , Σ̂bs,i

⎞⎠ (9.19)

where Σbs,i and Σ̂bs,i are two diagonal matrices since both the noise and the symbols are
uncorrelated in time, and the elements on the diagonal correspond to σ2

bs,i = Bσ2
s+σ2

R+σ2
i

and σ̂2
bs,i = |B̂|σ2

s +σ2
R+σ2

i . The | · | operation on a vector is intended here as the element-
wise absolute value.

The authenticity test is performed through binary hypothesis testing (BHT) by taking
the logarithm of the ratio between the probability density function of the observation
vector in the two hypotheses:

Λ = log
p(sbs,i;H0|s1, . . . , sB)
p(sbs,i;H1|s1, . . . , sB)

(9.20)

where we are making the preliminary assumption that the system knows the exact
subset of sequences targeted by the attacker. In order to evaluate an upper bound for
the detection statistics we evaluate the Kullback-Leibler divergence between the two
distributions. This value indicates the statistical distance (or better, divergence, as it is
not symmetric) between the two distributions. In the case of two multivariate Gaussian
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Figure 9.3: DKL,i(N0|N1) for B = 10 and σr = 0.1581 (corresponding to an SNR of 20 dB).

distributions the KL divergence assumes the form:

DKL,i(N0|N1) =
1

2

(︄
tr
(︂
Σ̂−1

bs,iΣbs,i

)︂
+ (µ1 − µ0)

T Σ̂
−1
bs,i (µ1 − µ0)−N + ln

|Σ̂bs,i|
|Σbs,i|

)︄
(9.21)

=
1

2

(︄
N

σ2
bs,i

σ̂2
bs,i

+ (µ1 − µ0)
T Σ̂

−1
bs,i (µ1 − µ0)−N +N ln

σ̂2
bs,i

σ2
bs,i

)︄
(9.22)

=
1

2

(︄
N

(︄
σ2

bs,i

σ̂2
bs,i

+ ln
σ̂2

bs,i

σ2
bs,i

− 1

)︄
+ (µ1 − µ0)

T Σ̂
−1
bs,i (µ1 − µ0)

)︄
(9.23)

This formulation is evaluated in Fig. 9.3 for different values of the sequence length N ,
and a fixed number of base stations B = 10 and a σr =

√︁
Bσ2

s/Γ = 0.1581, with σs = 0.5

and the SNR Γ = 20 dB. In particular, three different attacks were evaluated:

• the attacker only knows a single sequence out of B;

• the attacker knows half of the sequences (i.e., ⌈B/2⌉);

• the attacker knows all the sequences but one.

Notice that in this evaluation we are not accounting for the delays that the attacker incurs
into when collecting and forwarding the sequences, as discussed in Sec. 9.5.1.

As expected, in Fig. 9.3 it can be seen that, if the attacker knows the all the sequences
but one, then the divergence of the sequences used for the attack and the legitimate one
is very small, for all values of N . Instead, the divergence is higher when considering the
attack with half of the sequences and that with a single sequence. This suggests that in
most geometries the scheme can distinguish a legitimate reply from a forged one.

Fig. 9.4 reports the divergence for different values of B, and a fixed N = 100 and SNR
Γ = 20 dB. The attack in which the malicious user knows B − 1 sequences improves as B
increases, given that the weight of the unknown sequence decreases as the number of
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Figure 9.4: DKL,i(N0|N1) for N = 100 and an SNR of 20 dB.

sequences increase. However, notice that collecting an increasing number of sequences
implies higher delays in the attack, which can be detected as reported in Sec. 9.5.1. The
two other attacks, instead, exhibit an increasing divergence with B, even though after
B = 10 the divergence of the attack that targets half of the sequences flattens.

Finally, Fig. 9.5 reports the performance as function of the SNR Γ of the receiver (of
the legitimate user), while the receiver noise at the base stations and at the attacker do not
change. Interestingly, it can be seen that with a smaller SNR the divergence is higher: this
is probably due to the fact that the noise plays the role of an additional sequence, which
is not known to the attacker. Notice that this does not imply that the proposed scheme
works better in a high noise regime, given that other elements (e.g., the detectability of
the sequence) may be affected by the low SNR.

Although derived independently, the proposed solutions has several similarities to the
one presented in [154]. The authors underline the optimality of a simultaneous distance
bounding protocol tailored to the claimer’s position among all time-of-arrival based
distance bounding solutions. Contrarily from [154], this protocol does not exploit bit
sequences and frequency division among provers, but rather uses Gaussian symbols.
An analysis on the difference in performance between these approaches is left for future
work, together with an assessment on the effect of time misalignment among provers.
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Chapter 10

Conclusion

This thesis has investigated several aspects related to the security of GNSS, ranging from
authentication to access control to attack detection and mitigation. As GNSS is composed
of different domains, the same should hold for the adopted security countermeasures:
protection mechanisms can be implemented at the data level, the signal level or at the
PVT computation. Designing multiple security mechanism on different domains is bene-
ficial, but the purpose of each countermeasure shall be well defined, pursuing separation
between domains. As an example, while signal level countermeasures could in principle
provide reasonable navigation data assurance, the opposite does not necessarily hold,
as discussed in Chapter 3. Therefore in designing a protection mechanism the purpose
and target should be unambiguous: data level techniques (e.g., digital signature) should
aim at protecting the authenticity of the navigation message; signal level techniques
should ensure the authenticity of the received signal, despite the distortion effects of the
propagation environment, while PVT level techniques should provide some degree of
confidence on the computed solution. In the choice and implementation of security algo-
rithms it is important to remark that different applications have different requirements,
security targets and resource availability. Some algorithms that work well for commercial
grade applications may be too demanding for consumer grade receivers, as discussed in
Chapter 7. Similarly, while the former may have higher security requirements, the latter
will probably require protection against less sophisticated attacks. This justifies the inves-
tigation of numerous solutions, exploiting different tools and acting at different levels of
the receiver architecture. The availability of a growing number of telecommunication
systems, providing a wide range of the so called signals of opportunity is valuable for the
implementation of cross-system security architectures. Moreover, the miniaturization of
hardware components now guarantees the ubiquity of rich and diverse sensory infor-
mation on most consumer devices, offering a precious source of position redundancy.
With the upcoming fifth generation cellular networks, precise positioning will cease to be
a GNSS prerogative. Therefore the investigation on position authentication should be
carried on at different systems, possibly adapting solutions from one domain to the others.
Chapter 9 tackles the problem of position authentication from a different perspective,
exploiting a different approach (distance bounding) and investigating its adaptation to a
cellular scenario. New tools that are worth exploiting sometimes come together with new
threats that need to be mitigated. This is the case for quantum technologies, which on
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one hand cast a shadow on classic cryptography, but on the other hand offer a valuable
tool to achieve unconditional security at the physical layer in wide range communications
(inter-satellite and ground-satellite). This opportunity has been taken into consideration
in Chapter 6, where key distribution protocols over a GNSS constellation are devised
assuming the future implementation of inter-satellite quantum links.

However far from being an extensive overview of all security aspects related to GNSS,
the effort of this thesis has focused on tackling the challenge of security GNSS from
multiple points of view and with diverse tools. With the rapid growth of the market for
precise and ubiquitous positioning services, the pool of feasible solutions worth exploring
is envisioned to grow as well. Hopefully this work will be the first step to a broader
investigation, which will ultimately result in a comprehensive architecture, integrating
various security measures and increasing the resilience of GNSS and the reliability of
PVT.
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