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Abstract

The Gaussian distribution is the most fundamental distribution in statistics. How-

ever, many applications of Gaussian random fields (GRFs) are limited by the compu-

tational complexity associated to the evaluation of probability density functions. Par-

ticularly, large datasets with N irregularly sited spatial (or spatio-temporal) locations

are difficult to handle for several applications of GRF such as maximum likelihood esti-

mation (MLE) and kriging prediction. This is due to the fact that computation of the

inverse of the dense covariance function requires a computational complexity of O(N3)

floating points operations in spatial or spatio-temporal context. For relatively large N

the exact computation becomes infeasible and alternative methods are necessary. Sev-

eral approaches have been proposed to tackle this problem. Most assume a specific form

for the spatial(-temporal) covariance function and use different methods to approximate

the resulting covariance matrix. We aim at approximating covariance functions in a for-

mat that facilitates the computation of MLE and kriging prediction with very large

spatial and spatio-temporal datasets.

For a sufficiently general class of spatial and specific class of spatio-temporal covari-

ance functions, a methodology is developed using a hierarchical matrix approach. Since

this method was originally created for the approximation of dense matrices coming from

partial differential and integral equations, a theoretical framework is formulated in terms

of Stochastic Partial Differential equations (SPDEs). The application of this technique

is detailed for covariance functions of GRFs obtained as solutions to SPDEs. The ap-

proximation of the covariance matrix in such a low-rank format allows for computation

of the matrix-vector products and matrix factorisations in a log-linear computational

cost followed by an efficient MLE and kriging prediction. The numerical studies are

provided for based on spatial and spatio-temporal datasets and the H-matrix approach

is compared with the other methods in terms of computational and statistical efficiency.





Sommario

Tra tutte le distribuzioni probabilistiche in statistica, quella Gaussiana indubbiamente

fondamentale. La situazione non cos rosea quando invece si parla di random fields

Gaussiani (GRFs), perch la stima della densit ha costi computazionali abbastanza ele-

vati. In particolare, grandi dataset contenenti N posizioni spazio-temporali disposte

in maniera irregolare sono molto difficili da trattare in parecchie applicazioni, quali la

stima di massima verosimiglianza o la predizione kriging. Questo dovuto al fatto che

calcolare l’inversa della matrice di varianza-covarianza richiede una complessit compu-

tazionale pari a O(N3) punti casuali, il che molto dispendioso in un contesto spaziale

e spazio-temporale. Per N sufficientemente grande, il calcolo esatto diventa impropo-

nibile, rendendo necessari metodi alternativi. Diversi approcci sono stati proposti per

ovviare a questo problema. La maggior parte delle soluzioni proposte assume una forma

specifica per la funzione di covarianza spaziale (spazio-temporale) e usa metodi differenti

per approssimare la matrice di covarianza risultante. Il nostro obiettivo di approssima-

re le funzioni di covarianza in un formato che faciliti il calcolo della stima di massima

verosimiglianza e della predizione kriging in caso di dataset spaziali e spazio-temporali

molto grandi.

Per classi sufficientemente generali di funzioni di covarianza spaziali, e per specifiche

classi di funzioni di covarianza spazio-temporali, la metodologia proposta si basa sull’u-

so di matrici gerarchiche. Poich tale metodo fu originariamente sviluppato per matrici

dense provenienti da equazioni differenziali e integrali, abbiamo sviluppato un’appropria-

ta struttura teorica per il nostro obiettivo, denominata Stochastic Partial Differential

equations (SPDEs), e ci siamo proposti di provvedere un’applicazione di tale approccio,

ottenendo funzioni di covarianza di GRFs come soluzioni del nostro metodo. L’appros-

simazione della matrice di covarianza di rango inferiore permette di calcolare il prodotto

matriciale e la sua fattorizzazione con un costo log-lineare, portando a efficienti stime



di massima verosimiglianza e predizioni. Presentiamo studi empirici sia su simulazioni

spaziali e spazio-temporali, sia un’applicazione su dati reali, e confrontiamo in termini di

efficienza statistica e costo computazionale il nostro approccio con altri metodi presenti

in letteratura.
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Introduction

”It’s better to solve the right problem approximately than to solve the wrong problem

exactly”

John W.Tukey

Overview

The advancement of technology is generating a growing availability of observations

of diverse nature which attracts the attention of data analysts. The amount of data

produced every day from various sources is enormous which opens the door to a wide

variety of problems. Large data sets are also common in environmental sciences where

data are often observed at a large number of spatial locations and at different temporal

intervals. This includes: weather forecasts, wind speed, atmospheric carbon dioxide

measurements and many others. The amount of available data has grown such that

standard computer memory is unable to manage such large volumes. In association to

this amount of data, computational and modelling challenges arise which was labeled by

Banerjee et al. (2008) as ”big N problem”. Due to this problem, standard approaches

in statistics become infeasible for the large datasets.

Compared with other commonly-used distributions, the Gaussian distribution results

in fitting data with the flexible shape controlled by the mean and variance. Because

of its flexibility and ease of implementation in different computer environments, it has

many important applications in mathematics, computer science and the natural sciences.

However, as was noted by Stein (2008), the exact computation of the likelihood of a

Gaussian Random Field observed at N irregularly sited locations generally requires

O(N3) floating point operations and O(N2) memory. For example, while a sample size

of 103 is no longer a challenge, whereas a size of 104 is already out of reach with classical

procedures.
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4 Overview

The problem is further aggravated in case of inference with respect to spatio-temporal

random effects due to the presence of the additional time dimension. New algorithms

are required for spatio-temporal statistical modelling and inference. They have a large

number of practical applications in studying phenomena that occur in both space and

time.

Therefore, nowadays this computational problem is at the center of attention in the

spatial and spatio-temporal statistical communities and alternative methods are required

to make a statistical inference. In general two possible strategies exist: simplification

of the model and simplification of the fitting method. The first group of methods

includes: 1) work of Lindgren et al. (2011) that applied a Gaussian Markov Random

Field (GMRF) to the GRF obtained as a solution to a Stochastic Partial Differential

Equation (SPDE), 2) Cressie and Johannesson (2008) with the low-rank approximation

of the GRF after preliminary chosen basis functions, 3) Kaufman et al. (2008) with

tapering the covariance function with sparse correlation matrix obtaining a positive

definite function with compact support. The second group deals with the approximation

of the likelihood by pseudolikelihoods as in Lindsay (1988), Eidsvik et al. (2014) and

others. All the aforementioned approaches require a computational complexity from

O(N logN) to O(N2) number of floating point operations. Additionally, some sacrifice

the accuracy of the statistical inference.

In this thesis we present an approach based on the approximation of covariance

functions by hierarchical matrices (or shortly H-matrices). This method involves the

partitioning of a matrix into sub-blocks according to a binary cluster tree and specific

conditions. Some blocks of the matrix are then further approximated by low-rank ma-

trices with the rank or error of the approximation chosen beforehand. The low-rank

structure of the blocks of the approximated covariance matrix results in a reduced cost

for many matrix operations, such as matrix-vector multiplications and matrix inversions.

This means that a log-linear computational cost of the maximum likelihood estimation

(MLE) and kriging prediction can easily be obtained. In addition, we may easily find

a trade-off between the computational cost of the procedure and statistical efficiency

based on the chosen error of approximation in the low-rank blocks. However, errors in

the H-matrix approximation may destroy the symmetry and positive definiteness prop-

erties of the symmetric positive definite covariance matrix. Throughout this thesis we

also address this problem.

The objectives of this thesis also include a review of the most celebrated existing

methods in the literature providing their pros and cons. Focusing on the numerical

analysis, the method of H-matrix was exploited by Litvinenko et al. (2019) for MLE
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estimation. We extend his work in terms of providing a general theoretical framework for

the application of this method in spatial statistics, deriving new regularity conditions,

performing kriging prediction and comparing this technique with other existing methods.

Moreover, we extend this method to the application in the spatio-temporal context.

Since the H-matrix method originally was considered for the approximation of dense

matrices obtained from the discretization of Partial Differential Equations (PDEs), we

formulate our main theory in terms of Stochastic Partial Differential Equations (SPDEs).

We further study the impact of the range of the covariance function on the approxima-

tion by the H-methods. We determine the relation of H-matrix to physically driven

PDEs and how it can be adapted to the stochastic framework. Once the link is estab-

lished and the conditions of the existence and uniqueness of solutions to some SPDEs

are obtained, we obtain the connection between a slow-growing spectral measure and

covariance regularity condition. We apply this method to the covariance function of

GRFs which are derived from SPDEs and evaluate the possibility to extend to a spatio-

temporal SPDEs. Lastly, we derive the regularity conditions for other types of spatial

and spatio-temporal covariance functions.

In the application part we provide numerical studies with simulated and real data ap-

plication for spatial and spatio-temporal datasets. We compare the H-matrix approach

with other methods such as covariance tapering, composite likelihoods and fixed rank

kriging in terms of computational and statistical efficiencies.

Main contributions of the thesis

The main contributions of this thesis can be summarised as follows

• explore the existing methods addressed to tackle the ”big N” computational prob-

lem for statistical inference, briefly summarising the advantages and disadvantages

of all these methods;

• examine and provide to the readers a complete picture of the H-matrix method;

• formulate a main theoretical framework in terms of deterministic PDEs and stochas-

tic PDEs with the derivation of the required regularity conditions for H-matrices;

• extend the approach for the application to a different class of spatial or spatio-

temporal covariance functions not related to SPDEs;

• adjust the existing regularity condition of the H-matrix approach for a range;



6 Main contributions of the thesis

• obtain the asymptotical properties of the approximate with the H-matrix estima-

tors;

• with the numerical studies on the simulated and real datasets, perform likelihood

estimation and kriging predictions with the use of H-matrices and provide the

comparison with other methods, such as fixed rank kriging (FRK) and covariance

tapering in both spatial and spatio-temporal contexts;

The original idea of this thesis is to reduce the computational cost of the MLE

estimation and kriging prediction through approximating specifically chosen blocks of

covariance functions in a low-rank format. The dissertation consists of five chapters and

starts with stating the problem in Chapter 1. The major part of Chapter 1 focuses on

the overview of the most known methods in both spatial and spatio-temporal context.

The existing methods are divided into two categories: simplification of the model and

simplification of the fitting method. The first group of methods consists of Fixed Rank

Kriging approach developed by Cressie and Johannesson (2008) and Banerjee et al.

(2008), GMRFs proposed by Lindgren et al. (2011) and covariance tapering by Kaufman

et al. (2008). As part of the second group we consider pseudolikelihoods described by

Lindsay (1988), Eidsvik et al. (2014) and reviewed in details by Varin et al. (2011). We

focus on the advantages and disadvantages of each of the methods since some are used

for comparison purposes in the application part of this thesis.

The theoretical formulation of the hierarchical matrices approach, exploited in the

thesis as a tool for the fast approximation of the covariance matrices, is detailed in

Chapter 2. We initiate the Chapter by formulating the main idea of the H-matrix

approach in term of matrix compressions. All the main steps of the implementation

of this technique are given throughout Chapter 2. It includes the construction of the

binary cluster tree and block cluster tree which lead to the discrete structures of the

approximated matrix. In addition, we provide details of partition of spatial or spatio-

temporal points which is based on the construction of the bounding boxes around the

points, clustering technique and on the estimation of the distances between the boxes.

Apart from the chosen clustering technique, it is required to specify the conditions for the

appropriate partition of the points. This gives rise to the admissibility and asymptotic

smoothness conditions which are also given in Chapter 2. We end this Chapter by

reviewing some works of the statistics community that exploited this approach to speed

up computations.

Chapter 3 provides a theoretical formulation of covariances functions arising from

SPDEs and the regularity conditions which are to be satisfied for their approximation

by H-matrices. We firstly introduce the main deterministic mathematical tools which
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are needed to comprehend the link between H-matrices and the SPDE approach. It

consists of introducing the distribution theory, Schwartz space, tempered distributions

and pseudodifferential equations. We give the definition of slow-growing measures and

exploit the results obtained by Vergara et al. (2018) of the existence and uniqueness of

solutions to some SPDEs. We after present the framework of Generalized Random Dis-

tributions and relate the theory of PDEs to geostatistics. We introduce the stochastic

version of the deterministic tools in the context of the mean-square theory, where the

main characteristics are defined by the mean and covariance structures. We also demon-

strate how the theory of Generalized Random Fields (GeRF) can be described within

the pseudodifferential operators and their kernels which are related to covariance func-

tions. We show how a slow-growing measure relates to the covariance regularity which

is required for the application of H-matrices. We also discuss some spatio-temporal

covariance functions obtained within the SPDE approach.

Chapter 4 describes maximum likelihood estimation with the H-matrices in the same

way as discussed in Litvinenko et al. (2019). Along with the maximum likelihood esti-

mation, Chapter considers kriging prediction which was not exposed in Litvinenko et al.

(2019). The asymptotical properties of the approximate with the H-matrix estimators

are also derived in this Chapter. We conclude Chapter with the reformulation of the

main condition required for the application of H-matrices in spatial framework which

was not discussed before in the literature.

The results of simulation studies with different sample sizes are given in Chapter 5.

We perform the analysis of H-matrices approach are compare it with the covariance

tapering in terms of computational and statistical efficiencies due to the similar concept

of both approaches. Moreover, we implement the H-matrix method for another class

of spatio-temporal covariance functions which is not related to SPDEs. We conclude

Chapter by performing a real spatial data application and comparing performance with

covariance tapering and fixed rank kriging. The main conclusions of this thesis are

discussed in the last part of this work, summarizing the obtained results and presenting

possible future directions of the research.





Chapter 1

Literature review

1.1 Statement of the problem

Consider N observations Z = (Z(x1), . . . , Z(xN))T from a Gaussian Random Field

(GRF) {Z(x)} defined over a domain indexed by x, where x denotes either a spatial

x : s ∈ Rd or spatio-temporal domain of observations x : (s, t) ∈ Rd × R.

From a mathematical point of view, it is correct to consider a point in the Rd+1

dimension. In spatial statistics we keep the physicists viewpoint and do not consider

spatial and temporal dimension in the same way due to the major differences between

the spatial and temporal coordinates. Namely, that the time axis is ordered compared

to the spatial one. Therefore, an observation is considered as a point on Rd ×R, where

Rd is the d-dimensional Euclidean space and R is the time dimension.

In what follows, we assume that the spatial (spatio-temporal) process Z(x) satisfies

the regularity condition, Var(Z(x)) <∞ for all x ∈ Rd×R. Then we can define the mean

function as µ(x) ≡ E(Z(x)) and the covariance function as c(xi, xj) ≡ cov(Z(xi), Z(xj))

for i, j = 1, . . . , N .

The covariance function c : Rd × Rd → R must be a positive-definite function, such

that for any x1, . . . , xN , any real weights λ1, . . . , λN and any positive integer N , the

covariance must satisfy
N∑
j=1

N∑
i=1

λiλjc(xi, xj) ≥ 0

for certain functions c.

In the rest of this work, it is assumed that Z(x) is a second-order stationary, i.e.

it has a constant mean and its covariance function depends only on the gap xi − xj

of the variables, namely cov(Z(xi), Z(xj)) = c(xi − xj) for i, j = 1, . . . , N. Since in

this work we mainly deal with the computational challenges arising when inverting

9



10 Section 1.1 - Statement of the problem

the covariance matrices, without loss of generality we consider a zero-mean GRF (or a

detrended process).

To ensure positive definiteness, one often specifies the covariance function c to belong

to a parametric family with positive definite members. That is

cov(Z(x), Z(x+ a)) = c(a),

where a = (h, u) ∈ Rd × R denotes the spatio-temporal lag.

Consider the stationary spatio-temporal covariance function c. Assume that c is con-

tinuous and that its spectral distribution function possesses a positive spectral density.

The following statements are equivalent:

• c : Rd × R→ R is a positive definite function;

• According to Bochner’s theorem, c is the Fourier transform of a symmetric non-

negative measure µ on Rd × R, that is

c(a) =
1

(2π)d/2

∫
e−ia

T ξdµ(ξ), for ∀a ∈ Rd × R (1.1)

Any continuous covariance function admits the spectral representation (1.1).

Considering parametric covariance function with the vector of the unknown p- di-

mensional parameters θ ∈ Θ ⊆ Rp, the covariance function c(x) := c(x; θ) depends on

unknown parameter θ. We make a statistical inference with respect to θ based on the

Gaussian log-likelihood which can be written as follows

L(θ) = −N
2

log 2π − 1

2
log det(CZ)− 1

2
Z>C−1Z Z, (1.2)

where N is the sample size, CZ is the covariance matrix of Z and det(CZ) is the

determinant of CZ .

As can be seen from (1.2), to make an inference regarding the unknown parameter θ

the exact computation of the log-likelihood requires a computation of det(CZ) as well

as the inverse of the covariance matrix C−1Z which both require O(N3) operations. See

Figure 1.1 as an example of a large spatial dataset with the size of over 2000000 atmo-

spheric carbon dioxide measurements, ppm, (taken from the AIRS dataset1) collected

on the globe.

1available at https://cran.r-project.org/web/packages/FRK/index.html
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Figure 1.1: Satellite carbon dioxide measurements in ppm with irregular allocation

Therefore, the algorithms reducing the cost of the estimation and prediction of GRFs

characterized by spatial or (and) spatio-temporal covariance functions are in great de-

mand. Since the main difficulties arise from dealing with the inverse of the covariance

matrix, there exist two possible strategies to tackle the ‘big N ’ problem:

1. simplification of the model:

• approximate GRF with a Gaussian Markov Random Field (GMRF) proposed

by Lindgren et al. (2011) in the spatial context, the algorithm requires roughly

O(N logN) operations;

• approximate GRF with low-rank methods proposed by Cressie and Johan-

nesson (2008) that yield O(N) operations;

• tapering the covariance matrix suggested by Kaufman et al. (2008)

2. simplification of the fitting method but keeping the model: for example, pseudo-

likelihoods such as composite likelihood.

We do not consider separable structures of the space-time covariance functions as in

the large majority of the studied phenomena interest lies in the interaction of space and

time which gives rise to so-called non-separable models.

In the following sections we start the discussion by introducing methods proposed

in the spatial context with respect to both strategies, and after we describe the non-

separable models developed by Jones and Zhang (1997), Cressie and Huang (1999),

Gneiting (2002), Ma (2003), Stein (2005) and others.
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1.1.1 Approaches proposed to simplify the model

We firstly consider the SPDE based GMRF models described in Lindgren et al. (2011)

which gain a great deal of computational efficiency introducing the sparse pattern in

the precision matrix QZ , i.e. the inverse of the Matérn covariance matrix CZ , which is

one of the fundamental covariances in spatial statistics. Denoting by || · || the Euclidean

distance, the Matérn covariance function of GRF Z(x)

c(x) =
σ2

Γ(ν)2ν−1
(κ||x||)νKν(κ||x||), (1.3)

where ν is a smoothness parameter, Kν is the modified Bessel function of second kind

of order ν > 0, Γ is the Gamma function, κ = ϕ−1 is a scale parameter and σ2 is the

marginal variance.

As known from Whittle (1963), a GRF with the Matérn covariance is the solution of

the Stochastic Partial Differential equation (SPDE)

(κ2 −4)α/2Z(x) = W (x), x ∈ Rd, α = ν + d/2, (1.4)

where W (x) is a spatial Gaussian white noise with unit variance, κ > 0 is a scaling

parameter, 4 is the Laplacian of the dimension d

4 =
∂2

∂x21
+ · · ·+ ∂2

∂x2d
(1.5)

and (κ2 −4)α/2 is the partial differential operator that will be described in details in

the theoretical part of this thesis.

The mean differentiability (or smoothness) of the GRF is determined by the param-

eter ν which leads to the different covariance functions. For example, ν = 0.5 leads

to the exponential type of covariance function (see Figure 1.2), whereas with ν → ∞,

the Matérn covariance converges to the squared exponential (or Gaussian) covariance

function.

The basic idea of SPDE based GMRF models starts with the decomposition of Z(x)

into the linear combination of the basis functions bk(x), with x ∈ Rd

Z(x) =
m∑
k=1

bk(x)βk, (1.6)

where βk are the Gaussian weights, bk(x) is the set of non-orthogonal piecewise linear

basis functions on the triangulated domain with m denoting the number of vertices in
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Figure 1.2: Matérn covariance function with different ν

the triangulation. The joint distribution of the weights βk is defined through the Finite

Element (FE) construction. The Markov property then can be seen by considering the

indexed process as a solution to the SPDE and exploiting it to construct a projection

to the finite element representation, where the weights are normally distributed with

the sparse precision matrix. This leads to a sparse representation of the inverse of

covariance matrix CZ . The intuition can be seen on the Figure 1.3, where the full

conditionals p(xi|x−i), i = 1, . . . , N , only depend on a set of neighbours ∂i to each site

i. Elements in the precision matrix of a Gaussian Markov random field are non-zero

only for neighbours and diagonal elements, i.e. Qij 6= 0 ⇐⇒ i ∈ ∂j ∪ j.
Therefore, for two-dimensional GMRFs, this method (implemented in R-package

INLA by Lindgren and Rue (2015)) leads to a O(N3/2) cost due to the obtained sparsity

in the precision matrix QZ .

However, the Markov property holds only for the integer values of the power α

in (1.4). In particular, it is therefore not directly applicable to the special case of

exponential covariance with ν = 1/2 on R2, where α = 3/2. As will be shown in

Chapter 3, the main benefit of our method over GMRFs is that our application is not

restricted to specific values of α. Bolin et al. (2017) extended the application to the

fractional powers of the pseudodifferential operator. Some papers concerning SPDE

framework include Bolin (2014), Sigrist et al. (2015) and others.

Another approach was proposed by Kaufman et al. (2008) and called ‘covariance

tapering’. In this method, the covariance matrices are ‘tapered’ or multiplied element-

wise by a sparse correlation matrix which results in another positive definite function

with a compact support. With a reason to believe that distant pairs of observations

are independent, we can model this structure using a compactly supported covariance

function which is zero after some threshold (i.e spatial lag).
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Figure 1.3: GMRF representation on the triangulated domain

The tapered covariance matrix takes the form CT = CZ � T (δ), where T (δ)ij =

K(||xi − xj||; δ) and taper (or cut-off distance) is denoted by δ. The ‘�′ notation refers

to the element wise matrix product and called the Hadamard product.

Covariance tapering sets small values of the covariance to zero obtaining a positive

definite sparse covariance matrix. Thus, the product of the original covariance function

and a tapering function K(v; δ), an isotropic correlation function that is identically 0

whenever v ≥ δ.

As an example, see Figure 1.4 with the Wendland correlation function

K(v; δ) =

(
1− v

δ

)4

+

(
4v

δ
+ 1

)
+

,

where v = ||xi − xj||/δ is the spatial lag with xi, xj ∈ Rd. Small values of δ correspond

to more severe tapering and for δ →∞ we get the ML estimator.

Therefore, the tapered likelihood can be written as

L(θ) = −N
2

log 2π − 1

2
log det(CT )− 1

2
ZTC−1T Z, (1.7)

where CT = CZ � T (δ).

Furrer et al. (2006) proved the asymptotic optimality for the prediction under taper-

ing. The benefit of the approach is that it can be adapted to any covariance functions

(compared, for example, to the GMRFs) and the sparsity pattern in the covariance

structure reduces the computational cost exploiting sparse algorithms. However, the

covariance tapering method may not be effective in accounting for spatial dependence

with long range dependence thereby sacrificing some precision as was mentioned in Sang

and Huang (2012). In addition, it is not straightforward how to choose the distance to

taper off. The implementation of this method is based on the R-package spam with the

sparse algorithms and will be used in the application part of the thesis.
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Figure 1.4: Wendland correlation function with different δ (left) and result of ta-
pering (right)

Fixed Rank Kriging or FRK of Cressie and Johannesson (2008) or Gaussian Predic-

tive Process of Banerjee et al. (2008) are in the group of the low-rank approximation

methods. In short, these methods help to perform the exact computations on a lowered

rank or simplified version of the field, thus reducing the size of the matrices.

The Gaussian Random Field Z(x) in FRK is modelled as

Z(x) = η(x) + ε(x), x ∈ Rd, (1.8)

where {η(x) : x ∈ Rd} is the spatial process and ε(x) is a spatial white noise (or fine-

scale process) with mean 0 and var[ε(s)] = ζ2v(s) ∈ (0,∞) for ζ2 > 0 and a known

v(·).
In this approach a spatially correlated mean-zero random process η(x) is decomposed

using a linear combination of spatial basis functions as in (1.6) with random weights.

In other words, the FRK method captures the scales of spatial dependence through a

set of m (not necessarily orthogonal) basis functions, B = (B1(s), . . . , Bm(s))T , where

m is fixed. Thus, η(x) = BT (x)β, where β is a m-dimensional vector. The covariance

structure is further imposed on β, i.e. var(β) = G and G ∈ Rm×m. Therefore, CZ =

BGBT + ζ2V , where V is a diagonal matrix with entries given by the measurement

error variances, i.e. V = diag{v(s1), . . . , v(sN)}.
The key point of such a representation is that the number of the basis functions is

much less than the number of observations, i.e m << N as depicted in the Figure 1.52.

Therefore, the inverse of the reduced covariance matrix of the basis function weights is

computed saving the computational time.

2The picture is obtained from Katzfuss and Cressie (2011)
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Figure 1.5: Locations of the basis functions with the three resolutions

To capture a small-scale variation, the newest implementation of this method was

recently introduced in the R-package FRK of Zammit-Mangion and Cressie (2017) and

will be exploited in the Chapter 5 of this thesis. However, as was stated by Stein

(2014), the low-rank models perform poorly when neighbouring observations are strongly

correlated and the spatial signal is stronger than the noise.

1.1.2 Approaches proposed to simplify the fitting method

Consider a statistical model {f(z, θ), z ∈ Rm}, a set of measurable events {Ak, k =

1, . . . , K} and the associated likelihoods Lk(θ, z) = f(z ∈ Ak, θ). Then, following

Lindsay (1988) a composite likelihood (Lcomp) is the weighted product of the likelihoods

corresponding to each single event

Lcomp(θ, z) =
K∏
k=1

Lk(θ, z)ρk ,

where {ρk, k = 1, . . . , K} are positive weights.

One of the first preudolikelihoods was proposed by Besag (1974). This pseudo-

likelihood is the product of the conditional densities of a single observation given its

neighbours

Lcond(θ, z) =
m∏
i=1

f(zi|z∂i,θ),

where ∂i is the neighbour of i.

In general, composite likelihood methods are based on the idea to subset the data

as, for example, in the Figure 1.6 and find the product of the joint densities of the par-

titioned data. The simplest composite marginal likelihood is the pseudolikelihood con-

structed under independence assumptions which allows the inference only on marginal
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parameters

Lind(θ, z) =
m∏
i=1

f(zi, θ).

Figure 1.6: Split of the spatial domain

Composite likelihood based estimation and prediction do not involve the large N×N
matrix, and reduce the computational complexity from O(N3) to roughly O(N2) floating

operations.

The block composite likelihood method substitutes the original likelihood by a com-

posite likelihood that exploits the spatial blocks resulting in a likelihood function that

requires much less computational effort. The block CL as was described by Eidsvik

et al. (2014) can be obtained through the joint density of the adjacent spatial blocks.

For the general overview of most of the composite likelihood methods see Varin et al.

(2011).

Let zi = z(xi) be the observation of process Z at location xi. Vecchia (1988) proposed

to approximate the full likelihood with the composite conditional likelihood

LCC(θ, z) = f(z1, θ)
m∏
i=2

f(zi|Bi, θ),

where Bi is a subset of {zi−1, . . . , z1} with the size chosen to gain a computational

efficiency. Standard approach of Vecchia (1988) restricts Bi to a number of neighbours

of zi.

Unlike the low-rank methods, the asymptotic properties of the CLs are well defined

and these methods allow for the parallel splitting of the job. However, the strategy

for the subsetting or blocking of observations, selecting conditioning sets depends on

the spatial locations and underlying correlation model which is difficult to determine

in advance. The questions arising in the search of the optimal strategy are: How to

define the suitable partition of the domain?, How to maximize the number of blocks?,

How many observations should be in one block?, How to retain statistical efficiency while
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minimizing the computational cost?. However, the guideline can be partially formulated

after some preliminary analysis of the considered random field.

1.1.3 Spatio-temporal covariance functions

Models that are continuous in space and time are often explored within a Stochastic

Partial Differential Equation or SPDE framework. Among them are works of Whittle

(1963), Heine (1955), Jones and Zhang (1997), Sigrist et al. (2015) and others.

The function (1.3) is one of the possible covariance functions which is a stationary

solution to partial differential equation (1.4). This theoretical result was obtained by

Whittle (1963) who developed a general framework where stationary Random Functions

are related to the SPDEs. In addition, he also presented other examples such as spatio-

temporal models related to diffusion equations with damping.

Lindgren et al. (2011) provided a general theory applied in the spatial context with

a brief mentioning of a possible extension to the spatio-temporal context.

Heine (1955) demonstrated stationary covariance functions as the solutions to some

SPDEs involving hyperbolic, parabolic and other types of second order differential oper-

ators in the two dimensions. For non-separable space-time processes Z(s, t), the SPDE

for a one dimensional spatial process is of the parabolic type(
∂2

∂s2
− c ∂

∂t
− κ
)
Z(s, t) = W (s, t), (1.9)

where W (s, t) is spatio-temporal white noise in R×R, κ > 0 is the damping parameter

and c > 0 is a positive constant. The equation (1.9) can be seen as a heat conduc-

tion equation or diffusion equation. The covariance derived by Heine (1955) from this

parabolic equation has the following form

CZ(s, t) = e−κ|s|Erfc

(
β
√
|t|− κ|s|

2β
√
|t|

)
+eκ|s|Erfc

(
β
√
|t|+ κ|s|

2β
√
|t|

)
, (s, t) ∈ (R×R)

(1.10)

where κ, β are suitable coefficients associated with a parabolic type partial differen-

tial equation (1.9), β = κ/
√
c and Erfc is the error function such that Erfc(a) =

2√
π

∫∞
a
e−v

2
dv if a ≥ 0 and Erfc(−a) = 2− Erfc(a) if a < 0.

Whittle (1962) commented on the necessity to include the loss term κ > 0 in (1.9)

for the spatial dimension d ≤ 2 to have a finite variance of the process Z(s, t). He

demonstrates that for d > 1, the diffusion mechanism does not smooth the process

sufficiently and the spectrum decays too slowly at infinity. Since this is a consequence
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of the irregularity of the input (not smooth enough), it was suggested to include the

autocorrelation in space or time of the random input.

Sigrist et al. (2015) studied a stochastic form of the advection-diffusion equation with

damping. They used a linear combination of deterministic spatial functions (which are

Fourier functions with the spatial wave numbers) with random coefficients that evolve

dynamically for s ∈ Rd

(
∂

∂t
+ µTO− OΣO + κ

)
Z(s, t) = ε(s, t), (1.11)

where O =

(
∂
∂x
, ∂
∂y

)T
is the gradient operator for s = (x, y)T , Σ is the identity matrix,

OΣO is a diffusion term that incorporates anisotropy, ε(s, t) is a Gaussian process that

is temporally white and spatially coloured and µTO models transport effect or so called

advection term. Their approach requires discretization in time for application to discrete

time series but describe many types of natural phenomena.

Another class of spatio-temporal covariance functions was proposed by Cressie and

Huang (1999) who started their discussion from the fact that separable space-time co-

variance functions do not take into account spatio-temporal interactions. They defined

non-separable parametric spatio-temporal covariance functions based on the invertion

of their spectral densities in the space-time framework.

They obtained valid spatio-temporal stationary covariance models cov(Z(s, t), Z(s+

h, t + u)) = C(h, u) with spatio-temporal lag (h, u) by selecting two functions, ρ(ω, u)

and k(ω), that satisfy two conditions

1. for each ω, ρ(ω, ·) is a continuous autocorrelation function on R that satisfies∫
Rd ρ(ω, u)du <∞ and k(ω) > 0;

2.
∫
Rd k(ω)dω <∞.

and allow the integral

C(h, u) =

∫
Rd
ei(h

′w)q(ω, u)dω, q(ω, u) = ρ(ω, u)k(ω) (1.12)

to be analytically evaluated with ω ∈ Rd.

The limitation of this class of space-time covariances is that it requires integrability

and an analytically closed-form of the Fourier integral which sometimes is difficult to

derive.
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For this reason, Gneiting (2002) extended this approach and formulated more gen-

eral class of space-time covariances based on the completely monotone functions and

Bernstein functions.

A function f(v) is called completely monotone over (v1, v2), where −∞ ≤ v1 < v2 ≤
+∞, if it has derivatives f (k) of all orders and

(−1)kf (k)(v) ≥ 0, for v1 < v < v2, k ≥ 0. (1.13)

This class forms a valid non-separable parametric class of space-time covariance func-

tions which is based on the relationship between completely monotone functions and

Laplace transforms of the finite and non-negative measures on R+. From Berstein the-

orem stated in Feller (1957), a completely monotone function can be represented

f(v) =

∫ ∞
0

e−rvdF (r), v > 0

with non-decreasing cumulative distribution function F .

The Berstein function is a positive function ψ(v) for v > 0 with a completely mono-

tone derivative. Thus, the theorem formulated by Gneiting (2002) can be stated as

follows. Let f(v) for v ≥ 0, be a completely monotone function and let ψ(v) for v ≥ 0

be a Berstein function, then the space-time covariance function has the following form

C(h, u) =
σ2

ψ(|u|2)d/2f
( ||h||2
ψ(|u|2)

)
, (h, u) ∈ Rd × R. (1.14)

However, Kent et al. (2011) showed that in certain circumstances the Gneiting model

possesses a dimple. For a fixed spatial lag the temporal covariance is not a decreasing

function of the temporal lag which leads to an undesirable behaviour.

An alternative procedure for generating non-separable space-time covariance func-

tions was provided by Stein (2005) and is based on the spatio-temporal spectral density

g(ω, τ) of the following form

g(ω, τ) = (c1(a
2
1 + ||ω||2)α1 + c2(a

2
2 + τ 2)α2)−ν (1.15)

with c1, c2 > 0, a21 + a22 > 0, α1, α2 are positive integers that control the spatial and

temporal smoothness of the paths of the random function and d1/(α1ν) +d2/(α2ν) < 2.

For example, Jones and Zhang (1997) derived the space-time covariance with the closed-

form solution for d1 = 2 and α2 = ν = d2 = 1.

The spectral density of the form (1.15) is formulated to avoid any kind of discontinuity
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that can be presented in some models and explained by the lack of differentiability

property away from the origin. However, the closed-form of the covariance function

obtained from (1.15) is not known in general.

In the theoretical part of this thesis, we consider covariance functions derived from an

elliptic type of SPDEs as in (1.4) and Stein type spatio-temporal covariance functions

based on the spectral density (1.15).

Among other space-time covariances functions not considered here are anisotropic

covariance functions of Porcu et al. (2006), product-sum models of De Iaco et al. (2001)

and others.





Chapter 2

Hierarchical matrices

2.1 Introduction

In this chapter we detail a theoretical formulation of the hierarchical matrices (or

shortly H-matrices) approach used in the thesis as a tool for the fast approximation of

covariance matrices. To get insight into the hierarchical matrices approach, we firstly

make a distinction between sparse and data sparse matrices which form the basis of the

considered technique. To obtain data sparsity, hierarchical matrices rely on the low-

rank representation which makes most of the matrix operations feasible for the large

data. Since all the matrix operations and factorizations lead to the log-linear time of

the computation, this method attracted attention and nowadays it is widely applied in

statistics. Therefore, H-matrices approach can be applied to tackle a computational

problem in spatial statistics. The application of the H-matrices in spatial statistics is

discussed in section 2.3.

The first part of this Chapter aims to describe the main steps for the implementation

of this technique. Particularly, we describe the construction of the binary cluster tree

and block cluster tree which lead to the discrete structures of the approximated matrix.

Partition of considered domain, as described in sections 2.2.1 and 2.2.2, is based on the

construction of the bounding boxes around the points, chosen clustering technique and

on the estimation of the distances between the boxes. Apart from the chosen clustering

technique, it is required to specify the conditions for the appropriate partition of the

points. This gives rise to so called admissibility condition defined in section 2.2.3. The

standard asymptotic smoothness condition required in order to guarantee the fast decay

of the eigenvalues of the underlying function, is described in section 2.2.4 and exposed

in the theory that relates H-matrices to spatial statistics in Chapter 3.

Section 2.2.5 provides the low-rank techniques that can be used for the approximation

23
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of those blocks of the matrix which satisfy the admissibility condition and derive this

condition for specific types of spatial or spatio-temporal covariance functions.

We conclude Chapter 2 with a short literature regarding the application of the H-

matrices in spatial statistics, including works of Ambikasaran et al. (2013), Ballani and

Kressner (2015), the paper of Litvinenko et al. (2019) which is closely related to our

work.

2.1.1 Low-rank matrices

The main idea of the thesis is to apply H-matrices approach for the approximation

of a covariance matrix in order to reduce the computational cost of the ML estimation.

The starting point here is to understand the benefits obtained in terms of the matrix

operations. Therefore, before introducing the concept of the H-matrices method, we

discuss a low-rank algebra and provide the distinction between sparse and data-sparse

matrices that form the basis of this approach.

A matrix E ∈ RN×N is called sparse if number of non-zero entries is much smaller

than the total number of elements N2. The covariance tapering method discussed in

section 1.1.1 can serve as an example of sparse matrices application. However, the

sparsity of the matrix can be easily destroyed after some matrix operations such as

matrix inversion. This problem can be solved by considering the sparse approximations

to the exact inverse through the sparse algorithms. By contrast, if most of the elements

are non-zero, then the matrix is considered as a dense.

A matrix E ∈ RN×N is called data-sparse if it can be represented by the number

of elements k called rank which is smaller than N . For example, low-rank k approxi-

mation algorithms such as singular value decomposition (SVD) or cross approximation

techniques refer to this category. By storing just low-rank factors, the number of the

elements can be reduced up to 2Nk which leads to great computational savings.

We are now ready to state the first definition of H-matrices. An H-matrix is an

efficient data-sparse representation of the dense matrices. The idea behind H-matrices

is to use low-rank approximation of the blocks of the dense matrix which are located

far from the diagonal entries. The specific partition of the matrix is obtained following

the appropriate conditions which will be discussed in the following sections.

Let C ∈ RN×N be any matrix. As known, the row (column) rank of the matrix is

the amount of the linearly independent row (column) vectors. Therefore, if a matrix C

has rank k, then with any vector x ∈ RN×1, C spans a k-dimensional subspace. If a

matrix C ∈ RN×N has rank k, then it can be written as the product of two factors, as
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C = ABT , where A ∈ RN×k and B ∈ RN×k are in full-matrix representation, i.e.

c11 c12 c13 . . . c1N

c21 c22 c23 . . . c2N

c31 c32 c33 . . . c3N
...

. . . . . .
...

cN1 cN2 cN3 . . . cNN


=


a11 a12 . . . a1k

a21 a22 . . . a2k
...

. . .
...

aN1 aN2 . . . aNk

×

b11 b12 . . . b1N
...

. . .
...

bk1 bk2 . . . bkN

 (2.1)

Thus, the lower the k, the less information is given by the matrix C and the number

of the elements to store is reduced up to 2Nk as was stated by Ambikasaran et al. (2013)

compared to a full matrix with N2 number of elements. Such low-rank representation

of a matrix C can be obtained by several methods, including analytic as well as alge-

braic techniques that will be described later. Following the terminology of H-matrices

approach, we state the Definition 2.1.

Definition 2.1. A matrix C ∈ RN×N is called a low-rank k matrix if it is given in a

factorised form

C = ABT , A ∈ RN×k, B ∈ RN×k, k,N ∈ N0,

where A,B are full matrices.

The main idea of the low-rank matrix representation as in (2.1) is that all the matrix

operations can be performed efficiently. For example, the amount of operations required

for a matrix-vector multiplication Ax, where x ∈ RN , in a full matrix representation is

2N2 − N , whereas for a low-rank matrix it is reduced to 2Nk − N − k with k smaller

than N .

2.2 Construction of the H-matrices

The H-matrices aim to find a low-rank decomposition of matrix blocks which are

not data sparse. To get such a representation, the underlying function should follow

some specific conditions which will be detailed in sections 2.2.3 and 2.2.4. After a low-

rank decomposition is obtained, a binary cluster tree and block clusters are constructed

that result in a hierarchical structure of the matrix (see Figure 2.1 as an example of

H-matrix representation for the exponential type of covariance function). These all are

crucial steps required in order to compress data and perform matrix operations in a

linear cost. We elaborate on each of the steps in details in the next sections.
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Figure 2.1: Hierarchical matrix representation with number of data sites N = 8000
and a block rank k = 16; green and red blocks represent low-rank and dense blocks
respectively

2.2.1 H-clusters

To obtain the structure of a covariance matrix as in Figure 2.1 with the green blocks

C̃k
block approximated in a low-rank k format, we firstly assign to each data location

xi ∈ Rd an index i ∈ I from the index set I ⊂ N. The hierarchical structure in Figure

2.1 is obtained by partitioning the index set I into subsets or, equivalently, associated

data locations xi into clusters. This is required in order to obtain matrix blocks which

further can be factored, such that a low-rank block C̃k
block is characterised by the rank

k, where k << N .

In this section we provide the definitions and discuss the construction of the hierar-

chical cluster tree required for the H-matrix technique.

Let I denote the index set associated with data locations xi for i ∈ I and i = 1, . . . , N .

The data sites should not be necessarily ordered 1. The H-matrix method is based on

the hierarchical partitioning of I following a binary cluster tree structure. Namely, the

partition of an index set I creates the sequence M l
I = {I l1, . . . , I l2l} on each level l with

l = 0, . . . , L−1 of the binary tree, where L is a total number of levels or so called depth.

Definition 2.2. We can define

• root of the tree on the first level, i.e. l = 0, so that M0
I = {I01} = I, where I is

the entire set that contain indices i = 1, . . . , N for all the data sites;

1The method of hierarchical matrices does not require a special ordering of the indices because it
creates its own ordering of indices in I
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• a partition of I is a set of disjoint and non-empty subsets whose union is the entire

set I, i.e. I lq =
s+1⋃
j=s

I l+1
j , where s = 2q − 1 and q = 1, . . . , 2l, so that index set on a

level l is the union of the index sets on the level (l + 1) down the tree;

• I lq is also called a cluster.

The example of the cluster tree partitioning can be seen on the Figure 2.2.

I01

I11

I21 I22

I12

I23 I24

Figure 2.2: An example of the partition of the cluster tree

The hierarchical partitioning starts with the full index set {I01} = I, which is defined

as a root of the cluster binary tree (vertex of the cluster tree on the Figure 2.2). A

suitable technique is further applied in order to find a disjoint partition of the index set

I and use this partition to create index sets on the next levels l.

The hierarchical partitioning of the index set I associated with data locations xi

may be constructed through recursive algorithm. Let xi,w ∈ Rd for i ∈ I, where I =

{1, . . . , N} is the index set for spatial data locations and w = 1, . . . , d. For a subset

σ ⊂ I, we define an axis-parallel box Qσ ⊂ Rd. This box is termed a bounding box of σ

Qσ = [a1, b1]× · · · × [ad, bd], (2.2)

where aw = mini∈σ{xi,w} and bw = maxi∈σ{xi,w} and contains the data points xi for

i ∈ σ.

Then an index set I lq can be partitioned into sets I l+1
2q−1, I

l+1
2q according to the following

cluster algorithm:

• define the coordinate direction w ∈ (1, . . . , d) of maximal extent along which the

index set I lq will be divided, such that (w : argmax|bw − aw|) where aw, bw define

the extent of the bounding box QIlq
of I lq along the spatial direction w;

• split the box perpendicular to this direction into two subdomains by setting cw =

(aw + bw)/2

I l+1
2q−1 = {i ∈ I lq|xi,w < cw}, I l+1

2q = {i ∈ I lq|xi,w ≥ cw}.
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This procedure is applied recursively to all the clusters (or index sets) until an index

set has size N < Nmin, where Nmin is so called leafsize and can be stated in advance.

2.2.2 H-block clusters

In the previous section we described the concept of hierarchical partitioning of the

index set I associated with the data locations. We now define the hierarchical block

partitioning which leads to a final representation of hierarchically partitioned covariance

matrix C̃ as in the Figure 2.1.

Let I, J ⊂ N now denote finite row and column index sets2 respectively. From now

on, we denote the underlying covariance function c(·) by c(xi, xj) to emphasize the

dependence of the covariance on two data locations xi, xj ∈ Rd. Then a full covariance

matrix with the data sites xi, xj on the level l = 0 (root level of the cluster tree) is

C ∈ RI×J for i ∈ I and j ∈ J , where the number of indices in each of I and J is the

number of data sites N .

As in the previous section we can associate the row and column partitions M l
I and

M l
J , such that a block partition can be defined as M l

I×J = {bl1, . . . , bl22l}, where a block

blq ⊂ I × J and l = 0, . . . r with q = 1, . . . , 22l, where r is the minimum between the

depths LI and LJ .

Definition 2.3. We give the definition of the hierarchical block tree with the root I×J
required for the construction of the matrices RI×J in the H-format

• M l
I×J is a hierarchical partition of I × J ;

• for every block blq, we can define σ ⊂ I and τ ⊂ J , such that blq = σ × τ ;

• block cluster tree is characterised by the partition MI×J = {b1, . . . , b22l} of I × J ,

where each block bq ∈
⋃

l∈{0,...,L−1}
M l

I×J .

Since a block tree is a special cluster tree for I × J , it corresponds to a disjoint par-

tition of matrix entries which, in turn, leads to the block structure of matrix. Following

definition 1.14 of Grasedyck and Hackbusch (2003) reformulated in our framework, the

covariance matrix C approximated with the H-method with a block σ×τ can be defined

as

{C ∈ RI×J | ∀ σ × τ ⊂ I × J : rank(Cσ×τ ) ≤ k or N(σ) ≤ Nmin or N(τ) ≤ Nmin}
2‘row’ and ‘column’ are defined with a reference to matrix
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where k is the rank of a block, Nmin is the leafsize, N(σ) (or N(τ)) is a number of the

elements σ ⊂ I (or τ ⊂ J).

The partition of the block cluster tree must follow so called admissibility condition

which we describe in details in the next section. If bq ∈MI×J is admissible, the partition

of this block stops, otherwise it is continued by recursive algorithm. Considering the

example given in the previous section (Figure 2.2), the root block (l = 0) can be denoted

as I01 × I01 . The blocks I lq × I lq′ that are not admissible are recursively partitioned, i.e.,

I lq × I lq′ is partitioned into the set

{I l+1
2q−1 × I l+1

2q′−1, I
l+1
2q × I l+1

2q′−1, I
l+1
2q−1 × I l+1

2q′ , I
l+1
2q × I l+1

2q′ }

on each level l.

The example of the block partition of H-matrix with level l = 0, . . . , L, where L = 2,

based on the cluster tree with spatial data sites can be seen in the Figure 2.3. We notice

that the spatial sites xi are permuted based on their ‘proximity’ and are assigned new

indices on each level l. A covariance matrix C has aH-matrix representation if for ∀σ×τ
with N(σ) ≤ Nmin or N(τ) ≤ Nmin, a matrix block Cσ×τ admits a full representation

(red-coloured blocks) and low-rank k representation for the other leaves (green-coloured

blocks).

Figure 2.3: Block partition (on the left) of the H-matrix according to the cluster
tree (on the right) with l = 0, . . . , 2
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As an example of H-matrices application, we consider the algorithm of a matrix-

vector multiplication. Let covariance matrix C̃ be approximated with H-matrix ap-

proach. Then the matrix-vector multiplication y = y+ C̃x, with x ∈ RJ , y ∈ RI can be

accomplished by the function MV (C̃, I × J, x, y) in the Algorithm 1.

Algorithm 1 Matrix-vector multiplication C̃x

Function MV (C̃, σ × τ, x, y)
if σ × τ is not a leaf block then

subsdivide block: for each σ′ × τ ′ ⊂ σ × τ do MV (C̃, σ′ × τ ′, x, y)
else

full or low-rank k block: yσ = yσ + C̃σ×τxτ
end if

The complexity estimates for all the operations involving H-matrices can be found

in Hackbusch (2015).

To conclude this section, we formulate a new definition of the H-matrices. The H-

matrix is a matrix whose block index set has been hierarchically partitioned and whose

resulting matrix blocks are given in the factored form.

2.2.3 Admissibility condition

One of the main ideas of H-matrix method is to find a low-rank k representation of

separate blocks of the matrix. The admissibility condition is required to define which

block σ × τ ⊂ I × J can be approximated by a rank-k matrix. Therefore, we describe

this condition in details.

Let I, J be two finite index sets and MI×J is a partition of I × J as was defined in

the previous section. In general, the admissibility condition can be defined as a function

Adm : MI×J → {true, false},

so that a block bk : σ × τ is called admissible if Adm(bk) = true.

Definition 2.4. Let xi ∈ Rd for i ∈ I be a set of data locations for an index set I. For

σ ⊂ I and τ ⊂ J , a cluster pair (σ, τ) is considered admissible if

min{diam(Qσ), diam(Qτ )} ≤ η dist(Qσ, Qτ ) (2.3)

with some η > 0, the bounding boxes Qσ = [a1, b1] × · · · × [ad, bd], aw = mini∈σ{xi,w}
and bw = maxi∈σ{xi,w} for w = 1, . . . , d, and Qτ = [c1, d1]× · · · × [cd, dd].



Chapter 2 - Hierarchical matrices 31

We define

diam(A) = max
x,x′∈A

||x− x′||, dist(A,B) = min
x∈A,x′∈B

||x− x′||,

i.e. the diameter and distance of bounding boxes are computed with respect to the

Euclidean norm.

The intuition behind the Definition 2.4 can be stated as follows. The error |c(xi, xj)−
c̃(xi, xj)| of a low-rank approximation of the covariance function c(xi, xj) converges

exponentially fast in k provided that the condition (2.3) is satisfied. In other words, the

speed of convergence can be defined by the equation (2.3).

As was discussed in Hackbusch (2015), the smaller the parameter η, the more favourable

is the admissibility property. In some applications, there is no upper bound. As soon

as η is fixed or if we do not want to specify its value explicitly, it is suggested to leave

its default value which is η = 1. Litvinenko et al. (2019) exploited the value of η = 2,

but without expanding on the choice.

The condition (2.3) will be justified and explained with its practical application on

the completely monotone functions in the section 2.3.1, where we also expose in details

the origin of the parameter η.

We now briefly discuss a new procedure for the application of H-matrices in the

space-time domain Rd × R. The procedure starts with the defining the spatial I and

temporal U index sets in the same way as was described in section 2.2.1. We then

construct the spatial bounding boxes Qσ with σ ⊂ I and Qτ with τ ⊂ J as was defined

in the previous section. For the temporal dimension, we obtain the time interval Pγ

with γ ⊂ U and Pδ with δ ⊂ E which are further partitioned and the ordered nature of

the time axis is preserved.

Figure 2.4: Partition of the time axis

On each level l of space-time partition we obtain clusters with Cartesian products of

spatial bounding boxes Qσ and temporal intervals [a, b], i.e. Qσ×[a, b]. A block tree with

space-time clusters is then constructed based on the new admissibility condition between

space-time blocks Qσ× [a, b] with [a, b] ∈ Pγ and Qτ × [a′, b′] with [a′, b′] ∈ Pδ. However,

this condition should be adapted specifically to each space-time function separately and

will be derived for some cases in section 2.3.1. See Figure 2.4 for the partition of the
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time axis. The blocks that are inadmissible and not smaller than Nmin are recursively

partitioned, i.e. the partition stops when a block becomes admissible or Nmin is achieved

as in the spatial case.

2.2.4 Asymptotic smoothness condition

Another formulation of the H-matrices can be stated as follows. If the covariance

function is differentiable and can achieve the analytic form away from the diagonal, it

allows for its separable approximation by the H-method. It worth to mention that the

matrix C resulting from a covariance function c(·) is neither a sparse matrix nor a data

sparse (section 2.1). To find a data sparse representation of some blocks of the covariance

matrix, their low-rank decomposition can be exploited. According to Hackbusch (2015),

to admit such a representation it is necessary that the underlying functions satisfy so

called ‘asymptotic smoothness condition’.

The benefit of such a condition is that it guarantees an ‘automatic’ fulfilment of

the admissibility condition discussed in the previous section. In other words, there is

no need to explicitly derive the condition (2.3) provided that the asymptotic smooth-

ness condition is satisfied. However, not all the functions can satisfy this condition.

Therefore, this thesis aims to find out whether this condition can be satisfied by some

spatial (or spatio-temporal) covariance functions. If this condition is satisfied, then it

guarantees a successful approximation of the covariance matrices by the H-matrices.

We define a d-dimensional multi-index notation α = (α1, α2, . . . , αd) of non-negative

integers. For the multi-index α ∈ Nd
0 sum of the components or absolute value can

be written as |α| = α1 + α2 + · · · + αd and higher-order partial derivatives as ∂α =

∂α1
1 ∂α2

2 . . . ∂αdd , where ∂αii = ∂αi/∂xαii of the dimension d.

We now state the Definition 2.5 of the asymptotically smooth functions given by

Hackbusch (2015) and reformulated in terms of covariance functions.

Definition 2.5. Let Xi, Xj ⊂ Rd be subsets such that the function c(xi, xj) is defined

and arbitrarily often differentiable for all spatial locations xi ∈ Xi and xj ∈ Xj with

xi 6= xj for i, j = 1, . . . , N . Then the function c(xi, xj) is asymptotically smooth if there

exist constants p1, p2 ∈ R+, such that for all multi-indices α ∈ Nd
0 , one has

|∂αx c(xi, xj)| ≤ p1|α|!p|α|2 (||xi − xj||)−|α| (2.4)

for all xi 6= xj.
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The factor p
|α|
2 allows for a change of the growth behaviour. The derivatives tend to

0 as ||xi − xj|| → ∞. The details of the condition (2.4) are also given in Hackbusch

(2015).

Asymptotically smooth and admissibility conditions are related in such a way that

the functions that are asymptotically smooth allow for degenerate approximations of

the functions on pairs of domains satisfying the admissibility condition (2.3), such that

as in Grasedyck and Hackbusch (2003)

max
(xi,xj)∈Qσ×Qτ

|c(xi, xj)− c̃(xi, xj)| = O(pk
1/d

σ,τ ) (2.5)

for a block τ × σ ⊂ I × J and the constant pσ,τ < 1 depends on the ratio of their

distance and diameter in the admissibility condition (2.3). Therefore, the condition

(2.4) is required to ensure pσ,τ < 1. In this way, we guarantee an exponential conver-

gence with respect to the rank k. The implication of the function being asymptotically

smooth is that the blocks of the corresponding matrix located away from the diagonal

have exponentially decaying singular values and are well-approximated by the low-rank

matrices.

At first sight, the condition (2.4) seems to be restrictive. However, as will be seen

from the Chapter 3, this condition is satisfied by the covariance functions derived from

the stochastic partial differential equations. In Chapter 5 of this thesis we consider

the condition (2.4) for the approximation of the Matérn covariance function (1.3) by

H-matrices.

2.2.5 Low-rank approximation methods of admissible blocks

In this section we focus on the block of the covariance matrix Ck
block and aim to find

a low-rank approximation Cblock ≈ AB>, so that the block of the covariance can be

written

Ck
ij|block ≈

k∑
ν=1

AiνBjν ,

where A = (aiν) ∈ Rτ×k and B = (bjν) ∈ Rσ×k. Such a representation can be attained

for a block of the matrix that satisfies the admissibility condition (2.3).

Definition 2.6. A function f is said to be degenerate (or separable) if it can be written

as a sum of terms, each being a product of a function a of xi and a function b of xj.
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Therefore, if the underlying covariance function c(xi, xj) from the matrix C allows for

such a separable approximation, then the block matrix yields a low-rank approximation

c̃kblock(xi, xj) =
k∑
ν=1

aν(xi)bν(xj), xi ∈ Qσ, xj ∈ Qτ (2.6)

on a subset Qσ ×Qτ ⊂ Rd × Rd, where k is the rank of matrix.

We now discuss two analytical methods to construct separable expansions c̃k(xi, xj)

of the covariance function c(xi, xj): (1) Taylor expansion and (2) Polynomial interpola-

tion. We will also briefly expand on the algebraic method known as an adaptive cross

approximation.

If the covariance function c(xi, xj) allows for a separable approximation c̃(xi, xj) as

in (2.6) on a subset Qσ × Qτ ⊂ Rd × Rd, then the corresponding matrix block, where

xi ∈ Qσ and xj ∈ Qτ , has at most rank k.

We further consider c(xi, xj) as a function of xi ∈ Qσ for a fixed xj ∈ Qτ which can

be written through the sum of Taylor expansion with respect to xi around a point of

expansion x0i, which is the midpoint of Qσ

c(xi, xj) =

p∑
|α|=0

(xi − x0i)α
1

α!
∂αxic(x0i, xj) +Rk, (2.7)

where the remainder term Rk depends on the rank k and the rate of convergence (2.5).

The rank of expansion k is the number α ∈ Nd such that |α| < p =
(
p+d−1
d

)
. Thus the

approximation c̃k(xi, xj) yields

c̃k(xi, xj) =

p∑
|α|=0

(xi − x0i)α
1

α!︸ ︷︷ ︸
a(xi)

∂αxic(x0i, xj)︸ ︷︷ ︸
b(xj)

. (2.8)

As a common practice the point of expansion x0i is chosen to be a center of a bound-

ing box Qσ (respectively of Qτ with respect to x0j). As can be seen, the Taylor expansion

(2.7) requires many computations of the multidimensional derivatives which are difficult

to find and, thus, works only if the derivatives of a function can be evaluated efficiently.

In order to avoid this restriction, in this work we exploit Lagrange polynomial interpo-

lation technique.

For the low-rank approximation of the off-diagonal blocks Lagrange interpolation can

be applied with the basis consisting of polynomials Lα. Let x̂α = (x̂n1,1, . . . , x̂nd,d) ∈ Rd,

α = (α1, . . . , αd) ∈ {1, . . . , p}d be pd points on a tensor grid which are transformed to
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the intervals within a bounding box Qσ

x̂e,f =
ae + be

2
+
be − ae

2
cos

(
2f − 1

2p
π

)
, (2.9)

where e ∈ {1, . . . , d} and f ∈ {1, . . . , p}. Therefore, for d = 1, Lagrange polynomials in

[ae, be]

Le,f (x) =
∏

r∈{1,...,p}\{f}

x− x̂e,r
x̂e,j − x̂e,r

(2.10)

and the multivariate interpolation problem can be solved by the tensor product of uni-

variate Lagrange interpolation

Lα(x) = L1,n1(x1) · · · · · Ld,nd(xd) (2.11)

and Lα(x̂r) = δα,r for |r| < p (Kronecker delta function). Thus, the Lagrange interpo-

lation which approximates a function at the point x̂α can be formulated as follows

c̃k(xi, xj) =
∑
|α|<p

Lα(xi)︸ ︷︷ ︸
a(xi)

c(x̂α, xj)︸ ︷︷ ︸
b(xj)

, (2.12)

where the rank k = pd.

One of the most important decompositions of the matrix is the singular value de-

composition (SVD). A k-order SVD representation in Hackbusch (2015) of a matrix

C ∈ RM×N can be writen as Ck = UΛkV
T =

∑k
i=1 λiuiv

T
i , where the first singular val-

ues k = min(M,N) are given in the decreasing order, i.e. λ1, λ2, . . . , λk and U ∈ RM×M

and V ∈ RN×N . The faster the decay, the more weight is given by the first singular

values.

A fast decay of the singular values of the matrix is required to guarantee the conver-

gence of the error of the low-rank approximation. This leads to the fact that the most

weight is concentrated on the diagonal and more blocks are given in the low-rank k form

which entails the lower computational cost. Then the best approximation of a matrix

by the H-method can be obtained by preserving the biggest first k singular values.

As known, SVD is a computationally expensive operation. Therefore, as another

approximation technique we refer to the algebraic approach which is called a rank-k

adaptive cross approximation (ACA). As was discussed in the beginning of this chapter,

any matrix C ∈ RN×N can be represented as C = ABT , where A ∈ RN×k and B ∈ RN×k.

This form of the matrix of the rank k can be obtained through the ACA algorithm which

computes vectors as and bs that form C̃k =
∑k

s=1 asb
T
s such that ||C − C̃k||F ≤ ε. The
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Algorithm 2 Adaptive cross-approximation C ≈ ABT

while threshold is not achieved do
p = 0;
Choose a pivot element ciljl which is not close to 0;
Compute il row and jl column of C;
Set al = c,jl and bl = cTil,/ciljl
Perform C = C − albTl ;
p = p+ 1;

end while

approximation is terminated when some threshold ε is achieved. See Algorithm 2 for

the details.

Remark. In general there exist two different H-matrix approximation strategies. The

fixed rank strategy is the method where each sub-block has maximal rank k. However,

all the blocks are different and, thus, the accuracy of the approximation in each block

cannot be controlled. The adaptive rank strategy is based on the idea to represent

each block with absolute accuracy (in the spectral norm) which is smaller than ε or

better (smaller). The adaptive rank strategy is useful when the accuracy in each block

is crucial.

2.3 H-matrices in spatial statistics

The first and basic idea of this thesis is to apply the H-matrices to the covariance

matrices in spatial statistics framework. We aim to approximate CZ by a matrix C̃Z

which can be stored in a data-sparse format so that the computational cost of the matrix

operations is reduced.

As discussed in the previous section, the application of the H-matrices in the spatial

context can be motivated by the fact that all the matrix operations and factorizations

lead to the O(kbN logbN) floating point operations, where k is the rank, N is a number

of observations and b = 1, 2 as mentioned by Litvinenko et al. (2019). Matrix-vector

operations can be also computed at linear cost which is widely applied in computation

of the maximum likelihood estimation (MLE) which is one the most important goals in

statistics.

For example, maximum likelihood estimation (1.2) can serve as one of the examples

of the H-matrices application in statistics and it was exploited in Litvinenko et al.

(2019). As known, computation of the maximum likelihood can be composed of the

Cholesky decomposition that can reduce the computational cost from O(N3) to O(N2),

followed by the corresponding solver using the vector of observations Z. Moreover, the
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determinant can be found by simply computing the product of diagonal entries of the

Cholesky factor Λ. According to Litvinenko et al. (2019), the Cholesky factorization

with the H-matrices application results in the computational cost of O(k2N log2N),

thereby reducing the total cost of the MLE. Very recent application of the H-matrices

was performed with respect to the first and second-order derivatives of the likelihood

by Geoga et al. (2019).

Within the Bayesian geostatistical framework, the major problem which arises is to

make an inference of the underlying process when a large amount of the measurements

becomes available. This inference involves the infeasible computation of the inverse of

the dense matrices. As was discussed in Ambikasaran et al. (2013), the estimation of the

posterior mean and probability distribution requires the computation of the inverse of

the covariance with the cost O(m2n+mN2+mpN), where N is the number of measure-

ments and m is a set of the unknowns with m >> N . To reduce the computational cost

they describe the fast algorithms. Among them are the Fast Fourier Transform (FFT)

method which is applied to the regular grid to obtain a specific Toeplitz structure, Fast

Multipole method (FMM) proposed by Greengard and Rokhlin (1987). FMM relies on

the analytic expression for the multipole expansion of the kernel function and is similar

to the H-matrices approach. At last, they consider the H-matrices technique and apply

this method to the approximation of P .

OriginallyH-matrix technique was developed for the approximation of dense matrices

coming from partial differential and integral equations in details described in Hackbusch

(2015). Particularly, this method is widely applied to the discretized operator whenever

the underlying kernel function is asymptotically smooth. As known from Whittle (1963),

the Matérn covariance (1.3) is the solution of stochastic partial differential equation with

the elliptic operator (1.4) and can be considered as a Green function. The link between

the Green function and the H-matrices will be discussed in Chapter 3 of this thesis.

Other applications of the H-matrices include Ballani and Kressner (2015) that ex-

ploited H-matrices approach to find a maximum log-likelihood estimator of a dense

covariance matrix inverse from p-variate Gaussian distribution and Li et al. (2014) that

considered Kalman filter variant powered by H-matrices.

In addition, there exist other variants of the hierarchical matrices that can be found

in the literature, for example HODLR matrices Ambikasaran et al. (2013) and recursive

hierarchical matrices of Chen and Stein (2017). In this thesis we exploit one of the first

H-matrices proposed by Hackbusch (2015).

To conclude, we summarise the main steps required to find an H-representation to a

covariance matrix.
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1. Check the asymptotic smoothness condition of the underlying covariance function

c(x) which leads to the effective low-rank approximation C̃k
block of specific blocks of

a covariance matrix C. This condition has link to the partial differential equations

and can be adapted to the stochastic framework. This will be discussed in Chapter

3.

2. Formulate a general admissibility condition which dictates the partition of the

covariance matrix into the blocks of the dense (red-coloured) and low-rank (green-

coloured) structures (see Figure 2.1 as an example of such partition). The blocks

Cblock of a covariance matrix which satisfy the admissibility condition (i.e. green

blocks) are approximated in a low-rank format, i.e. we obtain C̃k
block. In Chapter

5 we will adapt this condition to the spatial statistics.

3. Obtain a suitable hierarchical partitioning of sets of indices which are assigned to

all locations xi ∈ Rd for i = 1, . . . , N , following a binary cluster tree structure;

define the hierarchical block partitioning (or block clusters) as the Cartesian prod-

ucts of the index sets which form the blocks of a covariance matrix. These are

crucial steps required in order to compress data and perform matrix operations in

a linear cost.

2.3.1 Admissibility condition for covariance functions

In this section we aim to derive the admissibility conditions, required for low-rank

k representation of a block, for several classes of covariance functions. The asymptotic

smoothness condition discussed in section 2.2.4 is required in order to guarantee an expo-

nential convergence of the error of approximation of the function by low-rank techniques

|c(xi, xj) − c̃(xi, xj)|, so that pσ,τ < 1 in (2.5). However, we can start from the ‘root’

and find the Taylor series expansion of a covariance function which, however, requires a

computation of the derivatives. The new admissibility condition can be then obtained

in order to guarantee the exponentially convergence of error |c(xi, xj) − c̃(xi, xj)|. We

now will provide some examples in order to comprehend a link between admissibility

condition and low-rank approximation, particularly Taylor series expansion.

We begin by considering completely monotone functions as in (1.13) given in section

1.1.3. Typical examples of such functions are given in the Table 2.1.

As an example, we consider a completely monotone function with xi, xj ∈ R

f(xi, xj) = (1 + |xi − xj|)−1,
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from the Table 2.1 with c, γ, ν = 1, where xi ∈ Qσ, xj ∈ Qτ , σ ⊂ I, τ ⊂ J .

Let disjoint intervals be defined as Qτ : [a, b], Qσ : [c, d], Qτ × Qσ be a subdomain

with the property b < c. The derivative of order α is of the following form

∂αxif(xi, xj) = (−1)αα!(1 + |xi − xj|)−α−1.

Then, in the radius of convergence, the Taylor series of f(x1, xj) in x0i = (a+ b)/2 ∈
Qσ is f(xi, xj) =

∑∞
α=0

1
α!
∂αx f(x0i, xj)(xi − x0i)α with the remainder

f(xi, xj)− f̃(xi, xj) =
∞∑
α=k

1

α!
∂αx f(x0i, xj)(xi − x0i)α,

such that∣∣∣∣ ∞∑
α=k

1

α!
∂αx f(x0i, xj)(xi − x0i)α

∣∣∣∣ =

∣∣∣∣ ∞∑
α=k

(−1)α
α!

α!
(xi − x0i)α(1 + |x0i − xj|)−α−1

∣∣∣∣ ≤
≤
∣∣∣∣ ∞∑
α=k

(−1)α
(
xi − x0i
x0i − xj

)α∣∣∣∣ (2.13)

Let xi ∈ [a, b], a < b and xj ∈ [c, d]. Then from (2.13)

∞∑
α=k

∣∣∣∣xi − x0ix0i − xj

∣∣∣∣α ≤ ∞∑
α=k

∣∣∣∣ |x0i − a|
|x0i − a|+ |c− b|

∣∣∣∣α
=

(
1 +
|xoi − a|
|c− b|

)(
1 +

|c− b|
|xoi − a|

)−k
,

from where, since 1 + |c−b|
|x0i−a| > 1, the radius of convergence covers the whole interval

[a, b].

If c→ b then the estimate for the remainder tends to infinity and the remainder can

Function Parameters

f(x) = exp(−cxγ) c > 0, 0 < γ ≤ 1
f(x) = (2ν−1Γ(ν))−1(cx1/2)νKν(cx

1/2) c > 0, ν > 0
f(x) = (1 + cxγ)−ν c > 0, 0 < γ ≤ 1, ν > 0
f(x) = 2ν(exp(cx1/2) + exp(−cx1/2))ν c > 0, ν > 0
f(x) = exp(−c1x)− exp(−c2x)/x −c2 < −c1 ≤ 0
f(x) = (axα + 1)−β a > 0, 0 < α ≤ 1, 0 ≤ β ≤ 1

Table 2.1: Examples of the completely monotone functions
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diverge. However, if we replace the condition b < c, i.e., the disjointness of the intervals,

by the stronger admissibility condition (2.3), where

η =

(
1 +
|xoi − a|
|c− b|

)
, (2.14)

which is simply a constant independent of the order k, then a uniform bound for the

approximation error is independent of the intervals as long as the admissibility condition

is fulfilled.

We conclude, that the remainder of the truncated Taylor series, |f(xi, xj)− f̃(xi, xj)|,
converges for any k ∈ N in the interval Qτ if and only if diam(Qσ) ≤ dist(Qσ, Qτ ), where

diam(Qσ) = |x0i − a| and dist(Qσ, Qτ ) = |c − b|. Therefore, we obtain uniform bound

independently of the chosen intervals and the error decays exponentially with respect to

the order k. Therefore, the error is small if the admissibility condition is satisfied and

the diameter of the clusters is controlled.

We formulate now the Theorem 2.1 and give the general proof of the convergence of

the Taylor series of completely monotone functions required to satisfy (2.5).

Theorem 2.1. Any completely monotone in 0 < x < b function f(x) can be represented

by a convergent Taylor series.

Proof. Consider Taylor series of the function f(x) with the exact remainder around

point b > 0

f(x) =
N∑
k=0

f (k)(b)
(x− b)k

k!
+RN(x) (2.15)

or

f(x) = TN(x) +RN(x).

We note that each term in (2.15) is positive for x ∈ (0, b) due to the definition

(1.13) and the fact that the polynomials (x− b)k have alternating signs. It means that

partial sum TN(x) creates a monotone increasing sequence in the interval (0, b). We

need to define whether the remainder converges. The remainder formula for Taylor

series expansion

RN(x) =
f (N+1)(c)

(N + 1)!
(x− b)(N+1)

for some c ∈ (0, b). We have RN(x) = f(x) − TN(x) ≥ 0, thus the partial sums and

the Taylor series converge in (0, b). Since f (N+2)(x) < 0, then |f (N+1)(x)| are decreasing

functions. Thus if, for example, we consider x in the interval (3b/4, b) with a point of
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expansion b/2, we have

RN(x) =
f (N+1)(c)

(N + 1)!
(x− b)(N+1)

≤ |f (N+1)(a+b
2

)|
(N + 1)!

(
b/4)(N+1),

where the quantity on the right converges to 0 with increasing N .

It follows that the series converges to f(x) for x ∈ (3b/4, b) and since b is arbitrary,

f(x) is analytic in a neighbourhood of the real axis. This completes the proof.

As was mentioned, the fast convergence of the Taylor series guarantees the small

error of the approximation of |c(xi, xj) − c̃(xi, xj)| and, thus, the effective low-rank

representation of a block of the matrix that satisfy the admissibility condition.

Another innovation of this thesis is the implementation of the H-matrices in the

spatio-temporal setting. Therefore, we now aim to find the admissibility condition

based on its analytical derivation for spatio-temporal covariance functions for Gneiting

(2002) and Ma (2003) type of spatio-temporal covariance functions.

We firstly discuss a spatio-temporal covariance function provided in Ma (2003). From

a second order stochastic partial differential diffusion equation (1.9) Heine (1955) de-

rived the space-time covariance function (1.10). However, as was mentioned before,

Whittle (1962) noticed non-regular behaviour of the spatial variance derived from (1.9).

Ma (2003) derived the space-time covariance function replacing the spatial (temporal)

component of (1.10) by the spatial (temporal) variogram and obtained the following

form

C(s, t) = e−α|t|erfc

(√
γ(s)− α|t|√

γ(s)

)
+ eα|t|erfc

(√
γ(s) +

α|t|√
γ(s)

)
, s, t ∈ Rd × R

(2.16)

where γ(s) is intrinsically stationary variogram on Rd and α > 0.

As was discussed in Stein (2005), the derivative of the order m 6= 0 in space and k

in time of (2.16) has the following form

D(ml,k)C(s, t) = exp

{
− γ(s)− α2t2

4γ(s)

}∑
l

λlt
βlγ(s)−αl−

1
2

∏
l

{
Dmlpγ(s)

}δlp
, (2.17)

where αl, βl and δlp are non-negative integers and l = 1, . . . , d. According to the derived

asymptotic smoothness condition of Iske et al. (2017), the last term of the right part in

(2.17)

|Dmlpγ(s)| ≤ c|mlp|b||s||−|mlp|−2a
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with the constants c, a and b ∈ R.

Since we are interested in the asymptotic behaviour of the derivative (2.17), then as

t → ∞, s → ∞ (γ(s) → 1), the derivative with respect to t and s is a fast decaying

function. Then for the convergence of the Taylor series of the covariance function (2.16)

with the derivative (2.17), the following space-time condition can be obtained in Rd×R

diam{Qσ} · diam{Pγ} ≤ η dist{Qσ, Qτ} · dist{Pγ, Pδ},

where η is a fixed parameter, data sites s ∈ Qσ ⊂ Rd, s′ ∈ Qτ ⊂ Rd and timestamps

t ∈ Pγ ⊂ R and t′ ∈ Pδ ⊂ R, with Pγ, Pδ defined as in section 2.2.3.

A space-time admissibility condition for Gneiting class of spatio-temporal covariance

functions (1.14) can be also obtained based on its analytical derivation. For example,

for the specific type of (1.14), which is

C(s, t) =
σ2

(|t− t′|/a+ 1)d/2
exp

(
− ||s− s′||2
c(|t− t′|/a+ 1)

)
, (2.18)

the Taylor series of (2.18) around the point of expansion (s0, t0) ∈ Rd × R converges

if |t − t0| < |t′ − t0|/a + 1. Therefore, the admissibility condition can take the form

min{diam(Pγ), diam(Pδ)} < η dist(Pγ, Pδ) for t ∈ Pγ ⊂ R and t′ ∈ Pδ ⊂ R.

Since the derivation of aforementioned conditions could be cumbersome, next Chap-

ter provides a general framework for the application of H-matrices to covariance func-

tions from GRF obtained as a solution to the Stochastic Partial Differential Equations

(SPDEs).

2.3.2 Preserving symmetry and positivity of covariance

The technique of hierarchical matrices is not exact. The factorizations of all ad-

missible blocks of an H-matrix with the low-rank technique, such as ACA algorithm

discussed in the section 2.2.5, may entail a symmetry loss, i.e., a symmetric covariance

matrix C can be approximated by a non-symmetric C̃. However, this problem is easily

solved by computing only the upper triangular part of an C̃ and using its transpose for

the respective blocks in the lower triangular part.

While the problem of symmetry loss can be easily dealt with, the situation is different

for positive definiteness property of a covariance. If C is positive definite, then C̃ will

eventually be also positive definite since C̃ → C when error ε→ 0. However, too small ε

are impractical for the applications. As was discussed in the section 2.2.5, the error can

also depend on the choice of the local rank k. Since the accuracy improves exponentially
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with increasing k, a moderate choice of k suffices to reach a given tolerance. However,

the computational cost increases with k. It is cheaper to perform the calculations with

small k with the lowered accuracy.

The method of hierarchical matrices is rather robust, see Bebendorf and Hackbusch

(2007) for the detailed discussion. However, with the approximation by H-matrices, the

error can propagate and perturb the eigenvalues of the resulting matrix. If the smallest

eigenvalue is close to the origin compared with the rounding accuracy ε, the result of

these operations might become indefinite. Therefore, the Cholesky decomposition may

fail. In fact, it is also a common situation for the exact covariances when the sampling

locations are too close which leads to numerical singularities.

Litvinenko et al. (2019) also discussed this problem and proposed to use a block

H-Cholesky algorithm or use LDLT factorization instead of Cholesky LLT . Alterna-

tively, one could simply add a small constant to the diagonal of C̃, albeit sacrificing

approximation accuracy for the sake of positive definiteness. In the paper of Bebendorf

and Hackbusch (2007), it is also proposed to modify the values on the diagonal. Then

it can be guaranteed that a positive definite input matrix remains positive definite after

approximations.

To conclude, it needs to be decided whether it is worth to pursue positive definiteness

at the expense of accuracy and/or computational efficiency.





Chapter 3

Stochastic Partial Differential

equations approach

3.1 Introduction

In Chapter 2 we provided the examples of analytically derived admissibility condi-

tions for the specifically given non-separable spatial (spatio-temporal) covariance func-

tions required for a fast convergence of the error of low-rank approximation of a covari-

ance matrix blocks. The goal of this Chapter is to find a general regularity condition

that is satisfied by a more general class of covariances functions.

Since H-matrices method originates in Partial Differential Equations (PDEs) theory

(as was mentioned before), the first part of the Chapter provides a description of the

deterministic terms and tools involved into the PDEs theory. Sections 3.1.3 and 3.1.4

focus on generalized functions that are, in fact, objects acting on the test-functions that

belong to the Schwartz space. Linear functionals over the Schwartz space or so called

tempered distributions are detailed in section 3.1.5. Most of the distributions described

in this Chapter do not refer to probabilistic distributions until we clearly state it.

We describe pseudodifferential operators defined through the Fourier transform and

symbol functions which are measurable polynomially bounded functions. We also de-

fine convolutions with fast-decreasing distributions and provide an exchange formula.

Finally we state the kernel representation theorem concerned with the representation

of a pseudodifferential operator through its kernel and provide the link between ker-

nels of pseudodifferential operators in deterministic framework and covariance functions

derived from the Stochastic Partial Differential equations (SPDEs). Particularly, we

exploit the results of Vergara et al. (2018) who found out that the existence of a sta-

tionary solution to a SPDE is equivalent to a slow-growing behaviour requirement of

45
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the multiplication between the squared-norm of the reciprocal of the symbol function

and the spectral measure of the source term. As a source term, we take White noise

which is defined as ‘fundamental’ case in Vergara et al. (2018).

We give general conditions under which H-matrices technique can be successfully

exploited in the SPDE framework for the spatial and spatio-temporal contexts. Namely,

we associate growth of the random spectral measure at infinity with the regularity of the

covariance function which is required for the approximation by H-methods. Based on

this, the bounds of the derivatives of the covariance functions coming from SPDEs can

be easily obtained which in turn, correspond to the asymptotic smoothness condition

defined in section 2.2.4 of Chapter 2.

3.1.1 The SPDE approach

The first theoretical result was obtained by Whittle (1963), where field with Matérn

covariance was obtained as solution to a SPDE (1.4). Lindgren et al. (2011) then

represented a GRF with Matérn covariance function as a Gaussian Markov Random

Field (GMRF) through the link with SPDEs. There are multiple factors that encourage

a spatial statistician to exploit SPDE approach. This includes a possibility to model

effectively a wide class of natural phenomena which are difficult to take into account

with the standard approaches in geostatistics. These phenomena include a wind speed,

a weather forecast or a wave propagation with the parameters such as velocity vector,

diffusivity coefficient or anisotropic diffusivity matrix as, for example, in (1.11).

The literature that we are interested in within this context includes Heine (1955),

Whittle (1962), Sigrist et al. (2015) and Jones and Zhang (1997) discussed in section

1.1.3. A theoretical result of Vergara et al. (2018) which gives an explicit link between the

covariance structures and its corresponding SPDEs is of main interest in this Chapter.

We aim to demonstrate how distribution theory can be used to obtain the solutions of

SPDEs through the application of the Fourier transform. Particularly, the first part

of Chapter focuses on the deterministic tools involving partial differential equations.

This will be needed to comprehend a link between the SPDEs and H-matrices approach

described in Chapter 2.

3.1.2 Notations and terminology

Let µ denote the Lebesgue measure on Rd and Lp(Rd) for p ∈ [1,∞) the set of

complex valued Borel measurable functions on Rd which are absolutely summable with

respect to Lebesgue measure. Then Lp(Rd) for p ∈ [1,∞) is a Banach space which is
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equipped with the following norm

||f ||Lp(Rd) =

(∫
Rd
|f(x)|pdµ(x)

) 1
p

. (3.1)

In particular, L1(Rd) is the space of absolutely integrable functions on Rd with the

norm ||f ||L1(Rd) =
∫
Rd |f(x)|dµ(x). If p = ∞, then f ∈ L∞(Rd) if it is measurable and

bounded, i.e. if

||f ||L∞(Rd) = sup
x∈Rd
|f(x)| (3.2)

is finite. Therefore, there exists a small positive p, such that |f(x)| ≤ p for all x ∈ Rd.

The Riemann-Lebesgue Theorem says that if f ∈ L1(Rd), then the Fourier transform

f(ξ) is a continuous function on Rd that vanishes at infinity, i.e f(ξ)→ 0 as ||ξ|| → ∞
for ξ ∈ Rd.

For p = 2 in (3.1) it is a Hilbert space H with the inner product

〈f, g〉H =

∫
Rd
f(x)ḡ(x)dµ(x).

In this work we define a d-dimensional multi-index notation α = (α1, α2, . . . , αd) of

non-negative integers. For the multi-index α ∈ Nd
0 sum of the components or absolute

value can be written as

|α| = α1 + α2 + · · ·+ αd (3.3)

and higher-order partial derivatives as

∂α = ∂α1
1 ∂α2

2 . . . ∂αdd ,

where ∂αii = ∂αi/∂xαii of the dimension d.

A complex function f defined on Rd, is said to be a k-times continuously differentiable

or Ck function if the first k derivatives with |α| ≤ k exist and continuous with α defined

in (3.3).

Definition 3.1. A function f in Rd is said to be a C∞ function or infinitely differentiable

function if it is a Ck function for all integers k ∈ [0,∞). The Ck functions in Rd

(0 ≤ k ≤ ∞) form a vector space over the field of complex numbers, which we shall

denote by C∞(Rd).
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3.1.3 Generalized functions

The focus of this section is on the objects that act over the smooth functions or so

called test-functions φ. These objects are called distributions 1 or generalized functions

and serve as linear and continuous functionals for every function of a certain space. The

basic idea is that with the actions on a set of test functions φ, we can reconstruct the

original function f .

For example, to any integrable real function f(x) we can associate the linear func-

tional T defined as

φ(x)→ T (φ) =

∫
Rd
f(x)φ(x)dx,

where f and φ are both integrable and f is allowed to grow at infinity arbitrarily fast.

Then it becomes necessary that φ decays at infinity arbitrarily fast or vanishes outside

some bounded set. For example, we can consider analytic functions with a high order

of decay at infinity, or functions with compact support which are sufficiently smooth.

Within this approach, the operations on distributions are well defined which could

not be a case for the underlying functions. For example, it is possible to find derivatives

of a discontinuous function in case it is considered as a distribution. In the next section

we give the description of the space of rapidly decreasing functions S(Rd) or Schwartz

space.

3.1.4 Schwartz space

The aim of this section is to study the theory of distributions and some of its applica-

tions which was introduced by Schwartz (1966) whose goal was to define the derivative

of a large class of objects. Our interest in this theory is motivated by the fact that

the Schwartz theory has a direct connection to the H-matrices approach and it will be

demonstrated later in this Chapter.

We define S(Rd) as the space of all infinitely differentiable smooth, rapidly decreasing

functions φ equipped with the Schwartz topology described also in Rudin (1973), such

that

sup
x∈Rd
|xβ(∂αφ)(x)| <∞

for all multi-indices α, β ≥ 0, where xβ denotes the real number determined by xβ =

xβ11 x
β2
2 . . . xβdd . The norm on the Schwartz space S(Rd) can be defined as

max
|α|+|β|≤k

||ϕ||k = sup
x∈Rd
|xβ∂αϕ(x)|.

1Here and after ‘distributions’ do not refer to the probabilistic distributions until clearly stated
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Definition 3.2. A smooth function φ is in the Schwartz space S(Rd) if φ ∈ C∞(Rd)

and for all α and N ≥ 0, there is a constant pα such that ∀x ∈ Rd

|∂αφ(x)| ≤ pα(1 + ||x||2)−N . (3.4)

The elements of the Schwartz space are the complex-valued functions φ which are

defined and infinitely differentiable in Rd. The growth (or rather, decrease) of φ is

regulated at infinity, such that all their derivatives tend to zero at infinity faster than

any power of ||x||−1.
This space is important in the theory of distributions and will be widely exploited

in our framework in connection with the Fourier transformation. Obviously S(Rd) ⊂
C∞(Rd) where the inclusions are strict. In particular, S(Rd) ⊂ L1(Rd), thus, the main

benefit of the Schwartz space is that the Fourier transform performs properly in S(Rd).

This will also lead to a new space of distributions known as the space of tempered

distributions that we will discuss in the next section.

Definition 3.3. Let {φn(x)}∞n=1 be a sequence of functions in the Schwartz space S(Rd).

We say that the sequence converges to 0 in S(Rd) if for every k ∈ Z+, α ∈ Nd
0, the

sequence {xkDαφn(x)}∞n=1 converges to 0 uniformly.

Proposition 3.1. If φ ∈ S(Rd), then xβ∂αφ ∈ S(Rd).

Proof. We denote Ns(φ) = sup|c|,|g|≤s(x
c∂gφ). The proof can be obtained from the fact

that

Np(x
β∂αφ) = sup

|c|,|g|≤p
(xc∂g(xβ∂αφ)) ≤ pNp+q(φ)

with |α|, |β| ≤ q and q ≥ 0.

For example, the function φ(x) = e−||x||
2

belongs to the Schwartz space S(Rd). This

can be proved in the following way. Since ∂αφ = Pα(x)e−||x||
2
, where |Pα| is the polyno-

mial bounded by pα||x||k. It is known that |e−||x||2| ≤ |1/(1 + ||x||k/(k/2)!)|. Hence, we

have supx∈Rd ||x||β|∂αφ| ≤ pα(k/2)!. Thus, f(x) = e−||x||
2

and all of its derivatives are

rapidly decreasing in the Schwartz space and belong to S(Rd).

3.1.5 Tempered distributions

The dual space defined through a continuous linear functional, described in section

3.1.3, over the Schwartz space S(Rd) is denoted by S ′(Rd) and called the space of tem-

pered distributions. The term tempered also means that this is space of distributions of

a slow growth. Following Treves (1967) we state the definition of tempered distributions.
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Definition 3.4. A mapping T : S(Rd) → C is called a tempered distribution if it is

linear such that for any m, k the following holds

T (mφ+ kζ) = mT (φ) + kT (ζ), for φ ∈ S(Rd), ζ ∈ S(Rd)

and it is continuous so that

{T (φn)} → T (φ) ∈ C, for φn → φ ∈ S(Rd).

Here and after through the angle brackets we define the functional 〈f, φ〉 =
∫
f(x)φ(x)dx

for any φ ∈ S(Rd). The scalar product 〈f, φ〉 denotes the value of a functional f ∈ S ′(Rd)

at the test function φ ∈ S(Rd), i.e.

〈f, φ〉 = f(φ), φ ∈ S(Rd).

As an example, a Radon measure µ is called tempered if µ defines a tempered distri-

bution. For example, any Lp-function or complex Radon measure of polynomial growth

is a tempered Radon measure. Let f : (Rd)→ C be a measurable function such that∫
Rd

|f(x)|
(1 + ||x||2)N dx <∞

for some integer N > 0. Then the function f is called a tempered function as was also

defined in Wong (2014).

Theorem 3.1. Let f be a tempered function defined on Rd. Then the linear functional

Tf on S(Rd) defined by

Tf (φ) =

∫
Rd
f(x)φ(x)dx, for all φ ∈ S(Rd)

is a tempered distribution. For the proof see Proposition 4.5 of Wong (2014).

If f : Rd → C is a measurable function such that (x)−Nf(x) ∈ L1(Rd) for some

N ∈ N, then f is identified with a tempered distribution Tf ∈ S ′(Rd) defined by

〈Tf , φ〉 =

∫
Rd
f(x)φ(x)dx, φ ∈ S(Rd).

Definition 3.5. Let (Tn) be a sequence of tempered distributions. We say that (Tn)

tends to T in S ′(Rd), when for any function φ ∈ S(Rd), it holds that 〈Tn, φ〉 → 〈T, φ〉.
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As an example, the Schwartz functions are infinitely smooth and locally integrable,

so each of them defines a tempered distribution. Another example is a Dirac delta

function which is in fact the distribution centered at the point x of Rd and defined by

δ(φ)(x) = δx(φ) = φ(x).

In other words, δx(φ) associates to the test function φ(x) its value at the point x.

The functional δx is well defined and linear. It is also continuous since for a sequence

φn → φ, |δx(φn) − δx(φ)| = |φn(x) − φ(x)| converges to 0 as n → ∞, φn converges

uniformly and pointwise to φ. In addition, δx is well defined for φ ∈ S(Rd) and it is

therefore a tempered distribution.

One of the most important properties of distributions is that they can be differ-

entiated infinitely many times (but in a generalized sense). The differential operator

∂α : S ′(Rd)→ S ′(Rd) is defined as

〈∂αu, φ〉 = (−1)|α|〈u, ∂αφ〉, for u ∈ S ′(Rd), φ ∈ S(Rd).

In general, every tempered distribution is the derivative of large order of a polyno-

mially bounded continuous function (Reed and Simon (1972)).

3.1.6 Fourier transform

Let f ∈ L1(Rd). The Fourier transform Ff(·) is defined as

Ff(ξ) =
1

(2π)d/2

∫
Rd
e−iξ

T xf(x)dx (3.5)

for ξ ∈ Rd. And the inverse Fourier transform

F−1f(ξ) =
1

(2π)d/2

∫
Rd
eiξ

T xf(x)dx. (3.6)

It is known that the Fourier transform defines the map, i.e. F : L1(Rd) → L∞(Rd)

and from the Lebesgue dominated convergence theorem, this map is continuous.

The classical property of the Fourier transformation with respect to kth derivative

f (k) is given by

Ff (k)(ξ) = (iξ)kFf(ξ) (3.7)

and will be widely used throughout this Chapter.
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We also define the Fourier transform in the Schwartz space described in the previous

section. Let φ ∈ S(Rd), then the Fourier transform

Fφ(ξ) =
1

(2π)d/2

∫
Rd
e−iξ

T xφ(x)dx

for ξ ∈ Rd. And the inverse Fourier transform

F−1φ(ξ) =
1

(2π)d/2

∫
Rd
eiξ

T xφ(x)dx.

The Fourier transform over the space of tempered distributions S ′(Rd) (see Definition

3.4) can be defined as follows

〈F(u), φ〉 = 〈u,F(φ)〉, for u ∈ S ′(Rd), φ ∈ S(Rd).

As was stated in Treves (1967), the Fourier transform F maps S(Rd) to S(Rd) and

this map is continuous. In addition, the Fourier transform defines a map from S ′(Rd)

to S ′(Rd).

3.1.7 Space of convoluters and multiplicators

Consider the operator R and τh defined as (Rζ)(x) = ζ(−x) and (τhζ)(x) = ζ(x−h).

We provide the definition of the convolution between two functions φ, ζ ∈ S(Rd). Since

(τxRζ)(y) = (Rζ)(y − x) = ζ(x− y),

then

(φ ∗ ζ)(x) =

∫
Rd
φ(y)ζ(x− y)dy =

∫
Rd
φ(y)(τxRζ)(y)dy.

Therefore, for the distributions we can write

(φ ∗ ζ)(x) = φ(τxRζ),

where τxRφ ∈ S(Rd) and τx, R : S(Rd)→ S(Rd) are continuous.

For T ∈ S ′(Rd) we have

δ ∗ T = T,

where δ is a Dirac distribution defined in section 3.1.4. This follows from the fact that

〈T ∗ δ, ζ〉 = 〈T, ζ ∗ δ〉, but (ζ ∗ δ)(x) = 〈δy, τxRζ(y)〉 = ζ(x).
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Also δa ∗ T = ταT , i.e. translation of the distribution T ∈ S ′(Rd) by x + a. In

addition, it holds that τα(S ∗ T ) = τα(S) ∗ T = τα(T ) ∗ S.

Definition 3.6. Let space of multiplicators or shortly OM(Rd) denote the set of in-

finitely differentiable functions on Rd which together with their derivatives are polyno-

mially bounded. If f ∈ OM(Rd), then f is C∞(Rd) and for each multi-index α ∈ Nd
0,

there is an N and p depending on α such that

|(∂αf)(x)| ≤ pα[1 + ||x||2]N , (3.8)

where OM(Rd) ⊂ S ′(Rd) can be also defined as the space of functions slowly increasing at

infinity, as well as each of its derivatives, whereas functions of Schwartz space formulated

in Definition 3.2 are fast decreasing smooth functions.

If f ∈ OM(Rd) and φ ∈ S(Rd), then fφ ∈ S(Rd). The multiplication of f ∈ OM(Rd)

with T ∈ S ′(Rd) is defined as a distribution

〈fT, φ〉 = 〈T, fφ〉

and belongs to S ′(Rd). For the details see Treves (1967).

Definition 3.7. The space of the convoluters of tempered distributions or Oc(Rd) is

the space of distributions T ∈ S ′(Rd) defined with the following property that for ∀q :

xqT is a bounded distribution or finite sum of derivatives of continuous and bounded

functions.

If S ∈ Oc(Rd) and φ ∈ S(Rd), then S ∗ φ ∈ S(Rd), and φ → S ∗ φ is a continuous

linear operator from S(Rd) to S(Rd) as defined in Treves (1967).

Another important property is that Fourier transform F exchanges the space of

convoluters Oc(Rd) with the space of multiplicators OM(Rd) which is stated in the

Theorem 3.2.

Theorem 3.2. Fourier Transformation defines a linear map F : Oc(Rd) → OM(Rd)

and F : OM(Rd)→ Oc(Rd).

For the proof see Theorem 30.3 of Treves (1967).

Theorem 3.3. Let α ∈ OM(Rd), T ∈ S ′(Rd) and S ∈ Oc(Rd), then

F(αT ) = (2π)
d
2Fα ∗ FT, (3.9)

F(S ∗ T ) = (2π)−
d
2F(S)F(T ). (3.10)
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For the proof see Theorem 30.4 of Treves (1967). We further state the regularity

theorem for distributions.

Theorem 3.4. Let T ∈ S ′(Rd). Then T is the derivative of a large power of the

polynomial f , i.e. T = Dαf for α ∈ Nd
0 and

T (φ) =

∫
(−1)|α|f(x)(Dαφ)(x)dx

for all φ ∈ S(Rd).

Therefore the growth of a tempered distribution T ∈ S ′(Rd) is related to the decrease

restrictions imposed on functions φ ∈ S(Rd). The proof can be found in Reed and Simon

(1972).

3.1.8 Pseudodifferential Partial Differential equations

This section provides the definition of pseudodifferential operators which are impor-

tant when treating differential and integral operators. It is common that any pseu-

dodifferential operator can be characterized by so-called symbol function as described

in Taylor (1991). Therefore, in this section we give the definition of symbol functions

that are associated with pseudodifferential operators, such that any operations on the

pseudodifferential operators can be defined through its symbol functions. Symbols are

based on the use of the Fourier transformations (3.5) and its inverse (3.6) and, thus, are

also known as Fourier multipliers.

We begin by recalling the definition of a linear partial differential operator L(x,D)

on Rd given by

L(x,D) =
∑
|α|≤r

aα(x)Dα
x , (3.11)

which is a polynomial in the derivatives Dα
x with the constants aα(x) defined on Rd and

r is a positive integer. If we replace Dα
x in (3.11) by the monomial ξα in Rd, then we

obtain a symbol function σ(x, ξ) : Rd → C, i.e.

σ(x, ξ) =
∑
|α|≤r

aα(x)||ξ||α (3.12)

of the operator (3.11) which is a polynomial in the phase variable ξ ∈ Rd with the

constants aα(x) that depend on the space variable x.

The natural question which arises now is how differential operator L(x,D) relates to

its symbol function σ(x, ξ). Thus, following the property stated in (3.7), we represent a
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pseudodifferential operator L(x,D) on the function φ(x) ∈ S(Rd) in terms of its symbol

function in the following way

(L(x,D)φ)(x) =
∑
|α|≤r

aα(x)(Dαφ)(x)

=
∑
|α|≤r

aα(x)F−1(F(Dαφ))(x)

=
∑
|α|≤r

aα(x)F−1((iξ)α(Fφ))(x)

=
∑
|α|≤r

aα(x)
1

(2π)d/2

∫
Rd

(iξ)αeix·ξFφ(ξ)dξ

=
1

(2π)d/2

∫
Rd
eix·ξσ(x, ξ)Fφ(ξ)dξ, (3.13)

where Fφ(ξ) is the Fourier transform of φ with the map S(Rd)→ S(Rd), i.e. Fφ(ξ) =

Fx→ξφ(x).

Therefore, we have represented the partial differential operator L(x,D) in terms of

its symbol by means of the Fourier transform. It we replace the symbol σ(x, ξ) by a

more general symbol function p(x, ξ) which is no longer polynomial in ξ, then we obtain

so called pseudodifferential operator.

Definition 3.8. Let p(x, ξ) : Rd → C be a symbol function. Then the pseudo-

differential operator L(x,D) associated to p(x, ξ) is defined by

(Lp(x,D)φ)(x) = (2π)−
d
2

∫
Rd
eix·ξp(x, ξ)Fφ(ξ)dξ (3.14)

and denoted by Lp.

Hence application of Lp to φ acts as multiplication of Fφ(ξ) by the symbol p(x, ξ).

This means that, if Lp is bounded and invertible operator, the inversion of Lp corre-

sponds to the multiplication of p(x, ξ)−1 on the Fourier transformed functions.

To get tractable class of operators, it is necessary to impose certain conditions on

the functions p(x, ξ) which gives rise to the definition of a symbol class.

Definition 3.9. For r ∈ R we define the symbol class T r that consists of the set of

infinitely differentiable smooth functions p ∈ C∞(Rd×Rd) with the constant coefficients

such that for multi-indices α, β ∈ Nd
0 there exists a positive constant gα and the following

holds ∣∣∣∣( ∂

∂ξ

)α
p(x, ξ)

∣∣∣∣ ≤ gα(1 + ||ξ||2) 1
2
(r−|α|) (3.15)

for any ξ ∈ Rd.
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We call these elements as symbols of order r.

A differential operator Lp is called elliptic, if p(x, ξ) 6= 0 for (x, ξ) ∈ Rd×Rd\0. The

symbol p(x, ξ) ∈ T r is elliptic of order r, if there exists some R ≥ 0, such that p(x, ξ) is

invertible for all (x, ξ) with ||ξ|| ≥ R and

|p(x, ξ)| ≤ c(1 + ||ξ||2) r2 , ξ∈Rd . (3.16)

If φ ∈ S(Rd), then Fφ ∈ S(Rd) and therefore p(x, ξ)Fφ(ξ) ∈ S(Rd) with respect

to ξ for every fixed x ∈ Rd. Therefore, the integral in (3.13) exists and L(x,D)φ is

well-defined.

Let p(x, ξ) =
∑
|α|≤r aα(x)ξα be a polynomial in ξ of order r with smooth coefficients

aα(x) ∈ C∞(Rd). Then p ∈ T r and

Lp(x,D)φ =
∑
|α|≤r

aα(x)Dα
xφ

for every φ ∈ S(Rd). Therefore every linear differential operator with smooth coefficients

is a pseudodifferential operator.

As an example, the Laplacian 4 = ∂21 + · · ·+∂2d is a pseudodifferential operator with

the symbol −||ξ||2 = −ξ21 − · · · − ξ2d.

3.1.9 Tensor product

In this section we introduce the definition of tensor product between the functions

which can be extended to the case of distributions defined through the tensor products

with the test-functions φ ∈ S(Rd). This was firstly described by Schwartz (1966) before

he announced the kernel theorem which will be discussed in the following section.

Definition 3.10. The tensor product between two functions f : Rd → C and g : Rn →
C is the function (f ⊗ g) : Rd × Rn → C defined as

(f ⊗ g)(x, y) = f(x)g(y)

for all x ∈ Rd and y ∈ Rn.

Let two distributions T1 ∈ S ′(Rd) and T2 ∈ S ′(Rn). The tensor product between two

distributions is a tempered distribution T1 ⊗ T2 ∈ S ′(Rd × Rn) on the dn-dimensional

space such that

〈φ⊗ ζ, T1 ⊗ T2〉 = 〈φ, T1〉〈ζ, T2〉
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for all φ ∈ S(Rd) and ζ ∈ S(Rn).

Let L : S(Rd)→ S(Rd) be a continuous and linear operator over the Schwartz space.

The adjoint operator L∗ is the linear operator over the space of tempered distributions

L∗ : S ′(Rd)→ S ′(Rd) defined through

〈L∗T, φ〉 = 〈T,Lφ〉,

which means that the adjoint operator perform the composition denoted by the symbol

◦, that is L∗T = T ◦ L for every T ∈ S ′(Rd).

In addition, the operator is called self-adjoint if it satisfies the following

〈φ,Lζ〉 = 〈Lφ, ζ〉

for all functions φ, ζ ∈ S(Rd).

Definition 3.11. We denote by L1 : S ′(Rd) → S ′(Rd) and L2 : S ′(Rn) → S ′(Rn) two

linear and continuous operators. Then the tensor product L1 ⊗ L2 : S ′(Rd × Rn) →
S ′(Rd × Rn) is linear and continuous operator such that

(L ⊗ L)(φ) = (Id ⊗ L2)(L1 ⊗ In)(φ)

for a test function φ ∈ S(Rd × Rn) and identity operators Id and In.

For two test-functions φ ∈ S(Rd), ζ ∈ S(Rn) and linear operators L1, L2, the tensor

product can be defined as follows (L1 ⊗ L2)(ζ ⊗ φ) = L1ζ ⊗ L2φ.

3.1.10 Kernel representation of pseudodifferential operator

We now formulate the Theorem 4.1 which was stated by Schwartz (1966).

Theorem 3.5. Every continuous linear map K of the space of test-functions S(Rd) in

some variable x into the space S ′(Rd) of distributions in a second variable y is given by

an unique distribution k ∈ S ′(Rd × Rd) in both variables x and y, such that

〈Kφ, ζ〉S(Rd) = 〈k, φ⊗ ζ〉S(Rd×Rd), for all φ, ζ ∈ S(Rd), (3.17)

where (φ⊗ζ)(x, y) = φ(x)ζ(y) and 〈f, φ〉S(Rd) = f(φ) is the duality product of f ∈ S ′(Rd)

and φ ∈ S(Rd).

The analog of this theorem called Nuclear Theorem can be found in Reed and Simon

(1972) and Treves (1967). The result of the theorem can also be expressed in the integral
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form

Kφ =

∫
Rd
k(x, y)φ(x)dx, for φ ∈ S(Rd), ζ ∈ S(Rd),

where k ∈ S ′(Rd × Rd) is called kernel of the operator K.

It follows that this result can be applied for pseudo-differential operators since

Lp(x,D) : S(Rd) → S(Rd) ⊂ S ′(Rd) for the symbol function p(x, ξ) ∈ T r of the ar-

bitrary order r ∈ R as in (3.15).

The pseudodifferential operator given in (3.13) can be rewritten through the integra-

tion in y and then in ξ as follows

(L(x,D)φ)(x) =

∫
Rd

∫
Rd
ei(x−y)·ξp(x, ξ)φ(y)dydξ

=

∫
Rd

∫
Rd
eih·ξp(x, ξ)τhφ(x)dhdξ

=

∫
Rd
k′(x, h)φ(x− h)dh

=

∫
Rd
k′(x, x− y)φ(y)dy

by Fubini theorem for all φ ∈ S(Rd) and h = x − y, where k′(x, h) = F−1ξ→hp(x, ξ) is

continuous. We further provide the bounds of the Schwartz kernel of pseudodifferential

operator which will be required for the successful application of the H-matrices.

Proposition 3.2. Let symbol function p(x, ξ) belong to the symbol class T r as defined

in (3.15). Then a kernel k(x, h) ∈ C∞ is a smooth function which rapidly decreases

with all the derivatives as ||h|| → ∞, i.e. it satisfies

|∂βhk(x, h)| ≤ c||h||−k (3.18)

for all x ∈ Rd, a constant c and k > r + d+ |β|.

Proof. Since kernel k(x, h) (as was mentioned above) is derived through the Fourier

transform of a symbol function p(x, ξ), therefore it is straightforward to define the

following link

(2πih)α∂βhk(x, h) = F−1ξ→h(∂αξ [(2πiξ)βp(x, ξ)])(h). (3.19)

We note that (2πiξ)βp(x, ξ) ∈ T r+|β|, so that it is a symbol function of order r+ |β|.
Therefore, according to the Definition 3.9 we may write

∣∣∂αξ [(2πiξ)βp(x, ξ)]
∣∣ ≤ cαβ(1 + ||ξ||2) 1

2
(r+|β|−α). (3.20)
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We then conclude that ∂αξ [(2πiξ)βp(x, ξ)] is in L1(Rd) for ξ if r + |β| < α − d or

α > r + d+ |β| according to the integrability criterion with respect to ξ.

From the section 3.1.6 we know that the Fourier transform defines the map F−1 :

L1(Rd)→ L∞(Rd). Thus, F−1ξ→h(∂αξ [(2πiξ)βp(·, ξ)])(h) in (3.19) is in L∞(Rd), where the

norm of the function is given by the essential supremum of the function (3.20) as in

(3.2). Therefore, the left part of (3.19) is bounded by the constant cαβ and

∂βhk(x, h) ≤ cαβ||h||−α

for α > r + d + |β| and since derivatives of k(x, h) with respect to x are not involved,

this implies (3.18).

As the order r → −∞, the kernel k(x, h) ∈ C∞ becomes smoother and decrease

rapidly with all the derivatives as ||h|| → ∞. Recall the definition of the asymptotically

smooth condition given in (2.4). Comparing (2.4) with the bounds obtained in (3.18),

we conclude that the bounds of the derivatives of the Schwartz kernel correspond to the

bounds stated in the condition (2.4).

Finally, the kernel k ∈ S ′(Rd × Rd) does not have to be continuous as was already

discussed in the beginning of this Chapter. For example, if symbol function p(x, ξ) = 1,

then we have

〈k, φ(x)ζ(y)〉S(Rd×Rd) =

∫
Rd
φ(x)ζ(x)dx, (3.21)

so that k(x, y) = δ0(x− y) and (L(x,D)φ)(x) = δ0 ∗ φ(x) = φ(x).

The second part of the Chapter will focus on the PDEs formulated in the stochastic

framework with the Generalized Random Fields involved.

3.2 Stochastic framework

The second part of this Chapter focuses on the interpretation of the deterministic

PDEs in the stochastic framework and random generalised functions defined through the

mean and covariance structure. Within the stochastic framework we aim to interpret

a variable as the realization of a random process that satisfies a Stochastic Partial

Differential Equation (SPDE). We consider a stationary real random function over Rd

which is a family of squared-integrable real random variables Z = {Z(x), x ∈ Rd}.
The mean function is m(x) = E(Z(x)) and the covariance is defined as CZ(x1, x2) =

Cov(Z(x1), Z(x2)) as was stated in Chapter 1. From now on, we define Z as a stationary

process with a constant mean and a covariance function that depends only on the spatial
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lag, i.e Cov(Z(x1), Z(x2)) = c(||x1−x2||). In this section we explore mean and covariance

functions derived from SPDEs which can be defined as PDEs with the random objects

involved.

Recall that the covariance function should be a positive definite function (see Chapter

2) and recall the Bochner’s theorem given in (1.1): a continuous function c : Rd → R is

positive definite if and only if it is a Fourier trasform of a positive finite measure µ

c(x) = (2π)−d/2
∫
Rd
e−ix

T ξdµ(ξ), for ∀x ∈ Rd.

The measure µ that satisfies c = F(µZ) is called the spectral measure of the process

Z. Using this relation and dominated convergence theorem it can be concluded that c

is N times continuously differentiable if and only if the measure ||ξ||Ndµ(ξ) is finite.

For example, the spectral measure of the Matérn covariance is

dµ(ξ) =
dξ

(2π)d/2(κ2 + ||ξ||2)α ,

where the parameter α controls the regularity of the Matérn covariance and κ is defined

as in (1.4).

3.2.1 Generalized Random Fields

The notion of Generalized Random Fields (GeRF) has been introduced in the 50s by

Gelfand and Shilov (1968). The GeRF is a collection of real random variables that is

indexed by a class of functions and that satisfies linearity and some regularity conditions.

The generalized random function in this context is characterised by a generalized mean

and covariance distributions, and the linearity and continuity properties are interpreted

in a mean-square sense.

As was mentioned before, in this work we exploit the Schwartz space S(Rd) of the

test-functions φ. Therefore, in our context the GeRFs are defined as stochastic processes

indexed by a space of test-functions. Any mean-square tempered random distribution

over Rd is a real and continuous linear operator from S(Rd) → L2(Ω,A,P), i.e. Z

serves as a linear functional over the test functions φ ∈ S(Rd). Thus as was defined in

Vergara et al. (2018) we can write 〈Z, φ〉 = Z(φ) which will be characterised by mean

mZ ∈ S ′(Rd)

〈mZ , φ〉 = m(φ) = E(〈Z, φ〉)
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for any φ ∈ S(Rd). Define k : S(Rd)× S(Rd)→ C such that

k(φ, ζ) = Cov(〈Z, φ〉, 〈Z, ζ〉)

for any φ, ζ ∈ S(Rd). A kernel k is a positive definite if k(φ, φ) ≥ 0 for all φ ∈ S(Rd).

Since φ→ k(φ, ζ) is continuous linear functional in S ′(Rd) and ζ → k(φ, ζ) is continuous

linear functional in S ′(Rd), by Theorem 4.1 there exists unique tempered distribution

CZ ∈ S ′(Rd × Rd) such that

CZ(φ⊗ ζ) = k(φ, ζ) = Cov(〈Z, φ〉, 〈Z, ζ〉). (3.22)

Definition 3.12. The measure µ is a slow-growing random measure as was stated

by Vergara et al. (2018) if there exists a strictly positive polynomial p such that the

measure 1
p
µ is finite, i.e. if there is N ∈ N such that

∫
Rd(1 + ||x||2)−Ndµ(x) <∞, since

for every polynomial p, there exist N ∈ N such that |p(x)| ≤ k(1 + ||x||2)N for any

positive constant k and x ∈ Rd. The set of all slow-growing complex measures over Rd

is denoted by MSG(Rd).

Therefore, a GeRF Z is a slow-growing random measure if and only if its covariance

distribution CZ ∈ MSG(Rd × Rd), i.e a slow-growing measure. We may also define a

measure µ over Rd indexed by the set of φ ∈ S(Rd) as a linear functional through the

integral 〈µ, φ〉 with the mean and covariance structures written as follows

E(〈µ, φ〉) = 〈mµ, φ〉, Cov(〈µ, φ〉, 〈µ, φ〉) = 〈Cµ, φ⊗ φ〉. (3.23)

Finally, we can consider a linear continuous operator L : S ′(Rd)→ S ′(Rd) and Z as

a real GeRF, then

〈LZ, φ〉 = 〈Z,L∗φ〉

for any φ ∈ S(Rd) and the adjoint operator L∗. This is a well-defined operation since

L∗φ ∈ S(Rd) and LZ serves as a linear map from S(Rd) to L2(Ω,A,P).

3.2.2 Stochastic Partial Differential equations

We consider a Stochastic Partial Differential equation with the pseudodifferential

operator characterised by a symbol function p(·, ξ) : Rd → C which is polynomially

bounded measurable function defined as in (3.12)

LpZ = U, (3.24)
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where the solution Z = {Z(x), x ∈ Rd} and the source term U are GeRFs described

in the previous sections and L : S ′(Rd) → S ′(Rd) is linear functional acting over the

space of tempered distributions. The source U in SPDE serves as a random noise which

brings some instability (it also could be some boundary condition which are commonly

considered in physical framework).

We make use of the result of Vergara et al. (2018) who defined the criteria for a

suitable integrability condition between the symbol function and spectral measure of

the source term. The Theorem 1 of Vergara (2018) establishes the conditions on the

symbol function p(·, ξ) and U under which the SPDE (3.24) has a stationary solution

within the tempered distribution framework. We state this result in the form of the

Theorem 3.6 given below.

Theorem 3.6. Let U be a real stationary GeRF defined with spectral measure µU ,

p(·, ξ) : Rd → C be a symbol function and pseudodifferential operator Lp be defined

through p(·, ξ). Then there exists a real stationary GeRF solution to (3.24) if and only

if there exists N ∈ N such that∫
Rd

dµU(ξ)

|p(ξ)|2(1 + ||ξ||2)N <∞.

The measure

dµZ(ξ) = |p(ξ)|−2dµU(ξ)

is a spectral measure and any stationary GeRF with this spectral measure solves (3.24).

Moreover, µZ is the unique solution if and only if |p(ξ)| > 0.

For the proof see Theorem 1 of Vergara et al. (2018).

The Proposition 1 of Vergara et al. (2018) is stated in the Theorem 3.7.

Theorem 3.7. Let Z be a real stationary GeRF on Rd with spectral measure µZ, and

let p be a symbol function over Rd. Then LpZ in (3.24), is a real stationary GeRF with

spectral measure µLpZ = |p(ξ)|2µZ and its covariance distribution is cLpZ = L|p|2cZ.

From the Theorem 3.7, a spectral measure µZ of potential stationary solution to

(3.24) must satisfy

|p(ξ)|2µZ = µU . (3.25)

It is possible to associate the regular condition for covariance functions and random

spectral measure: the slower the growth rate of the random spectral measure µZ at

infinity, the more regular the covariance function c(·) is.

Let B(D) be the Borel sets of a bounded domain D ⊂ Rd, then W is the White noise

if random measure W (A) : A ∈ B(D) is a Gaussian random variable with zero mean



Chapter 3 - Stochastic Partial Differential equations approach 63

and covariance CW = E[W (A)W (B)] = |A ∩ B|, that denotes the Lebesgue’s measure

of A and W (A ∪ B) = W (A) + W (B) for disjoint A and B ∈ B(D). Hence, W is a

stationary GeRF with stationary covariance distribution CW = δ0, which is not defined

as a function as was already discussed in section 3.1.10, thus it can be interpreted as a

GeRF.

Note that due to µW = F(CW ), it follows that the spectral measure of the White

Noise

dµW = (2π)−
d
2dξ. (3.26)

A particular case of (3.24) that we consider in this thesis

LpZ = W, (3.27)

where the White noise W is taken as a source noise defined in the right part of the equa-

tion. From Theorem 3.6 and (3.26) it follows that there are stationary solutions of (3.27)

if and only if |p(ξ)|−2dξ defines a slow-growing measure and dµZ(ξ) = (2π)−
d
2 |p(ξ)|−2dξ.

We discussed deterministic tools defined in the framework of the partial differential

equations and how distribution theory can be used to obtain the solutions of SPDEs

through the application of the Fourier transform. We further summarise all the material

presented up to now in the following section, where we derive the regularity condition for

covariance functions obtained from SPDEs thereby defining the link to the H-matrices

approach.

3.2.3 Application of H-matrices to SPDEs

As was defined in Fasshauer (2012), the inverse of an elliptic partial differential

operator L can be written in the integral form by means of the kernel function or so

called Green’s function as a Schwartz kernel. This statement comes from the Schwartz

Theorem 4.1 stated in section 3.1.10. In particular, following the Theorem 3.7, the

equation (3.27) formulated in the second order sense leads to

L|p|2c = δ, (3.28)

where δ ∈ S ′(Rd) is the Dirac measure in 0 which follows from (3.21), so that the

covariance function in (3.28) can be considered as a Green’s (or kernel) function of the

operator L|p|2 (see (3.17)).

As was stated in the Chapter 2 of this thesis, the H-matrices can approximate well

a covariance matrix provided that the derivative of the underlying covariance function
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with respect to the spatial or spatio-temporal coordinates is a fast decaying function,

i.e. if the asymptotically smoothness condition (2.4) is satisfied.

For a kernel function of pseudo-differential operator which is characterised by the

bounded symbol function, this fact was proved in the Proposition 4.2 of the section

3.1.10. In this section we make use of the results obtained in Vergara et al. (2018) and

refer to the Proposition 4.2 that formulates the bounds of the kernels derived from the

deterministic PDEs. To find the regularity condition of the covariance function required

for the application of H-matrices and obtained as solution to the SPDEs as in (3.24),

we formulate the following proposition.

Proposition 3.3. Let L : S ′(Rd) → S ′(Rd) be a linear continuous and boundedly in-

vertible pseudo-differential operator defined with the symbol function p(x, ξ), such that

1/p(x, ξ) ∈ T l for l ∈ R. Z is a real stationary GeRF with the spectral measure µZ and

W is the White noise as in (3.27). Then the covariance function c under the White

noise W for the solution of the SPDE is regular and for k > 2l + d + |β| satisfies the

following bounds

|∂βhc(h)| ≤ sβ||h||−k, (3.29)

i.e. it is infinitely differentiable and smooth so that the derivative of c with multi-index

β and a constant sβ is the decreasing function as the spatial lag h→∞.

Proof. We consider the SPDE as in (3.27)

LpZ = W,

where W is the White noise as a source term. As was mentioned in the previous section,

there exists a stationary solution of (3.27) if and only if the density |p(ξ)|−2dξ defines a

slowly growing measure. If it holds, then

c = F(µZ) =
1

(2π)d/2

∫
Rd
|p(ξ)|−2dξ,

where |p(ξ)|−2 ∈ OM(Rd), i.e. space of multiplicators of the Schwartz space given in the

Definition 3.6 (due to the regularity and boundedness conditions for p(ξ)−1). According

to the Theorem 3.2, if |p(ξ)|−2 ∈ OM(Rd), the Fourier transform exchanges the space

of multiplicators with the space of the fast decreasing functions OC(Rd). Therefore,

c ∈ OC(Rd) and is regular.

We now have to derive the exact form of the regularity condition for c. The symbol

function |p(ξ)|−2 here belongs to the class T r for r = 2l. Then according to the Propo-

sition 4.2, we conclude that the covariance function c(h) with the spatial lag h obtained
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as a solution to (3.27) is smooth, i.e. in the Schwartz space S(Rd) and the derivatives

satisfy the bounds as ||h|| → ∞

|∂βhcZ(h)| ≤ sβ||h||−k,

if k > 2l + d+ |β|, hence the bounds (3.29) are obtained.

In the next chapter, we provide some examples of the covariance functions obtained

as solution to SPDEs. In particular, we derive the bounds obtained for the Matérn

covariance function (1.3) with the application of the Proposition 3.3.

3.2.4 Application to spatio-temporal models

We firstly derive the bounds obtained for the Matérn covariance function. Recall the

SPDE formulated in section 1.1.1 that has the following form

(κ2 −4)α/2Z = W, α = ν + d/2, (3.30)

where W is a spatial Gaussian white noise with unit variance, κ > 0 is a scaling pa-

rameter, 4 is the Laplacian of the dimension d defined in (1.5) and (κ2 −4)α/2 is the

partial pseudo-differential operator. The Matérn covariance function with the spatial

lag h ∈ Rd is

c(h) =
σ2

Γ(ν)2ν−1
(κ||h||)νKν(κ||h||),

where ν defines the smoothness of the random field.

We consider SPDE formulated in the second order sense in (3.29). The symbol

function p(x, ξ) which corresponds to the pseudo-differential operator L = (κ2 −4)α/2

has the following form

p(x, ξ) = (1 +
1

κ2
||ξ||2)α2 , (3.31)

which does not depend on x due to the stationarity of the underlying Gaussian process

and belongs to the symbol class T r with r = ν + d/2 (since α = ν + d/2). Therefore,

we omit x in the notation and define p(·, ξ).
Since c = F(µZ) = F((2π)−

d
2 |p(ξ)|−2) and p(·, ξ)−1 ∈ T l for l = −ν − d/2, given

the Proposition 3.3 with the bounds (3.29), we conclude that the Matérn covariance

function is infinitely differentiable and admits the following form of the bounds for its

derivative with respect to the spatial lag h as ||h|| → ∞

|∂βhc(h)| ≤ sβ||h||−k (3.32)
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for k > −2ν + |β|.
The value ν =∞ in (3.30) corresponds to a Gaussian covariance model that describes

a very smooth, infinitely differentiable field since its spectral measure has a density which

decreases faster than any polynomial. In fact this covariance function belongs to S(Rd)

and was shown as the example in section 3.1.4.

Recall the definition of the asymptotically smooth condition given in (2.4). Compar-

ing (2.4) with the bounds obtained in (3.32), we conclude that it is possible to apply the

H-matrix method to the Matérn covariance function obtained as a solution of SPDE

(3.30). Particularly, we can apply the H-matrix approach to approximate the Matérn

covariance function with any ν, including exponential form for ν = 0.5, for which the

Markov property does not hold due to the fractional power in (3.30). In this case the

approximation method of Lindgren et al. (2011) is not effective.

We next move to the application ofH-matrix to some spatio-temporal SPDEs. Recall

the Stein model for generating non-separable space-time covariance functions based on

the spectral density g(ω, τ) stated in (1.15). As was defined in Vergara et al. (2018)

the spectral measure over Rd × R, where the variable ω ∈ Rd denotes a variable of the

spatial domain and τ ∈ R a variable of the temporal domain, has the following form

dµZ(ω, τ) = (2π)(d+1)/2(c1(a
2
1 + ||ω||2)α1 + c2(a

2
2 + τ 2)α2)−νdξdω

with c1, c2 > 0, a21 +a22 > 0, α1, α2 are positive integers and d1/(α1ν) +d2/(α2ν) < 2. It

is a measure with the density which is inverse of a positive and polynomially bounded

continuous function. Therefore, with the White noise as a source noise, the spatio-

temporal symbol function

p(ω, τ) = (2π)(d+1)/2(c1(a
2
1 + ||ω||2)α1 + c2(a

2
2 + τ 2)α2)ν/2

is smooth with polynomially bounded derivatives of all orders and has a fast decreasing

behaviour. Therefore, this spatio-temporal covariance function is also regular and the

H-matrix approach can be applied.



Chapter 4

Estimation and Prediction with

H-matrices

4.1 Maximum Likelihood estimation

As was described in section 2.3, the H-matrix technique can be used to approximate

the Gaussian likelihood function (1.2).

As known, the likelihood can be evaluated through the Cholesky decomposition, i.e

decomposition of a positive-definite matrix into the product of a lower triangular matrix

and its conjugate transpose as CZ = ΛΛT . This can reduce the computational cost of

(1.2) from O(N3) to O(N2), followed by the corresponding solver using the vector of

observations Z. Moreover, the determinant can be found by simply computing the

product of diagonal entries of the Cholesky factor Λ.

However, it is still of cubic cost to perform the Cholesky factorization (see Table 4.1).

The advantage of the Cholesky factorization with the H-matrices is that it results in

the computational cost of O(k2N log2N) thereby reducing the total cost of the MLE.

In what follows, we denote the H-matrix approximation of the covariance matrix by

C̃ and approximation of the Cholesky factor by Λ̃. We aim to approximate a covariance

matrix by the H-method and perform a fast approximated Cholesky decomposition, i.e

C̃ = Λ̃Λ̃T . However, to be able to perform approximate Cholesky decomposition, the

positive definiteness property should be preserved following the steps discussed in the

section 2.3.2. In the application part of this thesis, we will get back to this discussion.

The third term in the likelihood (1.2) can be defined through the Cholesky factor as

follows

ZTCZ = ZT (Λ̃Λ̃T )−1Z = UTU ,

where N observations Z = (Z(x1), . . . , Z(xN))T are from a Gaussian Random Field

67
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(GRF) {Z(x)} defined over a domain indexed by x, U is a solution of the linear system

Λ̃U = Z (also referred to as backsolving) which is composed of the matrix-vector

multiplications with a linear cost due to H-matrix technique.

Let λ̃i be diagonal elements of the H-Cholesky factor Λ̃, then

log det (C) = log det Λ̃Λ̃T = log det

( N∏
i=1

λ̃2i

)
= 2

N∑
i=1

log λ̃i.

As we defined in section 1.1, the exact Gaussian log-likelihood has the form

L(θ) = −N
2

log 2π − 1

2
log det(C)− 1

2
Z>C−1Z,

then the H-approximation of the exact log-likelihood L(θ) is defined by L̃(θ, k) and can

be reformulated as follows

L̃(θ, k) = −n
2

log 2π −
n∑
i=1

log λ̃i −
1

2
U>U , (4.1)

where an H-matrix approximation of the Cholesky factor Λ̃ is defined through the

maximal rank k chosen after preliminary analysis. The gain in the computational cost

is illustrated in the Table 4.1.

We now show that the maximum CL estimators with the H-matrices are consistent.

Therefore, the aim of the following part is to define whether an approximate computation

of the MLE or likelihood with theH-matrices is sufficient to retain the asymptotics under

two simulation settings: increasing and fixed domain asymptotics.

As the number of observations N grows, there exist two main asymptotic frame-

works in spatial statistics: fixed domain asymptotics described by Stein (1999) and

increasing domain asymptotics from Mardia and Marshall (1984). Under fixed domain

asymptotics, the sampling region is fixed and bounded, and with increasing N the ob-

servations become dense in this window. On the other hand, within increasing domain

asymptotics a minimum spacing between the observation points is inserted which leads

to an infinite observation domain.

Operation L̃(θ, k) L(θ)

MV multiplication O(kN log2N) O(N2)
Cholesky decomposition O(kN log2N) O(N3)

Table 4.1: A single MLE evaluation with H-matrices
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Under the first setup not all the parameters of the Matérn covariance can be estimated

consistently. This fact was confirmed by the celebrated paper of Zhang (2004) who,

using equivalence of the probability measures, demonstrated that the range parameter

κ in (1.3) can not be estimated consistently. Thus, under the fixed domain asymptotics

method, Zhang (2004) established that the maximum likelihood estimate of σ2κ2ν is

strongly consistent when d ≤ 3.

Consistency. We consider a Gaussian random field {Z(x) : x ∈ X} with covariance

function C(θ) with θ ∈ Θ, Θ is a compact set of Rp. Z is defined over an arbitrary

lattice which is not necessarily non-regular. An increasing sequence of finite subsets of

SN as N →∞ is considered. The true unknown value of the parameter θ0 is an interior

point of Θ.

Let the error matrix be defined as EN = CN − C̃N , where C̃N is the approximated in

the H-format covariance matrix. Then C̃−1N EN = C̃−1N CN − IN , where IN is the identity

matrix, and a spectral radius ρ(C̃−1N EN) = ρ(C̃−1N CN − IN) < εN , where we exploited

the fact that the spectral radius is dominated by any operator norm.

In addition, we refer to the following assumptions on the covariance function CN and

a data vector Z = z:

(A1) ||zN ||2 ≤ p for some small positive p;

(A2) ||C−1N || ≤ cN . However, as was mentioned by Litvinenko et al. (2019), this as-

sumption is strong and depends on the parameters of the covariance function and

the chosen rank k;

(A3) the error εN < 1, i.e.

ρ(C̃−1N EN) = ρ(C̃−1N CN − IN) < εN < 1. (4.2)

Theorem 4.1. Assume conditions (A1)-(A3). Then θ̃N is consistent.

Proof. As known, θ̂N → θ0 a.s. with N →∞ provided that there exists a deterministic

asymptotic criterion function L(θ) such that N−1LN(θ) → L(θ) a.s. uniformly with

respect to θ ∈ Θ with θ0 = argmax L(θ) and θ̂N = argmax LN(θ)/N . Then, if θ̃N is the

approximated with the H-matrix estimator such that θ̃N ≈ θ̂N , then θ̃N is consistent.

From (4.2), Ballani and Kressner (2015) obtained

| log det(CN)− log det(C̃N)| ≤ −N log(1− εN), (4.3)
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Thus, using the result obtained by Litvinenko et al. (2019), (4.2) and (4.3), for a

data vector z∣∣∣∣ L̃N(θ)

N
− LN(θ)

N

∣∣∣∣ =
1

2

1

N
log

det(CN)

det(C̃N)
− 1

2

1

N
|zTN(C−1N − C̃−1N )zN |

≤ −1

2
log(1− εN)− 1

2

1

N
|zTN(IN − C̃−1N CN)C−1N zN |

≤ 1

2
εN +

1

2

||zN ||22
N
||C−1N ||2εN

≤ 1

2
εN +

1

2

||zN ||22
N

cNεN , (4.4)

from where we conclude that for εN < 1 as N →∞, L(θ̃N),≈ L(θ̂N) and, therefore, θ̃N

is consistent.

Following the same steps as Kaufman et al. (2008), we now consider the fixed domain

asymptotics.

Theorem 4.2. Let C = σ2Σ(ϕ), where Σ(ϕ) is known correlation function and the

variance parameter σ2 is unknown. In addition, let the likelihood approximation (4.1)

be based on the observations in a set of finite subsets SN for N = (1, . . . ,∞). Then

ˆ̃σ2
N → σ2 almost surely as N →∞.

Proof. Let ΣN = ΛNΛT
N , then 1

σ
Λ−1N ZN ∼ N (0, IN) and the H-approximated ˆ̃σ2

N is as

follows

ˆ̃σ2
N =

1

N
ZT
N Σ̃−1N ZN =

1

N
XT
N(σΛN)T Σ̃−1N (σΛN)XN =

=
1

N
XT
N(σΛN)T (Λ̃T

N)−1Λ̃−1N (σΛN)XN =

=
σ2

N
XT
NΛT

N(Λ̃T
N)−1Λ̃−1N ΛNXN ,

where XN ∼ N (0, IN).

Since ΛN = Λ̃N + EN = Λ̃N(I + Λ̃−1N EN), where EN ∈ RN×N is the error matrix,

then

ˆ̃σ2
N =

σ2

N
XT
N(I + Λ̃−1N EN)T Λ̃T

N(Λ̃T
N)−1Λ̃−1N Λ̃N(I + Λ̃−1N EN)XN

=
σ2

N
XT
N(I + Λ̃−1N EN)T (I + Λ̃−1N EN)XN

≈ σ2

N

N∑
i=1

λ2N,iχ
2
i ,

where λN,i is the eigenvalue of (I + Λ̃−1N EN) and χ2
i are iid χ2

1 random variables.
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As was discussed in Kaufman et al. (2008) in the proof of the theorem 3, ˆ̃σ2
N → σ2

almost surely as N →∞ if supN( 1
N

∑N
i=1 |λN,i|q)1/q <∞ for some q = (1, . . . ,∞). From

(4.2) we conclude

sup

(
1

N

N∑
i=1

|λN,i(I + Λ̃−1N EN)|q
)1/q

≤
(

1

N
N |λN,max(I + Λ̃−1N EN)|q

)1/q

≤ (ρ(I + Λ̃−1N EN)q)1/q

< 1− εN <∞,

where ρ is the spectral radius and we used the fact that ρ(Λ̃−1n EN) < εN for εN < 1,

i.e spectral radius is dominated by any operator norm, then the condition is satisfied.

Then ˆ̃σ2
N → σ2 almost surely as N →∞.

The results for ˆ̃σ2
n/ϕ

∗2ν → σ2/ϕ2ν for the fixed range parameter ϕ∗ can be easily

obtained in analogy with the proof of Corollary 1 of Kaufman et al. (2008).

4.2 Kriging prediction

In geostatistics the standard approach, called kriging, is based on the principle of

minimum mean squared prediction error. Consider a zero-mean Gaussian Random Field

{Z(x) : x ∈ Rd} which is characterised by covariance function CZ(xi, xj), for xi, xj ∈ Rd.

With the inference on the process Z(x), the best linear unbiased prediction (BLUP), as

stated in Cressie (1993), at an unobserved location x0 is defined as follows

Z(x0) = c(x0)
>C−1Z Z, (4.5)

where c(x0) = [c(x0, x1), . . . , c(x0, xN)]′ is covariance vector formed based on a new

location x0 and CZ = C(xi, xj). The mean squared prediction error MSPE(x0, CZ) has

the form

MSPE(x0, CZ) = C(x0, x0)− c(x0)TC−1Z c(x0).

Following Furrer et al. (2006), if the BLUP is calculated under a different covariance

function KZ , the mean-squared prediction error has the form

MSPE(x0, KZ) = C(x0, x0)− 2c̃T (x0)K
−1
Z c(x0) + c̃T (x0)K

−1
Z CK−1Z c̃(x0).

For the H-matrix approach and kriging prediction we can proceed in the same way



72 Section 4.3 - Admissibility condition in practice

as with the likelihood. Firstly, we substitute CZ in (4.3) by the approximated by H-

method covariance C̃Z and then find the Cholesky factorisation. Then a simple kriging

prediction for a location x0 using the estimated covariance function with θ̂ in (4.1) will

take the following form

Z̃(x0) = c̃(x0)
>C̃−1Z Z, (4.6)

where c̃(x0) = [c̃(x0, x1), . . . , c̃(x0, xN)]′ is the H-matrix approximation of the corre-

sponding covariance vector. We note that (4.6) is again based on the matrix-vector

multiplications which lead to the log-linear cost computation.

In general, the weights c(x0)
TC−1Z in (4.5) are close to zero for observations whose

locations are far from x0. The H-matrix approach is based on the idea to ‘diminish’

the importance of the distant from x0 points while preserving the correlation of x0 with

closely located observations. Taking into account these two remarks, we believe that the

substitution CZ in (4.5) by the approximated with the H-method covariance C̃Z leads to

an asymptotically optimal mean squared error. However, to find the conditions under

which the asymptotic mean squared error of the predictions using the H-covariance

converges to the minimal error is out of the scope of this thesis.

4.3 Admissibility condition in practice

As was mentioned in section 2.2.1, the minimum number of elements or so called

leafsize is required in order to stop the partitioning of the binary cluster tree. Therefore,

in this section we aim at defining this number based on the statistical analysis. In

addition, we focus on the correction of the admissibility condition (2.3) defined in section

2.2.3. Particularly, we analyse the influence of the range parameter on the admissibility

condition.

We begin by setting up the hypothesis, that the data sites are uniformly distributed

throughout the domain of interest A ⊆ R2. To define the leafsize in each block we adopt

the following condition. Denoting I a cluster of interest, I ⊆ A, we find the expected

number N̄ of locations in I with the radius r as follows

N̄ ≈
N∑
i=1

E[1I(xi, yi)]

=
N∑
i=1

Pr[(Xi, Yi) ∈ I] = N · πr2/|A|, (4.7)

where 1I(xi, yi) is the indicator function, N is the total number of data locations in the
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sample, |A| is the dimension of domain A and πr2 represents the area of the cluster I.

The radius r corresponds to the required cut-off distance which can be chosen accord-

ing to the preliminary estimate of the spatial dependence, i.e. based on the value of

correlation between sites.

The last part of this section focuses on adjusting the admissibility condition (2.3)

stated in the section 2.2.3. Particularly, we aim to adapt the parameter η which was

left unexplained in the framework of spatial statistics.

As was mentioned in the section 2.2.3, the parameter is often considered at its default

value, i.e. η = 1. However, since the admissibility condition (2.3) depends on the

distance which is usually scaled by the range parameter ϕ = η/κ in spatial statistics,

we find it reasonable to adjust this condition and parameter η for the range parameter.

The range parameter flattens a covariance function c(xi, xj) with increasing ϕ by

scaling the distance ||x||. Therefore, we obtain a new condition

min{diam(Qσ), diam(Qτ )} ≤
η

ϕ
dist(Qσ, Qτ ), (4.8)

where Qσ ⊂ Rd, σ ⊂ I and Qτ ⊂ Rd with τ ⊂ J .
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Figure 4.1: Time of the ML estimation with scaled (solid) for the range parameter
ϕ and standard (dashed) admissibility condition (AC) with different sample size

In this simulation study we consider increasing domain asymptotics method and

perform the experiments on the perturbed grid of spatial locations. For the different

sample size of Nk = {2000, 4000, 8000} points chosen without replacement, we simulated

L = 100 realizations of zero-mean GRF with mean 0 and Matérn covariance with the

true parameters θ = (σ2, ϕ) = (1, 0.1) with the fixed ν = 0.5 in (1.3) that corresponds

to the exponential type of covariance function.
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As a result of the ML estimation with scaling the distance of exponential covariance

by the range parameter, the computational efficiency is doubled with respect to the

standard admissibility condition. See Figure 4.1 for the comparison of the computational

time for the MLE with standard and scaled admissibility conditions.

We assume that the sharp behaviour of covariance function (small range parameter)

will lead to nearly diagonal and thus well-conditioned matrices. Therefore, with respect

to the H-matrices, a small value of the range parameter leads to the fast convergence

rates and respectively computations.



Chapter 5

Numerical Results

5.1 Covariance tapering and composite likelihood

Following the main idea of the H-matrix approximation, the certain elements of the

covariance matrix CZ can be defined through the low-rank factors. More precisely, the

underlying covariance function follows an exact representation c(x, x′), for ||x−x′|| ≤ a,

where a > 0 and x, x′ ∈ Rd, otherwise it can be written through the factors a, b, i.e.

c̃(x, x′) =
∑k

j=1 aj(x)bj(x
′) for ||x− x′|| > 0 and rank k. As regards covariance tapering

approach, if we have reason to believe that distant pairs of observations are independent,

then this structure is modelled using a compactly supported covariance function.

Taking into account this comparison, it can be concluded H-matrix approximation

and covariance tapering approach are based on quite similar idea. Therefore, the main

purpose of this section is to compare the performance of these two methods based on

computational and statistical efficiency. In addition, we provide the comparison with

the weighted composite likelihood following the idea of Bevilacqua et al. (2012).

As was already described in section 1.1.1, in the covariance tapering approach some

elements of the covariance matrix CZ are set to zero after element-wise multiplication

by a correlation matrix, i.e CT = CZ � T (δ), where T (δ) is the taper with the cut-off

distance δ. The Wendland correlation function, discussed in the section 1.1.1, is chosen

as follows (see Figure 1.4)

K(||x− x′||; δ) =

(
1− ||x− x

′||
δ

)4

+

(
4||x− x′||

δ
+ 1

)
+

. (5.1)

Kaufman et al. (2008) proposed two approximations of the log-likelihood, namely

L1T (θ) = −N
2

log 2π − 1

2
log det[CZ � T (δ)]− 1

2
Z>[CZ � T (δ)]−1Z (5.2)

75



76 Section 5.1 - Covariance tapering and composite likelihood

and

L2T (θ) = −N
2

log 2π − 1

2
log det[CZ � T (δ)]− 1

2
Z>([CZ � T (δ)]−1 � T (δ))Z. (5.3)

The first approximation (5.2) is computationally more efficient but the corresponding

‘score’ function for θ

∂

∂θ
L1T =

1

2

(
ZT [CZ � T (δ)]−1Ci[CZ � T (δ)]−1Z − tr([CZ � T (δ])−1Ci)

)
,

where Ci = ∂CZ(θ)/∂θi, is biased or Eθ0
(
∂
∂θ
L1T

)
6= 0, i.e. the expectation is not null at

θ = θ0, where θ0 ∈ Θ denotes the true parameter value.

Therefore, the second tapered likelihood (5.3) was proposed where both the model

covariance matrix and the sample covariance matrix are tapered which leads to the

unbiased derivative of (5.3).

Since (4.1) also entails a biased score function, i.e 1
2

(
ZT C̃−1Z CiC̃

−1
Z Z − tr(C̃−1Z CiZ)

)
,

in this experiment we use (4.1) with H-matrix approximated covariance C̃Z and (5.2)

with tapered covariance CT .

The problem of covariance tapering for interpolation of large spatial datasets was

discussed by Furrer et al. (2006). The best linear unbiased prediction at an unobserved

location x0 follows from (4.5). By replacing the covariance matrix CZ by the tapered

version CT , the linear system with the weights in (4.5) can be solved efficiently, i.e.

c(x0)
TC−1T . By Furrer et al. (2006) it was shown that the asymptotic mean squared

error of the predictions using the tapered covariance converges to the minimal error.

We now shortly describe the method proposed by Bevilacqua et al. (2012), Bevilacqua

et al. (2012) and called weighted composite likelihood. Given a space-time realization

{Z(xi, tl)}, l = 1, . . . , T , i = 1, . . . , N with xi ∈ Rd, t ∈ R, we consider the Gaussian

density of a pair Z(xi, tl) and Z(xj, tk). Then the pairwise log-likelihood

lpair(θ, z) =
∑

i,j,k∈D

log[fZ(zil, zjk)]wijlk, (5.4)

where

D =


l = 1, . . . , T, i = 1, . . . , N, k = l, . . . , T

j = i+ 1, . . . , N, if l = k

j = 1, . . . , N, if l > k
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and wijlk are non-negative weights defined as

wijlk =

1, if ||xi − xj|| < dx, |tl − tk| < dt

0, otherwise
, (5.5)

for a fixed spatiotemporal lag (dx, dt).

The pairwise likelihood estimator θ ∈ Θ ⊂ Rp is obtained maximizing (5.4) with

respect to θ.

The goal of this Chapter is to recover the true values of the parameters (σ2, ϕ) with

the approximated in the H-format Matérn covariance. We compare the performance

of two methods: H-matrices and covariance tapering in the spatial setting under the

increasing domain asymptotics setup. In the section 5.2.2, the comparison is also per-

formed with the weighted composite likelihood in the spatio-temporal framework on the

simulated GRF with space-time Gneiting type of covariance function (1.14). Chapter is

concluded with the real data application.

5.2 Simulated data

The simulation study, considered in this section, is concerned with the increasing

domain asymptotics setup. Taking advantage of the fact that H-matrix representations

are easily applied to irregularly allocated data sites, in this Chapter we perform the

experiments on the randomly perturbed grid of spatial locations. For the data locations

we follow the simulation setup described in Kaufman et al. (2008). Particularly, a

regular grid with increments 0.03 is constructed over

Wk = [0, 2(k+2)/2]× [0, 2(k+2)/2], k = 0, . . . , 2.

To obtain irregular allocation of the data sites and avoid numerical instabilities, the

regular grid points were perturbed by adding a uniform random value on [−0.01, 0.01].

With this setup, each data location is at least 0.01 units distant from its neighbours.

As an example, the regular grid is shown on the left part of the Figure 5.1, perturbed

grid is given on the right side.

For the different sample size of Nk = {2000, 4000, 8000} points with k = 0, . . . , 2

chosen without replacement, we simulated L = 100 realizations of zero-mean GRF

with mean 0 and Matérn covariance with the true parameters θ = (σ2, ϕ, ν, τ 2) =

(1, 0.1, 0.5, 0.1), where we fixed the smoothness parameter ν = 0.5 in (1.3) that corre-

sponds to the exponential type of covariance function and nugget parameter which is
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Figure 5.1: Regular (left) and perturbed (right) grid

denoted by τ 2. The nugget parameter τ 2 = 0.1 was added to the diagonal in order to

preserve the positive definiteness property as was suggested by Litvinenko et al. (2019)

and discussed in the section 2.3.2.

To check the predictive performance with the increasing Nk, we divided the simulated

data into a training dataset chosen at random and a validation dataset containing the

remaining part, i.e M = {200, 400, 800} observations respectively.

5.2.1 Results: spatial framework

For H-matrix approach we implemented C code, exploiting the h2lib library1 for the

construction of the cluster, block cluster trees and H-matrices. The minimal number

of the elements at which partition in a block stops was chosen following the condition

(4.5) stated in section 4.3. The spatial lag hmin was selected to guarantee the minimum

value of correlation 0.5 between the observations in one block.

Instead of the standard admissibility condition defined in (2.3), the adapted for spa-

tial statistics condition (4.8) was exploited. In addition, for the low-rank approximation

of the off-diagonal blocks we used adaptive cross-approximation described in the Algo-

rithm 2 of the section 2.2.5.

As practical range we set ϕ = 0.1 due to consistency of ϕ over the spatial domain to

increasing domain framework. Because we keep d as fixed, increasing k and consequently

the number Nk of observations, the percentage of nonzero elements in the resulting

tapered covariance matrix decreases. By varying the practical range δ = {0.15, 0.3, 0.5},
the percentage of non-zero elements p in the tapered covariance matrix increases, for

1Steffen Borm, Scientific Computing Group, Kiel University
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example for N1 = 2000: {p1 = 0.2, p2 = 0.5, p3 = 1.5}, N2 = 4000: {p1 = 0.15, p2 =

0.38, p3 = 1.33}, N3 = 8000: {p1 = 0.1, p2 = 0.27, p3 = 1.12}.
For the H-matrices we control the compression ratio q which is defined as the ratio

between the sizes of a compressed (hierarchical matrix) C̃ and original matrix C

q =
size(C̃)

size(C)
, (5.6)

where size of the matrix A ∈ RN×N is defined by the number of rows N and columns N

that it contains. The reduced size of the hierarchical matrix is explained by low-rank

blocks Ã|block ∈ RN×k (denoted by green colour in Figure 2.1), where k is the rank.

To be consistent with the percentage of non-zero entries in tapered covariance, the

parameter η in the improved adjusted for the range condition (4.8), was varied between

η = (2, 1.4, 1). That means that the compression ratio (5.6) decreases as η/ϕ gets

bigger. For example, for N1 = 2000: we obtained {q1 = 0.3, q2 = 0.8, q3 = 1.9},
expressed in percentages, N2 = 4000: {q1 = 0.25, q2 = 0.48, q3 = 1.56}, N3 = 8000:

{q1 = 0.2, q2 = 0.37, q3 = 1.31}, so that it is quite comparable with the changing density

of the tapered covariance.

For evaluating (5.2), the implementation2 of Kaufman et al. (2008) and sparse matrix

implementation with the R package spam Furrer et al. (2010) was exploited. In this case

the factorization is computed once. Afterwards, by using pointers in C, the structure

of the matrix is passed and numerical computations are performed by functions of the

sparse library. With the repeated iterations it can be evaluated efficiently.

Figure 5.2: Time (min) of the likelihood computation with different p, q for (a)
Tapering and (b) H-matrices approach

2available at http://www.image.ucar.edu/Data/precip tapering/
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Figure 5.2 and 5.3 show the computational time for maximum likelihood estimation3

and kriging prediction given different values of the density of the tapered matrix p and

compression ratio q for the H-matrix method.

It can be seen that the H-matrix approach implements the ML estimation and krig-

ing faster and the difference between two methods is more evident when number of

observation Nk increases. The experiments were performed on 2.4 GHz processor with

8 GB of memory running Mac OS X 10.11.
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Figure 5.3: Time (min) of the kriging prediction for N1 = 2000: {p1 = 0.2, p2 =
0.5, p3 = 1.5}, N2 = 4000: {p1 = 0.15, p2 = 0.38, p3 = 1.33}, N3 = 8000: {p1 =
0.1, p2 = 0.27, p3 = 1.12} for (a) Tapering and (b) H-matrices approach with N1 =
2000: {q1 = 0.3, q2 = 0.8, q3 = 1.9}, N2 = 4000: {q1 = 0.25, q2 = 0.48, q3 = 1.56},
N3 = 8000: {q1 = 0.2, q2 = 0.37, q3 = 1.31}

Figure 5.4 shows boxplots of the estimates of the range ϕ and variance σ2 parameters

with the both methods, including the exact ML estimation. The horizontal line indicates

the true values of the estimates (ϕ = 0.1, σ2 = 1). As taper δ decreases, the biases in

the one-taper estimates increase. In fact the bias higher for δ smaller compared to

the true correlation range of the process. In contrast, we see negligible bias in the H-

matrices estimates. The difference in variance estimates with both methods is almost

indistinguishable.

It can be seen that the application ofH-matrices approach for ML estimation resulted

in good statistical efficiency, even with a small compression ratio q defined in (5.6), which

in turn results in a gain of computational efficiency.

To compare the predictive performance of both methods we compute the measure,

termed Root-Mean-Squared Prediction Error (RMSPE). With the increasing Nk we

divided the simulated data into a training dataset chosen at random and a validation

dataset containing the remaining part, i.e M = {200, 400, 800} observations respectively.

3Nelder-Mead method was used for evaluating the likelihood with the absolute tolerance 10−3 for
both methods
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Figure 5.4: Boxplots of sampled estimates (a)-(c) ϕ̂ and (d)-(f) σ̂2 with the horizon-
tal line of the true estimates (ϕ = 0.1, σ2 = 1) under the exact maximum likelihood
estimation (MLE), covariance tapering (TAP) and H-matrices (HM)

The set of the predicted locations for each M is denoted as D∗M with each new location

x0 ∈ D∗M ⊂ Rd.

If Z̃(x0, l) denote the model-A predictor, where Z(x0, l) is the lth simulated process

evaluated at a new location x0 and A =TAP, HM. Then the model-A predictor RMSPE

for the lth simulation is

RMSPEA(l) =

√ ∑
x0∈D∗M

(
Z̃(x0, l)− Z(x0, l)

)2
, l = 1, . . . , L. (5.7)

We then consider a measure of relative skill (RS), relative to HM:

RS(N) = RMSPEHM(l)/RMSPETAP(l), for l = 1, . . . L

for the different N = {2000, 4000, 8000}.
Hence, as can be seen from the Figure 5.5 for different sample size Nk and various

density and correlation ratio p and q respectively, RS(N) < 1 mainly. Therefore, H-

matrices approach has a better predictive accuracy.
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Figure 5.5: Boxplots of RS(N) for (a) N1 = 2000 : p1 = 0.2, q1 = 0.3, N2 =
4000 : p1 = 0.15, q1 = 0.25, N3 = 8000 : p1 = 0.1, q1 = 0.2, (b) N1 = 2000 : p2 =
0.5, q2 = 0.8, N2 = 4000 : p2 = 0.38, q2 = 0.48, N3 = 8000 : p2 = 0.27, q2 = 0.37, (c)
N1 = 2000 : p3 = 1.5, q3 = 1.9, N2 = 4000 : p3 = 1.33, q3 = 1.56, N3 = 8000 : p3 =
1.12, q3 = 1.31

5.2.2 Results: spatio-temporal framework

In this section we evaluate the performance of the H-method for Gneiting class of

spatio-temporal covariance function based on the analytical derivation of the admissibil-

ity condition provided in the section 2.2.3 of Chapter 2. The performance is compared

with the covariance tapering approach and the weighted composite likelihood method.

We simulated NT = 16000 irregularly located spatio-temporal sites on a space-time

domain S × T with 80 spatial locations with S ⊂ Rd : [0, 20]× [0, 20] and 200 temporal

instants with T ⊂ R : [0, 20]. The selected locations were then divided into the training

14400 and test 1600 locations sets. The simulation setup for spatio-temporal framework

reflects the scenario described for the spatial domain in the section 5.2.

A realization from a space-time GRF Z(s, t) for 100 random samples is obtained by

considering the non-separable Gneiting space-time covariance function

C(h, u) =
σ2

(20|u|2α/a+ 1)
exp

(
− 3||h||
b(20|u|2α/a+ 1)η/2

)
(5.5)

with the spatial h = s− s′ and temporal u = t− t′ lags, such that the Cholesky factor Λ

was multiplied on a Gaussian random vector W ∼ N(0, I), CZ = ΛΛT . In this numerical

study, the smoothness α = 0.5, space-time interaction η = 0.5 parameters and a small

nugget τ 2 = 0.1 were fixed.

We aimed to estimate temporal a and spatial b range parameters under two simulation

settings: 1) large-scale dependence: a = 10, b = 20; 2) small-scale dependence: a = 5,

b = 10.

The simplest weights (5.5) for the weighted composite likelihood (WCL) approach

can be chosen as wij = 1, if ||xi − xj|| ≤ dx and |ti − tj| ≤ dt, and 0 otherwise. As was
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mentioned by Bevilacqua et al. (2012), this choice has evident computational advantages

and can also improve the statistical efficiency. The spatiotemporal lag was fixed at the

value {dx = 15, dt = 5} for the first setup and {dx = 10, dt = 5} for setup 2.

For simulation, ML estimation and kriging prediction with the covariance tapering

(TAP) and WCL approaches we exploited a new R-package GeoModels (see https://

vmoprojs.github.io /GeoModels-page/). As space-time compactly supported function,

separable space-time Wendland correlation model was chosen, that is easily obtained as

a product of a spatial Ks(||x− x′||; δ) and a temporal correlation model Kt(|t− t′|; τ)

K(||x− x′||, |t− t′|; δ, τ) = Ks(||x− x′||; δ)Kt(|t− t′|; τ),

where under the two simulation settings the spatial and temporal cut-off distances were

selected as (δ1, δ2) = (10, 15) and (τ1, τ2) = (5, 5) for compactly supported correlation

(5.1) in spatial and temporal coordinates respectively.

To obtain a H-matrix (HM) representation of the spatio-temporal covariance (5.5),

we implemented a new space-time code in C. In addition, the compression ratio (5.6) was

chosen to be consistent with the density parameter of TAP approach, i.e. size(C̃)/size(C)

is 15% for setup (1) and 10% for (2). The space-time regularity condition was adjusted

for the spatial and temporal ranges as was discussed in section 4.3.

Mean estimated values of the covariance parameters and other model parameters are

demonstrated in Table 5.1. Under both parameter settings, the HM approach clearly

outperformed TAP in terms of computational time. However, the WCL method led to

a faster computation compared to the HM method. Since the time of the computation

provided in Table 5.1 for HM approach is still not optimised, then finding a way to

improve the speed of convergence in future work could be fruitful.

Method â b̂ RMSPE Time (lik), min Time (kr), min

Setup 1
HM 10.08 20.1 0.42 24.07 1.16
TAP 10.13 19.88 0.49 71.1 3.1
WCL 10.33 20.12 0.71 10.2 15.1

Setup 2
HM 5.09 10.05 0.32 16.12 0.85
TAP 5.11 9.87 0.35 53.21 2.13
WCL 5.12 10.1 0.62 5.21 14.13

Table 5.1: The mean estimated values of the parameters for Gneiting space-time
covariance. The results are based on 100 runs of simulations.
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The predictive performance of HM and TAP methods with the use of RMSPE pro-

vided in the equation (5.7) is quite similar. Note that, the convergence is slower for the

larger spatial and temporal scales dependence and the predictive performance decreases

when the range increases for all the methods. As was noted in the section 4.3, for

H-matrix approach there exists an influence of the scaling distance parameters a and b

on the time of computation. To conclude, a preferred choice of the method depends on

whether it is worth to reduce the computational time at the expense of accuracy.

5.3 Real data application

In this section we apply H-matrix approach (HM), Covariance Tapering (TAP) and

Fixed Rank Kriging (FRK) methods on the real dataset. The method of WCL was

not included in the analysis due to its infeasibility for the kriging prediction for a large

dataset.

The US National Aeronautics and Space Administration (NASA) launched the Aqua

satellite on May 04 2002 with several instruments on board including the Atmospheric

Infrared Sounder (AIRS ). AIRS retrieves column-averaged CO2, denoted XCO2 (with

particular sensitivity in the mid-troposphere), amongst other geophysical quantities we

use XCO2 measurements taken between May 01 2003 and May 03 2003. These data

are a subset of those available with FRK. The map of the data sites can be seen on the

Figure 5.6.

−150 −100 −50 0 50 100 150

−
50

0
50

Figure 5.6: AIRS : map of the sites

We compare HM, TAP and FRK with the application on the 3-day AIRS dataset

(N = 43059 measurements). We divide the data into a training dataset of 30000 observa-

tions chosen at random and a validation dataset containing the remaining observations.
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As can be seen from the plots depicted on the Figure 5.7, CO2 mole fraction has a

latitudinal gradient (lat), therefore we use latitude as a covariate and consider process

Y (x)

Y (x) = tTα + Z(x),

where Z(x) is the spatial process with the Matérn covariance function CZ + τ 2I, where

the measurement error (or so called nugget effect) is represented by τ 2I for i = j,

t = (t(x1), . . . , t(xN))T is a vector of a covariate (lat) and the coefficients α = (α1, . . . αp)

are unknown. We fit a linear model to the latitude as the covariate. After fitting, we

noticed a strong departure from Gaussianity. Therefore, this real dataset is a scenario

when the model is potentially misspecified due to a probable non-stationarity or non-

Gaussian errors.

With the obtained OLS estimate for α, the data are detrended, i.e. Z̃(x) = Y (x)−
tT α̂. Then we estimate the parameters θ = (ϕ, σ2) and nugget τ 2 of the Matérn covari-

ance function (1.3) with ν = 0.5 (exponential type). Then the plug-in predictor using

the estimated covariance function with ML parameters θ̂

Ỹ (x0) = t(x0)
T α̂ + c(x0)

T C̃−1(Y − tT α̂),

α̂ = (tT C̃−1t)−1tT C̃−1Y ,

where C̃ is the covariance matrix approximated under FRK, TAP and HM methods, t

is the unit vector and t(x0) = 1.
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Figure 5.7: AIRS : CO2 mole fraction on latitude (top) and longitude (bottom)
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Cressie (1993) pointed out that estimating the variogram at a particular lag may

be obtained as estimation of the location of the square differences [Z(x) − Z(x + h)]2

or as second order moment [Z(x) − Z(x + h)]. In order to use available knowledge of

robust location estimation, Cressie and Hawkins (1980) obtained fourth roots of squared

differences, yielding robust estimators. Thus, to obtain initial values for the parameters

θ0 = (ϕ0, σ
2
0) and nugget τ 20 of the Matérn covariance function, we exploited robust

variogram estimator described by Cressie and Hawkins (1980). The initial parameters

were found to be (ϕ0, σ
2
0, τ

2
0 ) = (5.14, 7.8, 4.05).

For this application we used the newest implementation of the FRK method in the R-

package FRK of Zammit-Mangion and Cressie (2017) which is based on the construction

of a spatial random effects (SRE) model on a fine-resolution discretised spatial domain

termed as basic areal units4. Moreover, for FRK application we selected irregular allo-

cation of basis functions from (1.6) of the exponential type and domain plane with three

resolutions. For the TAP method we used the R-package spam with the Wendland type

of correlation function as in (3.32) with the taper range δ = 5 based on the preliminary

estimate of ϕ0.

Method RMSPE Time (lik), min Time (kr), min

HM 3.09 18.6 1.6
TAP 3.12 98 3.1
FRK 3.14 24 2.32

Table 5.2: The results on the AIRS dataset application with the best values denoted
by the bold font

For the H-matrices approach we used admissibility condition adjusted for the pre-

liminary estimate of the range parameter ϕ0 discussed in 4.3 and η = 2. The minimal

size of the dense blocks nmin = 80 was chosen satisfying the condition (4.7).

The estimated parameters with the HM method are (ϕ̂, σ̂2, τ̂ 2) = (6.2, 7.1, 8.1). The

results are shown in the Table 5.2 which confirm the better performance of the HM

method. Therefore, we conclude that H-matrices approach leads to the computational

and statistical advantages over FRK and TAP methods.

4available at https://cran.r-project.org/web/packages/FRK/index.html



Chapter 6

Conclusions

6.1 Concluding remarks

This research aimed to address one of the most common challenges arising in spa-

tial statistics, such as the ”big N problem” that emerges when the number of spatial

data sites is large and, thus, the statistical inference is limited by the computational

complexity of the likelihood evaluation. The problem is further increased by includ-

ing the additional time dimension. In this work we analysed the existing methods to

tackle the computational problem, such as fitting Gaussian Markov Random Field to

GRF obtained as a solution to Stochastic Partial Differential Equation, Fixed Rank

Kriging, Covariance Tapering. Despite that the application of aforementioned methods

can result in reducing the computational cost, they often sacrifice statistical efficiency.

This fact motivated the use of a relatively new method based on H-matrices for the

approximation of some classes of covariance functions.

In order to get insight into the H-method, we adapted the description of this ap-

proach to the framework of spatial statistics in Chapter 2. For the appropriate partition

of spatial points and effective low-rank approximation of specific blocks of covariance

functions, we described the standard admissibility and asymptotic smoothness condi-

tions required for the successful application of the H-method. We also provided ex-

amples of analytically derived admissibility conditions for concrete types of covariance

functions. Since such a computation can be tedious, we aimed to find a general condition

under which this method was suitable.

Since the H-matrix approach was originally created for the approximation of dense

matrices coming from partial differential equations, the methodology was formulated

in terms of Stochastic Partial Differential equations in Chapter 3. The relation of the

regularity condition to physically driven PDEs was obtained through the bounds of the

87



88 Section 6.2 - Future directions of research

inverse of the pseudodifferential operator, so-called Schwartz kernel. With this link, we

introduced the stochastic version of the deterministic tools in the context of the mean-

square theory, where the main characteristics are defined by the mean and covariance

structures. We demonstrated how a slow-growing measure relates to the covariance

regularity which is required for the application of H-matrices. We also discussed some

spatio-temporal covariance functions obtained within the SPDE approach.

In Chapter 4 of this thesis we applied H-matrix method to the Matérn covariance

function of GRFs obtained as solutions to the SPDE. We also discussed the asymptotical

properties of the estimators obtained with the H-matrix technique. In addition, the

properties of H-matrices were adapted to the spatial statistics framework. Particularly,

the regularity condition was scaled for the range parameter that appeared to influence

the approximation of covariances by the H-method.

The results of simulation studies with different sample size were given in Chapter 5,

where we provided numerical studies with simulated and real data application for spatial

and spatio-temporal datasets. The H-matrix approach was then compared with the

other methods, such as covariance tapering, fixed rank kriging and weighted composite

likelihood in terms of computational and statistical efficiencies. Namely, the results

of likelihood evaluation, based on real dataset of over 40000 measurements, showed

fourfold superiority compared to Covariance Tapering in terms of computational time.

In addition, the application of the H-matrix approach for ML estimation resulted in

a sufficient statistical efficiency even with the small compression ratio. This, in turn,

entailed a gain of computational efficiency compared to the other methods. It worth

to mention that the estimates obtained with the H-matrix approach are close to ML

estimates.

We conclude that the application of H-matrices for evaluating the likelihood and

performing kriging prediction allowed to preserve a balance between computational ad-

vantages and statistical efficiency.

6.2 Future directions of research

A possible drawback of the H-matrix approach is the complexity of the underlying

algorithm. In addition, the software library used for hierarchical matrices application

within this thesis is available only in C programming language. However, there are other

software libraries that are freely available in C, C++, Matlab, Python, that implement

the hierarchical matrices approach. Therefore, as a future direction we consider the

development of the R-package that implements maximum likelihood estimation and
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kriging prediction with the H-matrix approximation.

In this thesis we mainly concentrated on the exact forms of the covariance functions

obtained from the solutions to SPDEs. However, the H-matrix method can be applied

to the matrices obtained after Finite Element construction and triangulation of the

considered domain in the same way as in Lindgren et al. (2011). In other words, we can

exploit H-matrices in order to solve the stochastic partial differential equation using the

Finite Element method that gives a Matérn random field.

In addition, in this work the theory was adapted for the stationary case scenario. Fu-

ture work may include considering non-stationary settings. It must be straightforward

to adapt the asymptotic smoothness condition for anisotropic models. A directionality

can be introduced through a distance measure different than the standard Euclidean

distance and, in fact, the asymptotic smoothness condition that accounts for the direc-

tionality was already introduced in Hackbusch (2015). However, the more complicated

non-stationary structures could be the directions of future work.

There is a growing interest in developing covariance functions for processes on the

surface of a sphere. Thus, another challenge that was not addressed in this thesis is the

extensions to a spherical framework. For this purpose, we can reinterpret the SPDE to

be defined on S2 as surface embedded on R3 and apply H-matrices for the discretisation

of SPDEs on the spherical domain, since the solution remains a Matérn field.
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