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Introduction

The Standard Model of fundamental interactions (SM) has been extensively
tested in many particle experiments during the last 25 years and it has proven
to be extremely successful up to the energy scale typical of the weak force.
Nevertheless, there is still no experimental evidence of the Higgs boson, one of
the key components of the SM, responsible for the breaking of the electroweak
symmetry and for the masses of the fermions and of the weak bosons.
The Large Hadron Collider (LHC) is scheduled to provide the first proton
on proton collision in 2008 at the center of mass energy of 14 Tev, an energy
one order of magnitude higher than the regime explored so far.
The CMS experiment is an omni-purpose experiment that will operate at the
LHC, it will give insight into Standard Model physics and search for physics
beyond the Standard Model.

In this work we consider the usage of pixel detector information in the
reconstruction of hadronic jets in events collected by the CMS detector under
high luminosity running conditions, to add a small piece of information to
best answer the question of the improvements possible on the physics output
of CMS in case of an upgrade of its triggering capabilities.

In the first chapter we give a review of the Standard Model and its Mini-
mal Supersymmetric extension. We then summarize the Higgs boson search
channels at the LHC and present an update on the current status of Higgs
searches at the Tevatron Collider.

The second chapter introduces the phenomenology of proton-proton in-
teractions at the LHC and it gives a description of LHC and the CMS ex-
periment, with particular attention to the pixel detector.

Chapter three describes a possible application of the pixel detector for
triggering at the first level of the CMS trigger.
We will first introduce the software frameworks we used for all the simu-
lations, with some details on the tools used in the production of the data
samples.
In the second part we describe a pixel-based first level trigger and we derive
optimized cuts for the selection of the tt̄H signal.
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In chapter four we consider a search channel of a Standard Model Higgs
boson which could benefit from a reduction of energy thresholds of jet trig-
gers, with the double aim of showing what can be obtained with such search
using a sufficient statistics collected by CMS in the running phase of high
luminosity, and to show what benefit the channel could receive from a trigger
using jets plus pixels.

Finally, chapter five gives a summary of the results.
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Chapter 1

The Standard Model and its
possible extensions

The standard model is a quantum field theory based on a local gauge sym-
metry described by the group

SU(3)c⊗SU(2)L⊗U(1)Y.
The matter fields are represented by Dirac spinors associated to two distinct
sets of point-like particles of spin-1

2
(fermions). Each set is composed by 6

elements organized into three families. The interactions between the matter
fields are described by the coupling with the gauge vector bosons which
arise from the spontaneous breaking of the gauge symmetry SU(2)L⊗U(1)Y.
These gauge bosons are defined: W+, W- and Z for weak interactions and
photon γ for electromagnetic interactions. Also a new particle is introduced
in the theory, the Higgs boson. Including the strong interactions related to
the SU(3)c color symmetry and mediated by eight colored massless gluons.
The fermion and boson masses can be described by their couplings to the
Higgs field.

In the following we take ~ = c = 1.

1.1 Elementary Particles

In the standard model the elementary spin-1
2

fermions are the leptons, the
quarks and their anti-particles. They are classified in three families (genera-
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tions): (
νe

e

) (
νµ

µ

) (
ντ

τ

)

(
u
d

) (
c
s

) (
t
b

)

The constituents of matter are leptons and hadrons. Hadrons can be distin-
guished in mesons (formed by one quark and one anti-quark) and baryons
(formed by combinations of three quarks). There is no experimental evidence
of the existence of a fourth family. The interactions between the elementary
particles are mediated by bosons, as follows:

Gravity: graviton G
Strong: 8 gluons g

Weak: W+, W-, Z
Electromagnetic: photon γ

In the standard model weak and electromagnetic forces are originated from
the electroweak interaction through the mechanism of spontaneous symmetry
breaking.

1.2 Electroweak interaction

Electromagnetic and weak interactions are but two aspects of the same in-
teraction. Sheldon Glashow, Abdus Salam, and Steven Weinberg[1, 2, 3]
developed a theory based on the group SU(2)L⊗U(1)Y. It is a chiral theory
in the sense that left-handed and right-handed components behave differently
under its gauge group. Weak interactions are a V-A theory and act only on
the left components. For the fermion fields there is no mass term and the
helicity is a good quantum number. Dirac spinors are introduced with well
defined helicity states, left-handed (L) and right-handed (R). For the first
generation of fermions:

LL =

(
ν`

`

)

L

(1.1)

LR =
(
`

)
R

(1.2)

where ` = (e, µ, τ). The right-handed neutrino is not included in the the-
ory because, being massless1, it has no interactions. For the quarks, the

1The neutrinos are not massless. This is indicated by their oscillations [4], however
they have small masses and in first approximation we will take them to be zero.
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only difference is the presence of two right-handed singlets. Helicity states
can be represented using two quantum numbers: weak isospin T and weak
hypercharge Y defined as

Y = 2(Qem − T3) , (1.3)

where T3 is the third axis projection of the weak isospin and Qem is the
electric charge expressed in units of elementary charge 2. We can then express
the lepton states in the following notation

LL ∈ (2,−1) (1.4)

LR ∈ (1,−2) (1.5)

where the first number is the dimension of the SU(2)L group representation
and the second number is the hypercharge.

Fermions
Quantum Numbers

Qem T T3 Y

(ν`)L 0 1
2

+1
2

-1

(`)L -1 1
2

-1
2

-1

(`)R -1 0 0 -2

(u)L +2
3

1
2

+1
2

+1
3

(d)L -1
3

1
2

-1
2

+1
3

(u)R +2
3

0 0 +4
3

(d)R -1
3

0 0 -2
3

Table 1.1: Electric charge Qem (in unit of e), weak isospin T and third axis
projection T3 and weak hypercharge Y quantum numbers of lepton (` =
e, µ, τ) and quark ([u, d] = [u,d], [c,s], [t,b]) helicity states.

1.2.1 Leptons

A simple Lagrangian for the lepton fields without gauge interactions can be
written in the form

L = L†Lσ̃
µı∂µLL + L†Rσ

µı∂µLR , (1.6)

2e = 1.602176462(63)× 10-19 C is the absolute value of the electric charge of the
electron. The electron charge value is -e [5]
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LL transforms under SU(2) as

L→ L′ = UL , (1.7)

where U is any element of SU(2), and LR is left invariated. Requiring the
Lagrangian to be invariant under SU(2) leads to the introduction of the gauge
derivative

Dµ = ∂µ + ı(g2/2) ~Wµ + ı(g′/2)(Y )Bµ , (1.8)

where ~Wµ and Bµ are the boson vector fields associated to the SU(2)⊗U(1)

symmetry, g2 and g′ are coupling constants and ~Wµ = W k
µ (x)τ k τ k are

the Pauli matrices. Under SU(2)⊗U(1) local gauge transformation the fields
transform

Bµ(x) → B′
µ(x) = Bµ(x) + (2/g1)∂µθ(x)

~Wµ(x) → ~W ′
µ(x) = U(x)WµU

†(x) + (2ı/g2)(∂µU(x))U †(x) . (1.9)

Again g1 is an arbitrary constant.
The coupling constant g2 of the SU(2) gauge theory must be the same for

all leptons. This derives from the non-Abelian nature of SU(2) group and is
called lepton universality.

The lepton part of the U(1)⊗SU(2) invariant Lagrangian is

Llepton = L†Lσ̃ıDµLL + L†RσµıDµLR . (1.10)

The dynamical part of the boson fields Lagrangian may be written in a
gauge invariant form as

Ldyn = −1

4
BµνB

µν − 1

4
~Wµν · ~W µν , (1.11)

with

Bµν = ∂µBν − ∂νBµ ,

~Wµν = ∂µ
~Wν − ∂ν

~Wµ + g2

(
~Wµ × ~Wν

)
. (1.12)

1.2.2 Quarks

Comparing β decay
n→ p+ e− + ν̄e , (1.13)

or, at quark level
d→ u+ e− + ν̄e , (1.14)
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to muon decay
µ− → νµ + e− + ν̄e , (1.15)

suggests that the left-hand components UL and DL of the quark fields should
be put together in an SU(2) doublet

QL =

(
UL

DL

)
. (1.16)

UR and DR act like LR, unchanged by SU(2) transformations. Again, the
coupling to the Wµ field is uniquely determined by SU(2) symmetry and the
coupling to the Bµ field by the quark electric charges: 2e/3 for the u quark
and −e/3 for the d quark. The Lagrangian invariant under U(1)⊗SU(2)
transformations is

Lquark = Q†Lσ̃
µıDµQL + U †Rσ

µıDµUR +D†
Rσ

µıDµDR . (1.17)

This model is then extended to a gauge field theory SU(3)c⊗SU(2)L⊗U(1)Y
with the introduction of strong interactions between quarks, called quantum
chromodynamics (QCD). In QCD we have three fields for each flavor of quark.
This are put in a so called color triplet. For example

U =




Ur

Ug

Ub


 , (1.18)

where Ur, Ug and Ub are four component Dirac spinors. To make the theory
invariant under a local SU(3) transformation a 3x3 matrix gauge field Gµ is
introduced and it is taken to be Hermitian and traceless. Therefore it can
be expressed in terms of the eight Gell-Mann matrices λa

~Gµ =
1

2

8∑
a=1

Ga
µλa , (1.19)

where the coefficients Ga
µ correspond to eight real independent gluon gauge

fields.
The gluon dynamical contribution to the Lagrangian is

Lgluon = −1

4

8∑
a=1

Ga
µνG

µνa , (1.20)

where Gµν is defined as

Gµν = ∂µGν − ∂νGµ + ig(GµGν −GνGµ) , (1.21)
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Ga
µν is its expression by the Gµ components and g is the strong coupling

constant.
The quark color interaction Lagrangian is

L =
6∑

f=1

q̄f iγ
µ (∂µ + igGµ) qf , (1.22)

the sum is over all flavors of quark.

1.2.3 Spontaneous symmetry breaking

A simple lagrangian invariant under SU(2)⊗U(1) for a scalar field φ is

Lφ = (Dµφ)†Dµφ− V (φ†φ) , (1.23)

where the gauge derivative Dµ is defined in (1.8).
The scalar field is taken to be a complex doublet

φ =

(
φ+

φ0

)
∈ (2,+1) , (1.24)

and it is called the Higgs field [6].
The most general form of the potential V (φ†φ) that allows renormalizability
of the theory is

V (φ†φ) =
m2

2φ2
0

[
(φ†φ)− φ2

0

]
, (1.25)

with a mass term m and a real parameter φ0.
The vacuum state of the system is obtained for φ†φ = φ2

1 +φ2
2 +φ2

3 +φ2
4 = φ2

0

and is degenerate. We have three ak parameters which specify an element of
SU(2) to select the gauge. We adopt a gauge in which φA = 0 and φB is real.
Then

φground =

(
0
φ0

)
. (1.26)

This vacuum state breaks the initial U(1)⊗SU(2) symmetry, but a U(1)
symmetry is still present. This can be interpreted as the U(1)em group
of electromagnetic interactions, since the quantum numbers of the vacuum
state are T = 1/2, T3 = −1/2 and Y = +1 and thus Qem = (1/2)Y +T3 = 0.

Excited states of the Higgs field can be written as

φ =

(
0

φ0 + h(x)/
√

2

)
, (1.27)
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where h(x) is a real function. Thus the mass terms in (1.23) for the boson
fields are

g2
2

2
W+

µ W
+µφ2

0 +
g2
1 + g2

2

4
ZµZ

µφ2
0 , (1.28)

where we conveniently defined

W±
µ =

W 1
µ ∓ iW 2

µ√
2

,

Zµ = W 3
µ cos θW −Bµ sin θW , (1.29)

tan θ =
g1

g2

and θW is the Weinberg angle.
The orthogonal component to Zµ is Aµ = W 3

µ sin θW +Bµ cos θW , it is massless
and describes the photon.

Equation (1.28) represents the mass terms for three boson vectors. The
W± have mass MW = φ0g2 and the Z has mass MZ = φ0(g

2
1 + g2

2)
1/2. Those

vectors have three polarizations each.
The vacuum expectation value of the Higgs field is φ0 = 246 GeV.

1.2.4 Lepton masses

A gauge and Lorentz invariant contribution to the lagrangian which leaves
the neutrino massless is

Llepton
mass = −G`

[
L†LφLR + L†Rφ

†LL

]
. (1.30)

After symmetry breaking

Llepton
mass = −G`φ0(L

†
LLR + L†RLL)− G`h(x)√

2
(L†LLR + L†RLL) , (1.31)

Thus the charged lepton mass is m` = G`φ0.

1.2.5 Quark masses

For D quarks we proceed like electrons

LHiggs(D) = −
∑[

GD
ij (L

†
iφ)DRj +Gd∗

ij D
†
Rj(φ

†Li)
]
, (1.32)

which, after symmetry breaking, gives the mass term

Lmass(D) = −φ0

∑ [
GD

ijD
†
LiDRj +GD∗

ij D
†
RjDLi

]
, (1.33)
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where Gij is an arbitrary 3x3 complex matrix. In general it is possible to

write φ0Gij = D†
LmDDR, where DL and DR are unitary and mD is real and

diagonal.
For the U quarks a suitable expression which we can construct from the

doublets φ and Li is εabφaLib where ε11 = ε22 = 0 and ε12 = −ε21 = 1. The
contribution to the lagrangian is

LHiggs(U) =
∑[

GU
ij(εabL

†
ibφ

†
a)URj +GU∗

ij U
†
Rj(εabφaLib)

]
, (1.34)

with GU
ij another 3x3 complex arbitrary matrix.

Again after symmetry breaking we obtain

Lmass(U) = −φ0

∑[
GU

ijU
†
LiURj +GU∗

ij U
†
RjULi

]
(1.35)

and like before φ0G
µ = U †Lm

µUR. We can define ’true’ quark fields as those
that diagonalize the Gij matrices

dLi = DLijDLj , dRi = DRijDRj ,

uLi = ULijULj , uRi = URijURj . (1.36)

Thus

Lmass(quark) = −
3∑

i=1

[
md

i (d
†
LidRi + d†RidLi) +mu

i (u
†
LiuRi + u†RiuLi)

]
. (1.37)

From (1.17) the off-diagonal terms of Wµ mix U and D quarks. When rewrit-
ten in terms of true quark fields they are

LqW = − e√
2 sin θW

(u†L, c
†
L, t

†
L)




Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb







σ̃µdL

σ̃µsL

σ̃µbL


W+

µ +H.conj. ,

(1.38)
where V = ULD

†
L is a 3x3 unitary matrix. Five of the 9 parameters in V are

non-physical phases and can be eliminated. The resulting matrix is called
the Cabibbo-Kobayashi-Maskawa (CKM) matrix.

The CKM matrix is responsible for CP violation. CP is conserved if and
only if Vij = V ∗

ij (Vij is real), which is not the case experimentally.

1.3 Beyond the Standard Model

Numerous experimental and theoretical reasons lead to believe that the Stan-
dard Model is only an effective theory valid up to the Electroweak scale.
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A set of critical questions arises when the quantum corrections to the free
parameters of the Higgs Lagrangian are computed. By solving the renormal-
ization group equation for λ (the self interaction term in the Higgs potential),
one obtains theoretical bounds on mH as a function of the renormalization
scale Λ: requiring the Higgs potential to be bounded from below is equivalent
to impose λ(µ) to stay positive. For large values of mH , λ(µ) increases with
µ (see fig. 1.3), passing the perturbative limit (λ . 1) and eventually hitting
the Landau singularity. The consistency of the model till the Planck scale
(Mp ∼ 1019 GeV) is obtained only if mH belongs to the range [150 − 180]
GeV.
The Higgs mass receives quantum corrections proportional to the cut-off
scale squared. Since there are no (weakly broken) symmetries recovered
when mH → 0 that ”protect” mH (like the chiral symmetry for the fermions’
masses), either one has to Λ, i.e. the validity range of the theory, smaller
than the TeV, or, if is required to be mH ¿ Λ, in the context of the SM only
a huge fine-tuning is required. A scenario where Λ . 1 TeV has been ruled
out by the precision tests of the SM, which exclude the contribution from
new physics at such a close scale [7].
Another still open question is how the gravitational interactions can be quan-
tized and unified with the other forces. General Relativity is a classical the-
ory with high dimension operators in the Lagrangian which prevent it to be
renormalizible. Superstring theories provide an appealing approach to grav-
itational field quantization, but they still lack predictive power, due to the
difficulties in linking the gravity perturbative regime with the SM phenom-
ena.
Many different models try to connect different interactions in view of an uni-
fied theory. Among the most significant, the SUSY models [8] introduce
a new symmetry that associates to each SM particle a partner with oppo-
site spin-statistic, thus canceling the fermion contribution in the loop of the
Higgs self energy. The minimal supersymmetric extension to the SM will be
discussed in more detail in the next section. Thecnicolor [9] theories follow
a different approach. They consider the Higgs as a composite object, made
of strongly interacting fermions (in analogy with the π mesons in QCD). In
models with warped extra dimensions [10], the SM particles live in a four
dimensional brane of a higher dimensional space. The gravity is strong as the
other interactions (shifting its scale down to the SM one) and it seems weaker
only because, being the only field which propagates though the ”bulk”, its
component on the brane is small.
These models usually introduce many free parameters, which make them dif-
ficult to falsify.
From the analysis of the anysotropy power spectrum in the cosmic microwave
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background, the total density parameter of the universe Ω is measured to be
equal to 1 with an error of 2% [11]. Considering that the known matter,
described by the SM, accounts only for few percents, the main components
are still unknown. In particular, astronomical observations (e.g. of galac-
tic rotation curves) implies the existence of non-luminous and non-absorbing
matter, which cannot be explained in terms of standard matter. This dark
matter contributes with a density of ΩDM ∼ 25%. Most of the SM extensions
like SUSY, provide candidates for the dark matter, imposing symmetries to
the predicted new particles, making at least one of them stable. The rest of
the density component needed to make the universe flat is known as Dark
Energy and it comes from a cosmological constant in the Einstein equation.
It can be thought as the energy of the vacuum and has a negative pressure.
Up to now there is no clue about the origin and the nature of this component.
From cosmological observations comes the evidence that the antimatter com-
ponent of the universe is negligible with respect to the matter one. This can
be caused by CP-violating interactions, but the weak charged currents alone
are not enough to explain the matter-antimatter asymmetry in the universe.
The SM explains extremely well the experimental data up the scale of 100
GeV, but there are numerous arguments of paramount importance which
still need to be understood and tested. The Large Hadron Collider has been
designed to investigate the energy scales of the order of few TeV.

1.4 Minimal supersymmetric extension of the

Standard Model

Supersymmetry (SUSY), a symmetry under interchange of bosonic and fermionic
degrees of freedom, provides an elegant solution to the hierarchy problem,
and has long been considered one of the most promising new physical sce-
narios among various possibilities. In SUSY, each particle in the spectrum
has a “superpartner” with spin differing by half a unit. Quadratically diver-
gent radiative corrections to the Higgs mass arising from a given particle are
cancelled by the corresponding superpartner contributions. The fine tuning
required to maintain an electroweak scale Higgs mass is no longer needed,
thus solving the “hierarchy problem”.

In the minimal supersymmetric extension to the Standard Model (MSSM),
each Standard Model particle is accompanied by a superpartner with the
same gauge quantum numbers as given in Tab. 1.4. The symbols for SM
superpartners are the same as for the SM particles, but with an additional
tilde. In order to write a theory that is supersymmetric, one needs two Higgs
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Figure 1.1: Higgs self interaction term λ dependency on the renormalization
scale µ.
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doublets with hypercharges 1 and -1. In order for the “hierarchy problem”

spin quark sector lepton sector Higgs sector gauge sector

Q ū d̄ L ē Hu Hd

0 (ũL, d̃L) ũ∗R d̃∗R (ν̃, ẽL) ẽ∗R (H+
u , H

0
u) (H0

d , H
−
d )

1/2 (uL, dL) u†R d†R (ν, eL) e†R (H̃+
u , H̃

0
u) (H̃0

d , H̃
−
d ) g̃ W̃±, W̃ 0 B̃0

1 g̃ W̃±, W̃ 0 B̃0

Table 1.2: Particle contents for MSSM

to be solved, however, SUSY can be broken in masses but not in couplings
(soft breaking), so that the coefficient of the canceling contributions remain
equal and opposite.

The most general MSSM Lagrangian contains interactions that violate
conservation of lepton/baryon number. To avoid having an unacceptably
high decay rate for the proton a new symmetry, called R-parity, is invoked
and the corresponding quantum number

PR = (−1)3(B−L)−2s , s is the particle spin. (1.39)

All SM particles have PR = 1 while all superpartners have PR = −1. Con-
servation of PR has some important consequences:

• The lightest supersymmetric particle (LSP) is stable

• Superpartners are pair-produced in collider experiments

• Superpartners contribute to SM observables only via loop corrections
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1.5 Higgs searches

In this section we will review the status and prospects of the searches for the
Higgs boson. In the first part, we will discuss the Higgs phenomenology at
LHC and the channels of interest for the different ranges of its mass. The
second part will give a brief review of searches for MSSM Higgs at LHC.

1.5.1 SM Higgs searches at LHC

At LHC a number of different Higgs production and decay channels can be
studied. The preferred channels for mh . 200GeV are

gg → H → γγ ,

gg → H → V V (∗) , (1.40)

qq → qqV (∗)V (∗) → qqH , H → γγ , τ+τ− , V V (∗) ,

gg, qq̄ → tt̄H , H → bb̄ , γγ , WW (∗) ,

where V = W or Z. The gluon-gluon fusion mechanism is the dominant
Higgs production mechanism at the LHC.
Another appreciable Higgs production channel comes through the V V elec-
troweak gauge boson fusion, which can be separated from the gluon fu-
sion process by employing a forward jet tag and central jet vetoing tech-
niques. Finally, the cross-section for tt̄H production [12] can be significant
for mH . 200 GeV, although this cross-section falls faster with Higgs mass
compared to the gluon and gauge boson fusion mechanism.
Note that for 2mW . mH . 2mZ , the Higgs branching ratio to ZZ∗ is
quite suppressed with respect to WW . Hence, in this mass window, H →
W+W− → `+ν`−ν̄ is the main Higgs discovery channel [13], as shown in
fig 1.5.1. For mh . 150GeV , the expected accuracies of Higgs couplings to
W+W−, γγ, taus and gg can be determined to an accuracy in the range of 5-
15% [15]. These results are obtained assuming that the partial Higgs widths
to W+W+ and ZZ are fixed by electroweak gauge invariance, and the ratio
to the partial Higgs widths to bb̄ and τ+τ− are fixed by the universality of
Higgs couplings to down-type fermions. Assume also that the remaining un-
observed modes, both in the SM and beyond, possess small branching ratios
of order 1%. The resulting accuracy anticipated is in the range of 10-25%,
depending on the Higgs mass.

The main Higgs production channel at LHC is the gg fusion. Other
processes with distinctive signatures are

• WW and ZZ fusion with a cross section of about 20% of the gg fusion
at low masses and becomes approximately equal for mH ≈ 1TeV .
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Figure 1.3: Higgs production cross section for the center of mass value of√
(s) = 14 TeV of LHC.

• The tt̄H process where a Higgs boson is produced in association with
a tt̄ pair.

• The WH and ZH processes, where the Higgs boson is radiated by a
vector boson.

The production cross sections for the different processes are shown in fig-
ure 1.5.1 as a function of the Higgs boson mass. The main decay channels for
the Higgs boson are H → bb̄ and H → τ+τ− for low masses, mH . 135GeV ,
but the backgrounds to these channels are too large and additional signatures
are needed. For the H → bb̄ for example the production in association with
a tt̄ pair and for the H → τ+τ− channel WW or ZZ fusion can be used.
For higher Higgs masses the WW and ZZ decay channels dominate and the
leptonic decays of the vector bosons can be used.

For low masses, 100GeV < mH < 150GeV , the H → γγ channel can be
used. Although it has a small cross section, it has a clear signature.
For mH ≈ 170GeV , H → WW has a branching ratio of almost 100% and is
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the only detectable channel.
Table 1.5.1 gives a summary of the search channels [16] and figure 1.5.1 shows
the relative branching ratios as a function of the Higgs boson mass.
In the following we discuss in some detail some of the above signatures.

Higgs mass range Decay
Production

Incl. qqH WH/ZH ttH

Low mass, mH < 200GeV

H → γγ Yes Yes Yes Yes

H → bb̄ Yes

H → τ+τ− Yes

H → WW ∗ → `ν`ν Yes Yes Yes

H → ZZ∗ → 4` Yes

Intermediate mass, H → WW → `ν`ν Yes

200GeV < mH < 700GeV H → ZZ4` Yes

High mass, mH > 700GeV
H → WW → `νqq̄ Yes

H → ZZ → `+`−νν̄ Yes

Table 1.3: Most sensitive production and decay channels for the SM Higgs
boson search. ` = e, µ

1.5.2 H → γγ

The branching ratio for this channel is small, of order 10−3. It is characterized
by the presence of two isolated photons with large transverse energy that
allow the reconstruction of a narrow mass peak. This allows separation from
a large irreducible background due to photon pairs from gluon-gluon fusion
and quark annihilation.
The background from misidentified jets and π0 can be reduced with isolation
cuts and photon identification requirements.

The mass measurement in this channel can be made very accurate, with
a foreseen precision of ≈ 1% for CMS and ≈ 1.5% for ATLAS[16]
For 100GeV < mH < 150GeV this channel alone can give a 5σ discovery
with ∼ 30fb−1 [].
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Figure 1.4: Branching ratio of the Standard Model Higgs boson as a function
of its mass.

1.5.3 H → ZZ(∗) → 4`

The only irreducible background for this channel comes from the ZZ contin-
uum production and the main reducible backgrounds are tt̄ and Zbb̄ with b
quarks decaying semileptonically
Like in the previous channel the mass resolution is very good, ≈ 1% for both
CMS and ATLAS and the background can be easily estimated fitting the
sidebands of the invariant mass distribution of data. The σ× BR for this
channel is lower for mH < 2MZ , but increases when both Z bosons are real.

1.5.4 H → bb̄

This decaying mode can be exploited for small masses, mH < 130GeV . In
order to reduce the enormous background from bb̄ coming from QCD, the
channel ttH → `νqqbbbb is used and the signal events are triggered using the
charged lepton from top decay. The jets must be matched to the originating
partons by a kinematic fit in order to identify the correct bb̄ combination
corresponding to the Higgs boson decay.

The relative mass resolution on the reconstructed Higgs boson cannot

17



be reduced below about 10%, but it is possible to separate the signal from
backgrounds using the presence of four b quarks in the final state.

1.5.5 Weak boson fusion

ATLAS has performed a study on the channels qqH → qqWW ∗ and qqH →
qqτ+τ−.
In qqH events two additional jets are produced which can be detected by
forward calorimeters and give a distinctive signature. A jet veto can also be
applied in the central region.
The main sources of background are the processes Z+ jets, tt̄ and WW+
jets.

ATLAS[17] showed that the weak boson fusion channels provide a sensi-
tivity that is similar to the H → γγ and H → ZZ∗ and that, in the MSSM
model, it is less sensitive to a possible reduction of gluon-gluon fusion cross
section.
The mass resolution, however, is not excellent and, in the case of the H →
WW ∗ decays, only the transverse mass can be measured. This makes a back-
ground estimation from data harder. In addition the background estimation
and the signal efficiency will be affected by large systematics uncertainties.

1.5.6 SM Higgs summary

The SM Higgs boson is expected to be found at the LHC with several decay
channels over the full expected mass range in the CMS and ATLAS detectors.
In the region 130 GeV . MH . 500 GeV the discovery is possible already
with an integrated luminosity of 10 fb−1 or less with the H→WW*/WW and
H→ZZ*/ZZ decay channels. The light SM Higgs boson with MH . 150 GeV
is expected to be found in the inclusive H→ γγ channel, in the H→ bb̄ in the
associated tt̄H production and the weak boson fusion channels with decays
to H→ γγ, H→WW* and H→ τ+τ− [18].

1.5.7 MSSM Higgs searches at the LHC

In the MSSM five physical Higgs bosons remain after eliminating unphysical
phases: two neutral scalar h and H, one neutral pseudo-scalar A and two
charged scalars H±. At tree level all masses and couplings in the Higgs sector
are determined by two independent parameters and the mass of the lightest
Higgs boson h is predicted to be below MZ . Radiative corrections modify
those predictions, but the lightest Higgs boson h is still below ≈ 130 GeV for
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any choice of Supersymmetric parameters. In addition for MA > 150 GeV
the three heavier Higgs bosons H, A and H± are approximately degenerate
in mass.
For MA > 200 GeV we are in the so called decoupling limit, where the h
boson is very similar to the SM Higgs and the SM Higgs searches can be di-
rectely applied. Since the h boson mass is less then ≈ 130 GeV, the searches
for the light SM Higgs mass apply. On the other hand, for MA = O(MZ) and
large tan β the H boson behaves like the SM Higgs boson and is also light.
For large tan β, in all other cases, the couplings of h and H to WW and ZZ
are suppressed, while A→ WW,ZZ is never allowed at the tree level, and h,
H and A are produced in association with a bb̄ pair and decay with almost
100% BR into bb̄ and τ+τ−. Finally for large MA and small tan β H and A
predominantly decay into tt̄ but for masses around 200-300 GeV we can also
have the decays H → hh and A→ Zh.
The SM Higgs searches are effective in a large portion of the MSSM param-
eter space to find the scalar Higgs bosons h or H. In case a SM-like Higgs
boson will be discovered, it will not be possible to distinguish it from a SM
Higgs boson, but in a large portion of the parameter space, especially for
large tan β, it will be possible to detect also other MSSM Higgs bosons. On
the other hand, in the decoupling region, it may be hard to disentangle the
Standard Model from the MSSM.

The supersymmetric structure of the theory imposes constraints on the
Higgs sector. As a result, all Higgs sector parameters at tree-level are de-
termined by two free parameters, which may be taken to be tan β and mA.
One first consequence of this result is that there is a tree-level upper bound
to the mass of the light CP-even Higgs boson, h: mh ≤ mZ | cos 2β| ≤ mZ .
If no Higgs boson is discovered at the Tevatron, the LHC will cover the re-
maining unexplored regions of the mA − tan β plane, as shown in fig. 1.5.7.
That is, in the maximal mixing scenario (and probably in most regions of
MSSM Higgs parameter space), at least one of the Higgs bosons is expected
to be discovered at the LHC. A large fraction of the parameter space can
be covered in the search for a neutral CP-even Higgs boson by employting
the SM Higgs search techniques, where the SM Higgs boson is replaced by h
or H with the appropriate rescaling of the couplings. Moreover, figure 1.5.7
illustrates that in some regions of the parameter space, both h and H can
be simultaneously observed, and additional Higgs search techniques can be
employed to discover A and/or H±. At LHC it will be either possible to
exclude the entire mA− tan β plane, eliminating the MSSM Higgs sector as a
viable model, or achieve a 5σ discovery of at least the lightest of the MSSM
Higgs bosons. In this case, however, in a significant region of the parameter
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Figure 1.5: Expected 5σ discovery contours for MSSM Higgs boson detection
in various channels in the mA− tan β plane, in the maximal mixing scenario,
assuming an integrated luminosity of L = 30fb−1 for the CMS detector [19].
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space the heavier Higgs bosons cannot be discovered at the LHC. In this
parameter region, only the lightest CP-even Higgs boson can be discovered,
and its properties are nearly indistinguishable from those of the SM Higgs
boson.

1.6 Higgs searches at the Tevatron

While the LHC experiments are certain to discover a Higgs boson with at
most a few years of running, one must not forget that two other experiments
are already searching that particle with all their means, and still have a
chance to reach the goal before CMS and ATLAS are allowed to get into the
game.

Many results of Higgs boson searches have been published by now by
CDF and D0 using datasets corresponding to one or two inverse femtobarns
of proton-antiproton collision at 1.96 TeV. These results are still unable to
exclude any value for the Higgs mass, but they are quickly approaching that
sensitivity. To understand what can be expected by the Tevatron in the
next couple of years it is maybe best to compare present results with past
expectations.

In 2003, the Higgs Sensitivity Working Group at the Tevatron conducted
a study on the required integrated luminosity for CDF and D0 experiments
to discover the Higgs boson, or exclude its presence. The study[20] was an
update of a previous one[21] which had been based on simplified Monte Carlo
simulations of the “average” Tevatron detector. In the 2003 study the avail-
ability of real data from CDF and D0 enabled a more careful determination
of the discovery reach in the most sensitive search channels, specifically for
light Higgs masses: the WH → lνbb̄ and the ZH → llbb̄, → ννbb̄ signatures.
The results of the study confirmed the earlier claims that a combination of
Tevatron results with a few inverse femtobarns of integrated luminosity could
have enough sensitivity to discover a light Higgs or exclude it in the full mass
range up to 180 GeV (see Fig. 1.6.

If we take the most recent combined limits[?] obtained by CDF and D0
for the 2008 winter conferences (shown in Fig. ??, we are now in the position
to verify their consistency with the early claims of discovery reach.

The following table shows the integrated luminosity of each search con-
sidered in the average, and the mass range where it was applied.
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Figure 1.6: Reach of the SM Higgs search at the upgraded Tevatron. Shown
are the integrated luminosities delivered per experiment which are required
to exclude the SM Higgs boson at 95% CL, observe it at the 3σ level or
discover it at the 5σ level, as a function of Higgs mass. In the low-mass
Higgs region, below 140 GeV, the curves shown are the result of combining
the W+Higgs and Z+Higgs channels (where the Higgs decays in bb̄ and the
W and Z decay leptonically), using a neural network based selection, and
the statistical power of both experiments. In the high mass region, above 140
GeV, the curves are the result of combining various channels in which the
Higgs boson decays in WW (where one W may be virtual). The lower edge
of the bands is the calculated threshold; the bands extend upward from these
nominal thresholds by 30% as an indication of the uncertainties in b-tagging
efficiency, background rate, mass resolution, and other effects.[20].
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Exp. WH ZH → ννbb̄ ZH → l bb̄ H → WW WH → WWW

CDF 1.7/fb 1.7/fb 1.0/fb 1.9/fb
110-150 100-150 110-150 110-200

D0 1.7/fb 0.9/fb 1.1/fb 1.7/fb 1.1/fb
100-145 100-135 105-145 120-200 120-200

Given the higher sensitivity of the WH search at low mass and the
H → WW one at high mass, one can average those numbers with an average
luminosity per experiment of 1.4/fb at masses up to 140 GeV and 1.8/fb
at higher masses. Now, if we instead examine Fig. 1.6 again, we extract
the integrated luminosity per experiment predicted in 1999 (and confirmed
in 2003) to exclude at 95% CL the Higgs boson at the Tevatron: we find
the values listed in the fourth column in the table below. By dividing these
values by the two “averages” of 1.4/fb and 1.8/fb one obtains the multiplica-
tive factors in the fifth column. The square root of these are a prediction
based on the 1999/2003 study of what “times-SM” ratio the Tevatron ex-
periments would be expected to set with today’s analyzed luminosity. These
can be directly compared to the numbers in the second column, which are
the expected numbers obtained from the summer 2007 combination (actual
limits have been slightly different, but it is more consistent to compare 2003
expectations with 2007 expectations rather than with 2007 limits).

MH(GeV) 2007 lim/SM Leff (fb
−1) HSWG 95% (fb−1) R

√
(R) discrepancy

110 x3.8 1.4 1.5 x1.1 x1.05 3.5
120 x5.0 1.4 2.5 x1.8 x1.4 3.5
140 x4.2 1.4 10 x7.0 x2.6 1.6
160 x1.9 1.8 4 x2.2 x1.5 1.3
180 x2.9 1.8 8 x4.4 x2.1 1.4

From the exercise one learns that at low mass (110,120 GeV) the Tevatron is
doing 3.5 times worse than it predicted, while at higher masses it is only doing
marginally worse. This is not a surprise: all low-mass Higgs searches require
the continuous refining of several critical tools (b-tagging, jet energy resolu-
tion, lepton acceptance improvements, more refined analysis strategies). The
Tevatron experiments have shown in the past that time is a very important
factor: as an example, the most precise top mass measurements in Run I
have only been published six years after the end of data taking. For that
reason, the early predictions of the Higgs Sensitivity Working Group cannot
be dismissed too quickly, even in light of the rough comparison we carried
out; moreover, it is to be noted that the curves in Fig. 1.6 are only the av-
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erage of many pseudoexperiments which have a large variance: luck is also a
factor in these searches! We therefore hold that it remains possible that the
Tevatron still competes with the LHC in the forthcoming years, especially if
the latter is delayed in starting data-taking. In the next few years we will
most likely assist at a very interesting race for the Higgs particle.
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Chapter 2

The CMS experiment at LHC

The high energies and luminosities required to extend our knowledge of parti-
cle physics at the TeV scale can presently only be reached by hadron colliders.
Hadron colliders produce a large number of low energy particles resulting in
a not clean environment if compared to lepton colliders. However they allow
to study a wide energy range and they provide high production rates. For
these reasons, after the end of the successful LEP II program, CERN started
the construction of the Large Hadron Collider (LHC) and the associated
experiments.

2.1 Phenomenology of proton-proton collisions

Protons are not elementary particles. Unlike leptons, they are composed
with three valence quarks (uud) surrounded by a “sea” of quarks and gluons
produced mainly by gluon radiation from valence quarks followed by gluon
splitting g → qq̄.
In inelastic proton collisions the interaction involves partons inside the pro-
ton. If

√
s is the total center of mass energy for the proton-proton collision,

the two partons will have xa and xb fractions of it and the parton-parton
effective center of mass energy is

√
s̃ =

√
xaxbs. Since xa and xb are not

fixed, the effective center of mass energy varies in every collision giving the
possibility to explore a wide energy range.
The total cross section of a generic hard interaction can be written in the
form

σ =
∑

a,b

∫
dxadxbfa(xa, Q

2)fb(xb, Q
2)σ̃(xa, xb) , (2.1)

where the sum is over all the partons a and b of the two protons and σ̃(xa, xb)
is the cross section of the elementary interaction between the partons a and b.
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fi(xi, Q
2) is the probability of finding the i parton carrying a fraction xi of the

proton momentum with exchanged four momentum Q2 during the interaction
and is called Parton Density Function (PDA) [22]. PDFs are different for the
gluons, u and d valence quarks and low momentum quark-antiquark pairs of
the sea. They are function of the exchanged four momentum Q2 since for
higher values shorter distances are probed and the contribution of gluons and
sea quarks increases. Figure 2.2.2 shows the PDFs for two different values of
Q2.

(a) (b)

Figure 2.1: Parton Density Function for a proton with Q2 = (10GeV)2 (a)
and Q2 = M2

W (b).

As the fraction of energy carried by each parton is not necessarily the
same, the effective center of mass is boosted along the beam direction, hence
it is more convenient to use variables invariant under boosts along the beam
direction to describe the dynamics of the interaction. The most important
variables are the transverse momentum PT defined as the magnitude of the
momentum ~p projection on a plane perpendicular to the beam axis, and the
rapidity which, taking z as the beam axis, is given by

y =
1

2
ln
E + pz

E − pz

, (2.2)

where E is the energy and pz the momentum of the particle along the beam
axis. The rapidity distribution dN/dy is invariant under boosts along the z
axis. In the ultrarelativistic approximation m/|~p| ¿ 1, the rapidity can be
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expanded to

y =
1

2
ln




1 + cos θ + 1
2

(
m
|~p|

)2

+ o

((
m
|~p|

)2
)

1− cos θ + 1
2

(
m
|~p|

)2

+ o

((
m
|~p|

)2
)


 ' − ln tan

(
θ

2

)
≡ η , (2.3)

where cos θ = pz

|~p| . We have defined the pseudorapidity η, which in the ultra-
relativistic limit is approximately equal to the rapidity and has the advantage
that it depends only on θ and can also be used for particles of unknown mass.
The use of protons as colliding particles poses a major challenge to the ca-
pability of calculating total and differential cross sections and consequently
on the accuracy of the simulation of the physical process with Monte Carlo
programs. The asymptotic freedom, i.e. the decreasing of the αs with the
increasing of the scale, allows to factorize the hard interaction as an incoher-
ent scattering of the single partons, but the long range phenomena cannot
be treated perturbatively. To avoid infra-red soft and collinear singularities
producing logarithmic divergent terms, one has to consider only inclusive
quantities. In particular, when considering hadronic initial states the arising
singularities have to be absorbed by the parton density function of the proton
(PDF), which is dependent on the exchanged momentum (Q2).
The proton PDF have been computed rather precisely fitting deep inelastic
scattering and Drell-Yan production data, but the (x,Q2) range explored by
the LHC extends by orders of magnitude the one covered by other colliders
as shown in figure 2.1.
In a p− p collision, long range interactions are important in both the initial

and the final state. In the initial state, in addition to the hard scattering,
other soft interactions can occur between the spectator partons originating
the so called ”underlying event”, which receives also a contribution from ini-
tial state radiation from the hard interaction. In the final state, each colored
parton hadronizes, i.e. stabilizes into color singlet hadrons (jets). All these
processes cannot be computed perturbatively and have to be modeled on the
data.

2.2 LHC

The LHC resides in the 26.7 km LEP [23, 24] tunnel placed ∼ 100 meters
underneath the country area around CERN in Geneva. It will accelerate
two proton beams up to 7 TeV producing collisions in four interaction points
along the circle with a center of mass energy (

√
s) of 14 TeV. It will be fed

by existent accelerators. In a circular collider of radius ρ the energy loss per
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Figure 2.2: Cross sections for various processes with protons in the initial
state as a function of mass energy.

turn due to synchrotron radiation is proportional to E4/(m4ρ), where E and
m are the energy and mass, respectively, of the accelerated particle. The 200
GeV reached by the electron beam in LEP were the limit for the given radius
of 4.3 km of the tunnel. To reach higher center of mass energies protons have
to be used, since the synchrotron radiation for them is (mp/me)

4 ∼ 1013
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Figure 2.3: LHC schematic view.

smaller than for electrons. LHC will have very few radio-frequency cavities,
placed in only one place along the machine and providing 0.5 MeV/turn to
the beams. Furthermore, the high beam intensities implied by a luminosity
of L = 1034cm−2s−1 exclude the use of antiproton beams and one common
vacuum and magnet system for both circulating beams (as it is done in Teva-
tron) and implies the use of two proton beams. This is not a disadvantage
from a physics point of view, given the higher center of mass energy; on the
contrary, it allows an easy and fast population of both beams with a high
number of particles.
For these reasons the LHC is designed as a proton-proton collider with sepa-
rate magnet fields and vacuum chambers in the main arcs and with common
sections only in the insertion regions where the experimental detectors are
located. The proton beams will have a center of mass energy of 14 TeV. The
LHC will also be able to collide heavy ions such as Pb at a center of mass
energy of 2.76 TeV/u.

To reach the
√
s = 14 TeV value the protons will be accelerated and

brought up to 50 MeV by a linear accelerator Linac2. A proton synchrotron
booster then raises the beam energy up to 1.4 GeV and injects the proton
beams into the old circular accelerator PS (proton synchroton). The last
acceleration is due to the super proton synchrotron (SPS) which finally injects
450 GeV proton beams in the LHC.

The value of center of mass energy is limited by the magnetic field needed
to bend the beams and the fixed radius of the LEP tunnel (ρ = 4.3km). The
LHC tunnel is 26.659km long with 8 curvilinear sections 2.804km and 8 rec-
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tilinear sections, where the beams collide.
In the curvilinear sections 1232 main superconducting dipoles operating at
1.9K and generating a magnetic field up to 8.33 T will be used to bend the
beams. 386 quadrupoles, 360 sextupoles and 336 octupoles will provide sta-
bility control.
The acceleration to the particles will be provided by superconducting ra-
diofrequency cavities placed in the linear sections, which will have electric
fields from 3 MV −1 at injection to 16 MV −1.

Circumference 26.659
Maximum Dipole field 8.33 T
Magnetic Temperature 1.9 K

p - p 82
208Pb - 82

208Pb

Beam energy at injection 450 GeV 73.8 TeV
Beam energy at collision 7 TeV 574 TeV (2.76 ATeV)

Maximum Luminosity 1× 1034cm−2s−1 2× 1027cm−2s−1

Number of Bunches 2808 608
Bunch spacing 7.48 cm 5.3 cm
Bunch separation 24.95 ns 124.75 ns
Number of particles per bunch 1.1× 1011 8× 107

Total crossing angle 300 µrad < 100µrad
Bunch length (r.m.s.) 7.55 cm 7.5 cm
Transverse beam size at Impact Point 16.7 µm 15 µm

Luminosity lifetime 10 h 4.2 h
Filling time per ring 4.3 min 9.8 min

Energy loss per turn 7 keV
Total radiated power per beam 3.8 kW
Stored energy per beam 362 MJ

Table 2.1: LHC, technical parameters

The machine luminosity depends only on the beam parameters and, in
the case of gaussian shaped bunches, it can be written as [25]

L = F
νnbN1N2

4πσxσy

, (2.4)

where ν is the revolution frequency, nb the number of bunches per beam. F =
0.9 is a correction factor due to non-zero crossing angle (lower than 300 µrad),
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N1 and N2 are the number of protons in the two colliding bunches, σx and
σy the beam profiles in horizontal and vertical directions at the interaction
point. The number of events for a selected “i” process generated in the LHC
collisions is given by

Ni = σi

∫
Ldt , (2.5)

where σi is the cross section for the process under study and
∫ L is called

integrated luminosity and is measured in b−1, 1b = 10−24cm2. For the low lu-
minosity period it is expected to collect 20fb−1 per year for three years, and
the high luminosity period will then last at least five years giving 500fb−1.

2.2.1 Cross sections and luminosity requirements

The interesting processes at LHC have cross sections of order of fb and to
be able to detect them it is necessary to increase the statistics as much as
possible. The event rate for a given process i, Ri, can be written as

Ri = σi · L , (2.6)

where σi is the cross section and L the instantaneous luminosity. The cross
section depends on the center of mass energy as shown in figure 2.1 and it
grows rapidly for the Higgs production while it remains almost constant for
minimum bias production. This suggests to take the biggest center of mass
energy possible. To raise L affects all the processes, however, it must be
taken big enough to have good statistics for the rare processes.
At

√
s = 14 TeV the total inelastic cross section estimated is σin

pp = 55mb,
leading to 5.5 × 108evs−1 (1.1 × 108evs−1) at high (low) luminosity L =
107mbs−1 (L = 2 × 106mbs−1). The average number of inelastic scatterings
per event is then given by

Nint =
R

f(1− e)
=

σin
p p · L

f(1− e)
, (2.7)

where f is the beam collision frequency and is equal to (1/25)ns = 40MHz
and e = 0.2 is the fraction of empty bunch crossings. This means an aver-
age of 17.2 (3.4) inelastic interactions per each bunch crossing at high (low)
luminosity. Every minimum bias event will bring on average seven charged
particles in the central pseudorapidity region with a mean transverse mo-
mentum pT = 0.5 GeV and an almost flat distribution between +6 and -6 η.
In addition, an average of 8.3 primary photons per unit of rapidity will be
produced.
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This demands finely space-segmented detectors and also high time resolution.
To reduce minimum bias interactions keeping L constant it is necessary to
reduce the number of particles in each bunch and increase the collision fre-
quence. This requires very fast detectors to reduce the pile-up of events from
consecutive bunch crossings.

2.2.2 Experiments at the LHC

Four experiments will be installed in the caverns surrounding the interac-
tion points1. Two of them are devoted to specific topics: ALICE (A Large
Ion Collider Experiment) [26] will investigate heavy ion collisions and LHC-b
(LHC Beauty experiment) [27] will study b-physics and will perform precision
measurements of CP violation. The other two are general purpose experi-
ments. Their design differs significantly in the configuration of the magnetic
field. ATLAS (A Toroidal LHC ApparatuS) [28] uses a toroidal configura-
tion, produced by three sets of air-core toroids complemented by a small
inner solenoid, while CMS (Compact Muon Solenoid) [29] uses a solenoidal
field generated by a big superconducting solenoid.
A toroidal magnet guarantees a constant resolution in pt as a function of
pseudorapidity. A very large air-core toroid leads to a very good resolution
even without the inner tracker, but it requires an excellent alignment of the
detectors which must also be very precise. The iron-core solenoid design, on
the other hand, can generate a very intense field, allowing to have a compact
magnet and insert the calorimeters inside it. This improves the detection
and energy measurement of electrons and photons. The constant field within
the magnet and inside the return yoke allow precise tracking. Multiple scat-
tering, however, degrades the resolution of the muon system.

2.3 CMS

The Compact Muon Solenoid (CMS) is a general purpose experiment that
will operate at the LHC. The first requirement for CMS was that of a com-
pact design, which leads to the choice of a strong magnetic field, obtained
through a 4 T superconducting solenoid.
The design priorities of CMS are a good and redundant muon system, a good
electromagnetic calorimeter and a high quality central tracking. The solenoid

1A fifth experiment called TOTEM, dedicated to luminosity measurement and diffrac-
tive physics is also present. It is placed close to CMS, with some of the detectors inside
the CMS forward hadronic calorimeters.
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(a) (b)

(c) (d)

Figure 2.4: 3D representations of the 4 experiments installed at LHC: (a)
CMS, (b) ATLAS, (c) ALICE and (d) LHC-b.

can accommodate the calorimeters, allowing precision measurements of elec-
trons and photons. The 4 T magnetic field allows precision tracking in the
all-silicon inner tracker and it also reduces pile-up from soft hadrons in the
muon system installed in the magnet return yoke.

CMS is designed to identify the very energetic particles emerging from
the proton-proton collisions, and to measure as efficiently and precisely as
feasible their trajectories and momenta [30]. Weekly interacting particles
like neutrinos or some Dark Matter candidates cannot be directly detected
and their presence must be inferred from the balance in the total energy-
momentum of the reconstructed event. The detector acceptance, therefore,
should be as high as possible, in order to have a precise estimation of the
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missing transverse energy (Emiss
t ), in particular the hadronic calorimeters

should reach up to |η| ∼ 5. The cracks in the subdetectors (needed for the
read-out and high/low voltage cables and the cooling pipes) should also be
as limited as possible.
High resolutions and granularities in the electromagnetic calorimeters are
required to be able to observe sharp invariant mass peaks over continuous
background. To extract the Higgs boson signal in the γγ decay channel over
the γγ irreducible background, for example, an accuracy on two-photon in-
variant mass, mγγ, smaller than 1% is needed.
High particle fluxes pose a significant challenge to the central tracking. The
adoption of a strong magnetic field and the use of silicon pixel detectors (clos-
est to the beam axis) and silicon microstrip detectors for the inner tracker,
which provide high granularity at all radii, allow to keep the occupancy under
2-3% even at high luminosity and the impact of pile-up is therefore minimal.
One of the most difficult constrains on the detectors comes from the LHC
bunch crossing rate of 40 MHz. To avoid the integration of signals coming
from different bunch crossings, each subdetector must have a response time of
the order of 25 ns. This constraints the detection principles (no large Time
Projection Chambers or no organic scintillators can be used) and requires
also sophisticated and highly-performing front-end electronics.

CMS has the typical structure of general purpose experiments designed for
a collider. It has a cylindrical shape made by several cylindrical layers coaxial
to the beam direction, referred to as barrel layers, closed at both ends by
detector disks orthogonal to the beam pipe, the endcaps, to ensure detector
hermeticity. The full length of the detector is 21.6 m, with a diameter of 15
m and the total weight is ∼ 12500 t. A schematic view is shown in figure 2.3
and 2.3.

The CMS coordinate frame is a right-handed cartesian system with the
x axis pointing to the center of the LHC ring, the z axis coincident with
the CMS cylinder axis and the y axis directed almost upwards2 along the
vertical.
Due to the cylindrical symmetry of CMS, however, the algorithms use a
“pseudo-cylindrical” coordinate system based on the distance r from the z
axis, the azimuthal angle φ with respect to the y axis and the pseudo-rapidity
η defined in 2.3. CMS subdetectors are installed radially from inside out:

• Tracker r < 1.2 m |η| < 2.5 Silicon pixel vertex is the innermost
detector and is essential for precise vertex reconstruction and b-tagging
and has to deal with a very high track density. In the baseline de-

2Since the beams are 1.23% inclined with respect to a plane perpendicular to the
direction of the gravity force vector, the y axis is not exactly parallel to the vertical.
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Figure 2.5: Transverse view of the CMS detector.
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Figure 2.6: Longitudinal view of the CMS detector.

sign it consists of 3 barrel layers and 2 forward disks and it extends
up to r ∼ 11 cm. Outside the pixel detector, a silicon strip detec-
tor is installed allowing charged tracks reconstruction with up to 12
measurement points.

• ECAL 1.2 m < r < 1.8 m |η| < 3 The electromagnetic calorimeter
(ECAL) is composed by PbWO4 scintillating crystals covering the re-
gion |η| < 3.0 (EB,EE). In the endcaps, it will be supplemented by a
lead/silicon preshower detector, to improve the resolution in the deter-
mination of electron and photon direction and help pion rejection.

• HCAL 1.8 m < r < 2.9 m |η| < 5.3 Jet and energy impbalance
are measured by a sampling hadronic calorimeter (HCAL) installed
just before the coil. It is composed of a copper alloy and stainless steel
instrumented with plastic scitillators. The |η| coverage of the barrel and
endcap components (HB,HE) are the same as the ECAL, but they are
complemented by a very forward calorimeter (HF), which extends the
coverage up to |η| < 5.3 and enhances the hermeticity of the detector
and its ability to measure missing transverse energy.

• Muon System 4.0 m < r < 7.4 m |η| < 2.4 The muon system is
placed inside the magnet yoke and is composed by drift tubes detectors
in the barrel region and cathode strip chambers in the endcaps (up to
|η| < 2.4), complemented by a system of resistive plate chambers with
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coverage of |η| < 2.1.

In the following sections CMS subdetectors are described in more detail.

2.3.1 Tracker

The silicon tracker [31, 32] has the goal to reconstruct high-pt charged tracks
in the region |η| < 2.5 with high efficiency and momentum resolution, to
measure their impact parameter and to reconstruct secondary vertices. This
is obtained with semiconductor detectors made of silicon covering the largest
ever designed Si detector surface of 198 m2. The pixel detector is the closest
to the interaction region and the most crucial for impact parameter mea-
surement. For these reasons it is finely segmented and uses thin detectors
and overdepleted silicon bulks to cope with the fast primary charge collection
required. The pixel detector will be described in greater detail in the next
chapter.
The pixel detector is surrounded by the single-sided and double-sided mi-
crostrip detectors extending up to r = 110 cm and |z| = 270 cm and col-
lectively called silicon microstrip detector. The inner part of this detector
consists of four barrel layers and three small forward disks. The outer part
consists of six barrel layers and nine forward disks. The redundancy is guar-
anteed by the overall design which allows many measured points per track
within an acceptable material budget not to impairing too much the electro-
magnetic calorimeter performance. in this way an average of 12-14 hits per
track are guaranteed to allow a high tracking efficiency and a low rate (10−3

or less) of fake tracks, which are reconstructed tracks not corresponding to
any real track.
The full tracker consists of about 15000 microstrip detectors, with a pitch
size ranging from 80 to 180 µm. As shown in figure 2.7 there are layers
with single sided and layers with double sided the modules. The double
sided modules are composed by two detectors mounted back-to-back with
the strips rotated by 100 mrad. These double-sided (“stereo”) modules will
also provide a measurement in the coordinate along to the strips.
The high particle density and the high flux in the tracking volume of neu-

trons evaporated from nuclear interactions in the material of the electromag-
netic calorimeter, make radiation damage to the tracker sensors a serious
issue. To contrast the malfunctioning caused by radiation damage, both pix-
els and microstrips detectors have to be kept at a working temperature of
-10o C for the whole tracker volume.
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Figure 2.7: Sketch of the tracker layout (1/4 of the z view). Red lines
represent single modules, blue lines double modules.

2.3.2 ECAL

In a general purpose LHC experiment it is fundamental to have a high per-
formance electromagnetic calorimeter for precise measurements of electrons
and photons. In CMS the ECAL design [33] has been driven by the require-
ment of a 1% two-photon mass resolution in order to allow the observation
of a low-mass Higgs (≤ 150 GeV) in the γγ channel and the possibility to
measure the electrons and positrons from the decays of W s and Zs originat-
ing from the H → ZZ(∗) and H → WW decay chain for 140 GeV ≤ mH ≤
700 GeV.
A homogeneous calorimeter has therefore been chosen, composed with about
80000 finely segmented lead tungstate (PbWO4) crystals. Lead tungstate is a
radiation-hard, fast scintillator characterized by a small Molière radius3 (21.9
mm) and a short radiation length4 (X0 8.9 mm), that allows good shower
containment in the limited space available for the ECAL. Moreover, the lead
tungstate has also a short scintillator decay time τ = 10ns that allows to
collect 85% of the light in the 25 ns interval between two pp collisions. Scin-

3The Molière radius is the transversal dimension length scale of an electromagnetic
shower evolving within a calorimeter.

4The radiation length X0 is defined as the distance over which an high energy electron
loses on average all but 1/e of its energy within a material.

38



tillator light is collected by silicon avalanche photo-diodes (APD) in the case
of barrel crystals, and vacuum photo-triodes (VPT) for the endcaps crystals.
The calorimeters is composed by trapezoidal crystals with a square face of
22 × 22 mm2 in the barrel and 30 × 30 mm2 in the endcaps matching the
Molière radius. The length of the crystals is 230 mm in the barrel and 220
mm in the endcaps, corresponding to 25.8 and 24.7 radiation lengths respec-
tively.
The granularity is ∆η × ∆φ = 0.0175 × 0.0175, high enough to efficiently
separate π0 from γ.

The endcap crystals are shorter, but in front of them a preshower with
3 radiation lengths in the two regions 1.65 < |η| < 2.6 is forseen. Each
preshower is composed with two lead radiators and two planes of silicon mi-
crostrips to increase the π0 rejection power in the highly irradiated forward
regions, which are also affected by the reduced performance due to the in-
crease in granularity at higher |η|, with a maximum of ∆η×∆φ = 0.05×0.05
in the very forward crystals.

Within the range 25 < E[GeV] < 500 , which is valid for H → γγ decay,
the electromagnetic energy resolution of a calorimeter can be parameterized
as ( σ

E

)2

=

(
a√
E

)2

+
(σn

E

)2

+ c2 , (2.8)

where the first term a/
√
E is referred to as the stochastic term and parame-

terizes the effects of fluctuations in photo-statistics and shower containment.
The second term σn/E describes the noise from the electronics and pile-up
and c is a constant term related to the calibration of the calorimeter. The
different contributions to the calorimeter resolution are shown in figure 2.8.

2.3.3 HCAL

The hadron calorimeter [34] is responsible, together with the ECAL, to mea-
sure the energy and direction of jets, the transverse energy ET and the imbal-
ance of tranverse energy, or missing transverse energy, 6ET . For this purpose
high hermeticity is required, which is obtained complementing the barrel
and endcaps parts of the HCAL with a very forward calorimeter (HF) placed
outside the magnet yokes, ±11 m away along the beam direction from the
nominal interaction point, giving a total coverage of |η| < 5.3.
A schematic view of the HCAL is shown in figure 2.9.
The barrel and endcaps HCAL is a sampling calorimeter with 3.7 mm thick

active layers of plastic scintillators alternated with 5 cm thick brass plate
absorbers and read out by wavelength-shifting fibres. The first layers read

39



Figure 2.8: Different contributions to the energy resolution of the PbWO4

calorimeter.

Figure 2.9: Schematic view of the hadronic calorimeter with details of the
barrel and the HF components.

out separately, while all others are read out together. Both barrel and end-
caps are read-out in towers with a size of ∆η×∆φ = 0.087× 0.087, which is
fine enough to allow an efficient di-jet separation. The thickness goes from
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8.9 to 10 interaction lengths5. The thinner part is in the barrel region and
is not sufficient to contain the full length of very energetic showers, thus
an additional “tail catcher” made of scintillators tiles is placed outside the
magnet.

The active elements of the HF are quartz fibres parallel to the beam,
inserted in steel absorber plates.

The energy resolution is σ/E ∼ 65%
√
E ⊕ 5% in the barrel; σ/E ∼

85%
√
E ⊕ 5% in the endcaps and σ/E ∼ 100%

√
E ⊕ 5% (E in GeV) in the

HF.

2.3.4 Muon system

The muon system [35] is used to identify muons and allows, in combination
with the inner tracker, an accurate measurement of their transverse momenta.
It is placed outside the magnet, embedded in the iron return yoke to make
full use of the 1.8 T magnetic return flux. Since high pT muons are clear
signatures of many physics processes, the muon system plays an important
role in the CMS trigger system and it is also used to measure precisely the
bunch crossing time [36]. The muon system is divided in three independent
subsystems: in the barrel, where the track occupancy is relatively low (< 10
Hz/cm2), drift tubes (DT) detectors are installed, while in the endcaps where
the particle rates are higher (> 100 Hz/cm2) and a larger residual magnetic
field within the yoke plates is present cathode strip chambers (CSC) are
used. These systems are arranged in a multilayer structure to allow efficient
rejection of single hits produced by low range particles, and they cover the
|η| < 2.4 region.
In the |η| < 2.1 region redundancy is provided by resistive plate chambers
(RPC), which, despite a limited space resolution, have a fast response and
excellent time resolution, less than 3 ns. They are used for unambiguous
bunch crossing identification and also complement the DT+CSC measure-
ment of pT at trigger level, since they are finely segmented.
A schematic representation of the muon system is shown in figure 2.3.4. Drift
tubes are made of parallel aluminum plates insulated from perpendicular “I”
shaped aluminum cathodes by polycarbonate plastic profile. The anodes are
50 µm diameter stainless steel wires placed between the “I” cathodes. A
binary mixture of 80% Ar and 20% CO2 at atmospheric pressure is used to
fill the internal volume, because this gas is nonflammable and can be safely
used in the underground locations of CMS. The resolution is about 100 µm

5The nuclear interaction length λ0 is the mean free path for a hadron before having a
nuclear interaction inside a material.
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Figure 2.10: Longitudinal view of one quarter of the CMS muon systems.

both in rφ and rz views.
Cathode strip chambers are composed with arrays of anode wires between

pair of cathode planes, segmented into strips perpendicular to the wires. The
gas used to fill the gaps is a mixture of 30% Ar, 50% CO2 and 20% CF4.
The measurement of the φ coordinate is performed interpolating the signal
of neighboring strips, this allows a 50µm resolution.

Resistive plate chambers are structured in planes of phenolic resin (bake-
lite) with a bulk resistivity of 1010 ÷ 1011Ω cm, separated from aluminum
strips by an insulating film. A nonflammable gas mixture of 94.5% freon
(C2H2F4) and 4.5% isobutane (i-C4H10) fills the gaps.

2.3.5 Trigger System

The maximal event rate at CMS is 40 MHz and the raw event size is about
1 Mb. It is not possible, both for practical and technical difficulties, to
permanently store information for all the events. As we have seen in the
previous chapter, the rate of interesting events is considerably small, with
the exception of b physics, this poses the challenge of selecting these rare
events among all those produced every 25 ns.
The maximum rate at which it is possible to store event informations is 100
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Hz, therefore it is necessary to implement a trigger system to reduce the
incoming rate of a factor of 4× 105.
The CMS trigger system is a two-levels system dividing the selection in a
first step, called level-1 trigger, in which the rate is reduced to 100 kHz (50
kHz in the low luminosity case), and a subsequent high-level trigger (HLT)
which brings the rate down to 100 Hz.
High pT leptons alone cannot be used as a good selection criteria, since
W → `ν and Z → `` would saturate the channel. Therefore, the trigger must
be able to select events on the base of their physics, and online selection
algorithms must have a level of complication comparable to that of offline
reconstruction.

The first level selection must be very quick, having to cope with a 40 MHz
rate of incoming events. The 25 ns avaliable to the level-1 trigger, however,
are not even sufficient to read the raw data from all the detectors. For
these reasons, the level-1 trigger is implemented on dedicated programmable
hardware and makes use only of the calorimeter and muon data, but with
coarse granularity.

In case of positive decision from the level-1 trigger, data is temporarily
stored and passed to the HLT which uses commercial processors, organized
in a farm of personal computers. Dedicated algorithms will run to select
events on physics basis and will represent the first step of physics analysis
selection. Using a parallel processing scheme up to 100 kHz of events can be
processed, 500 ms/ev being the estimated maximum allowed processing time
on a single CPU.

At startup the data acquisition system (DAQ) will be able to handle an
event rate of up to 50 kHz, which will be increased to 100 kHz when the
full LHC design luminosity is reached. Only one third of this bandwith is
allocated, the rest being used as safety margin accounting for all uncertainties
in the simulation of the basic physics processes.

2.3.5.1 Level-1 Trigger

The level-1 trigger [37] uses an asynchronous pipelined structure of process-
ing elements, each taking less than 25 ns to complete its computations, to
run dead-time free. At every bunch crossing, each processing element passes
its output to the next element and receives a new event to analyse. During
this process, the complete event is stored in pipeline memories, whose depth
is technically limited to 128 bunch crossings. The level-1 decision is taken
after a fixed time of 3.2 µs, including the transmission time between the de-
tector and the counting room (up to 90 m of cables each way) and, in the
case of drift tubes detectors, the electron drift times (up to 400 ns). Thus,
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the effective time available for calculations can be as low as 1 µs. Figure 2.11
shows a logical view of the level 1 trigger structure.

The two elements of the level-1 trigger, calorimetry and muon system,

Figure 2.11: Overview of CMS level 1 trigger.

work in parallel and analyse the data locally. These triggers identify “trig-
ger objects” of different types, they are: isolated and non-isolated elec-
trons/photons; forward, central and τ -jets; and muons. The four best candi-
dates of each type, together with the measurement of their position, trans-
verse energy or momentum and a quality word, are passed to the global
trigger. The global trigger receives also the total and missing transverse en-
ergy measurement from the calorimeter trigger.
It then selects events according to programmable thresholds. Topological
conditions and correlations between objects can also be required. A total of
128 conditions can be tested in parallel and each can be pre-scaled to accept
only a fraction of the events passing the cuts.

Level-1 Calorimeter Trigger The calorimeter towers read by the calorime-
ter trigger have a size fo ∆φ ×∆η = 0.087 × 0.087 up to η ∼ 2. At higher
pseudorapidity values ∆η increases up to 0.35. Trigger towers match the size
of the HCAL towers up to η > 1.74 and above this value physical calorimeter
towers have twice the φ dimension of the trigger tower. In the barrel ECAL,
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each tower corresponds to 5 × 5 crystals, while in the endcaps they are ar-
ranged in a x − y geometry, and a variable number of crystals is grouped,
matching as much as possible the HCAL trigger tower boundaries. For the
HF the trigger towers size is ∆φ×∆η = 0.348×0.5. Calorimeter regions are
defined by 4× 4 trigger towers, with a size of about ∆φ×∆η = 0.35× 0.35.
The HF does not participate in the electron/photon trigger, therefore it does
not have a small φ binning. It has 18 HF φ divisions which exactly match
the trigger boundaries of the 4 × 4 trigger tower regions in the rest of the
hadronic calorimeter. The φ divisions are exactly four times the size of the
towers in the hadronic barrel and endcap and the η divisions are approxi-
mately the size of outer hadronic endcap divisions. With this structure, the
overlapping jet trigger extends seamlessly to η = 5. The missing transverse
energy is computed using φ divisions of 0.348 for the entire (η, φ) plane.

The first element to process ECAL and HCAL data is the trigger prim-
itive generator which is embedded in the calorimeter readout electronics. A
peak finder algorithm provides bunch crossing identification, and for each
tower the so-called trigger primitives are evaluated. They are the sum of
the tranverse energy and a fine grain bit. In the ECAL the fine grain bit
provides information on the lateral extension of the electromagnetic shower,
and is used in the rejection of backgrounds by the electron trigger. The
HCAL fine grain bit is used to denote the compatibility of the deposit with
the passage of a minimum ionizing particle, and is set if the HCAL energy
before conversion to the transverse scale is within a programmable range, of
the order of [1.5,2.5] GeV.
The objects reconstructed by the calorimeter trigger are: isolated electrons/photons,
non-isolated electrons/photons, central jets, forward jets and tau jets. For
the four most energetic objects in each category the measured position and
transverse energy is sent to the global trigger, together with a measurement
of the total missing transverse energy. The calorimeter trigger also sends in-
formations about the activity in all calorimeter regions to the muon trigger.
Those informations are used to determine if the energy deposit is compatible
with the passage of a muon (MIP bit) and if it is below a programmable
threshlod (Quiet bit).

The algorithms reconstructing these objects are described in the follow-
ing.

Photon and electron trigger Electron and photon candidates are
indistinguishable at level-1, therefore are treated together. They are recon-
structed with a sliding window algorithm using a 3× 3 towers sized window.
Identification requires a large energy deposition in one or two adjacent trigger
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towers. Requirements on the lateral and longitudinal profile of the shower
are set through the fine grain bit and the ratio of ECAL to HCAL energy
deposits, respectively.
A candidate is labeled isolated on the basis of the energy deposits and ECAL
fine grain bits in the eight towers around the center of the 3× 3 window.
In each calorimeter region the highest-ET isolated and non-isolated candi-
dates are selected. The four most energetic objects of each type are sent by
the global calorimeter trigger to the global trigger.

Jets and τ-jets The jet trigger is based on the sum of ECAL and
HCAL transverse energy. The level-1 candidates are defined by the trigger
towers with energy deposit higher than the neighboring eight. The measured
jet transverse energy ET is corrected online depending both on measured
transverse energy and pseudorapidity values. The correction is performed
using a second degree polynomial, whose coefficients are listed in some cal-
ibration tables [38]. In the following we will refer to corrected values of ET

whenever thresholds on jet transverse energy applied.
It can happen that low ET jets from hard scattering can be mismeasured

as high ET jets. A possible reason is particles or a small jet from a pile-
up interaction impact the calorimeter near one of the low ET jets, creating
a “fake jet” with higher ET . Fake jets can also arise when particels from
different interactions impact the calorimeter too close-by.
These are compared to jets with a good matching in (η, φ) plane with jets
made at generator level. The number of fake jets becomes very small when
only jets with ET ≥ 30 GeV are taken.

τ -jets are identified by their narrow profile. A jet candidate is identified
as τ -jet if each of the nine regions of the window contain no more than two
towers above a programmable threshold.
Jets are searched for separately in the central region (|η| < 3) and in the
forward region (3 < |η| < 5), while τ -jets are only identified in the central
one. The global calorimetric trigger sends the four most energetic candidates
of each type to the global trigger, together with the number of jets above a
programmable threshold.

Total and missing transverse energy The total energy is evaluated
as the sum of the transverse energy of all ECAL and HCAL calorimeter
regions. The missing transverse energy is determined from the sum of the
Ex and Ey components of the deposit in each region, obtained from the ET

deposits using the coordinates of the center of the region. The total energy
and the absolute value and φ direction of the missing energy are to then sent
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to the global trigger.

Quiet and MIP bits For each calorimeter region, a “Quiet” bit (Isola-
tion bit) is set if the transverse energy deposit in ECAL plus HCAL is below
a programmable threshold. The MIP bit is set if the calorimeter energy is
consistent with the passage of a minimum ionizing particle. Both bits are
used in the Global Trigger to suppress background and to improve selectivity.

Level-1 Muon Trigger The level-1 muon trigger uses the three detector
systems described in 2.3.4 to identify muons, reconstruct their position and
transverse momentum and provide bunch crossing assignment with high pu-
rity and efficiency. The good spatial resolution of drift tubes and cathode
strip chambers and the excellent time resolution of resistive plate chambers
complement themselves and the redundancy provided allows a robust trigger
with high efficiency and good background rejection.

In the case of DTs and CSCs, the information of each chamber is first
processed independently by a local trigger step, where track segments are
reconstructed. The regional track finders match the segments of the differ-
ent stations, reconstruct muon tracks and estimate their pT . The candidates
found are then sent to the global muon trigger, with a word to indicate their
quality. In the overlap region, DT and CSC segments are used by both track
finders to allow for reconstruction of full tracks in each of the subsistems.
In the case of RPCs, the hits are collected by a pattern comparator trigger
(PACT), which looks for predefined patterns. The PACT provides an esti-
mate of the pT of the muon, its position and a word to indicate its quality.

Each subsystem reconstructs up to four muon candidates and sends them
to the global muon trigger. There they are matched and cuts on the MIP
and Quiet bits in the corresponding calorimeter regions are applied.

The global muon trigger sends the four muons with the highest pT to the
global trigger.

2.3.5.2 High-level trigger

The CMS high-level trigger (HLT) [39] consists of dedicated software running
on a farm of commercial processors. The high-level trigger needs to reduce
the about 100 kHz rate incoming from the level-1 trigger to 100 Hz mass
storage with “fast” algorithms. It refines the level-1 measurement of jets,
leptons and photons through intermediate steps. The algorithms will recon-
struct better the raw level-1 physics objects together with streams dedicated
to particular physics channel identification, for instance related to b physics,
selected including the information of other subdetectors. The tracker signals
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and the pixel hits after zero-suppression are used, allowing track finding and
primary vertex reconstruction.
The output rate to be stored on disks is divided into different categories (see
table 2.3.5.2 for the initial low luminosity run) including selections follow-
ing the level-1 triggering scheme but also HLT dedicated algorithms, which
make use of b-tagging techniques and conditional track finding within silicon
tracker.
The HLT system will have to process, on average, one event every 10 µs and
to reduce by a factor 1000 the amount of data. Since each recorded event
has an average size of 1 MB, the DAQ system must be able to feed data from
the front-ends to the PC farm at a sustained bandwidth up to 100 kHz · 1
MB = 100 GBs−1.
The required HLT computing power at start-up with a level-1 rate of 50 kHz
has been roughly estimated to be 15000 1GHz Pentium III CPUs.
Assuming a total time of 20 hours data taking per day, a total disk space of
10 TB will be filled, per day, at full luminosity.

2.4 Pixel detector for the level-1 trigger

The CMS silicon strip tracker, built from a high number of channels and per-
forming no zero suppression, cannot participate in the level-1 trigger decision
since too much data would have to be processed in too little time. The CMS
Pixel detector has an even higher number of channels but it performs zero
suppression and could possibly be used at level-1 trigger.

The CMS tracker is 5.6 meters long, has a diameter of 2.4 meters and it is

Physics Object
CPU time Level-1 trigger Weighted

per Level-1 event [ms] rate [kHz] CPU time [ms]

e/γ 160 4.3 44

µ 710 3.6 164

τ 130 3.0 25

Jets & 6ET 50 3.4 11

e & jet 165 0.8 8

Inclusive b-jets 300 0.5 16

Table 2.2: High-level trigger low luminosity selection timing.
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the most central part of the CMS detector. The original design was based on
MSGC6 plus silicon detectors (both pixel and strip) but was later changed
to an all silicon tracker. The pixel detector is the closest to the interaction
point, starting at a radius of about 4 cm, with three pixel barrel layers and
two pixel forward disks.
The very high particle fluxes at such a small distance suggests the use of
pixels for reconstruction of space point information with high precision. The
capacity to deliver two or more hits per track over the full acceptance of
the detector is fundamental for precise vertex determination and therefore
for tagging of long lived objects such as b or c quarks and τ leptons and to
distinguish them over the large background of light jets.
These are important requirements for detecting Higgs and SUSY decay final
states and of course for conventional B-hadron physics and top physics.
The pixel detector will also play a crucial role in the high luminosity phase,
where it will help in pattern recognition of the many tracks present in each
bunch crossing. Track segments from the tracker will be confirmed or re-
jected by the pixel detector and the selected tracks will be extrapolated with
precision to the vertex.

2.4.1 Pixel detector overview

The CMS pixel detector is composed of three layers (pixel barrel) and two
end-disks (pixel forward endcaps). The three barrel layers are located at
mean radii 4.4, 7.3 and 10.2 cm and are 53 cm long. The two disks are
placed at 34.5 and 56.5 cm from the interaction point. The barrel has a
total of 720 modules with 16 Read-Out Chips each and the endcaps have 672
modules with from 2 to 10 Read-out Chips. It is planned to have a two layer
barrel only inserted at start-up (LHC low luminosity phase). The two layers
will be the internal layers while the additional external one will be inserted
for LHC high luminosity phase. At this luminosity the ∼4 cm layer will be
replaced every two years, due to the ∼10 times increase in radiation level.
The high radiation level decreases the performance of the silicon sensors.
The sensors will have to work with reduced depletion depth after irradiation.
The pixel Read-out Chip (ROC) was changed from 150µm × 150µm (DMILL
design) to 150 µm × 100 µm (Deep Submicron (DSM) design). This should
lower the depletion depth of the irradiated sensors, in particular for the ∼4
cm layer. Each pixel barrel layer is composed of two half-cylinders, which
are made of ladders. Each ladder consists of eight pixel modules and each
module contains sixteen pixel ROCs. The ROC is made of 52 x 80 pixel

6Micro-Strip Gas Counters
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Figure 2.12: 3D view of the pixel detector in the final configuration.

unit cells (PUCs). The number of channels in the pixel barrel is 50 million

Pixel Radius
Ladders Modules Chips Pixels

Barrel [mm]

Layer 1 41 - 45 18 144 2304 9.58 ×106

Layer 2 70 - 74 30 240 3840 16.0 ×106

Layer 3 107 - 112 46 368 5888 24.5 ×106

Overall 94 752 12032 50.1 ×106

Table 2.3: Main parameters of the CMS pixel barrel detector. Note that at
the junction of the two half cylinders, two half ladders are counted together,
and so are half-modules.

units with the new PUC geometry, while the complete pixel detector has 68
million channels. Analog pulse height information is recorded from each hit
pixel. Offline, the pulse height information enhances the impact parameter
reconstruction resolution by charge sharing exploitation. The geometry of
the pixel detector is therefore tuned to maximize charge sharing effects. In
the barrel, the modules will not be tilted so that the charge sharing due to
the high magnetic field is important. In the end-disks, the detectors will be
tilted by 20o in order to enhance E × B effects. The pixel barrel module
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has a sensor approximately 6.4 cm long, 1.6 cm wide and 300 µm thick. The
silicon baseplate provides a stiff structure to the assembly. The 16 ROCs
are bump-bonded to the silicon sensor in one PUC to one sensor unit cell
correspondence scheme. The capton cable brings all signals to the module
and routes the signals/data out of the modules. The power supplies are fed
to the module from a power cable. The High Density Interconnect (HDI)
provides the routing of the powers and of the signals at the module level.
The capacitors filter the high frequency noise in the ROCs and the Token
Bit Manager (TBM) handles the communication of the signals to the ROCs
and organizes the readout of the data from the ROCs. The Module Trigger
Chip (MTC) is a chip dedicated to the participation of the pixel detector to
CMS First Level Trigger.

2.4.2 Pixel Read-Out Chip overview

The pixel ROC will operate in a high radiation environment; it is there-
fore built in radiation-hard technology. Leakage current in the sensor after
irradiation must be absorbed by the analog circuit. Post-irradiation noise
contributions must also be handled. The pixel size on the sensor is limited
by the minimal PUC area achievable on the ROC. The reconstruction preci-
sion depends on the pixel size. To reach the small 150 µm × 100 µm PUC
size, a high integration of the ROC electronics is needed. To achieve this, the
array of 52 × 80 PUCs is organized in 26 Double-Columns of 160 PUCs. Each
PUC samples the charge collected on the sensor. The sampling is performed
in the analog part of the PUC. If the amount of charge is large enough,
the comparator communicates to the digital part of the PUC that a hit is
recorded. The digital part of the PUC initiates the immediate transfer of the
PUC data to the Double-Column periphery. Communications from the PUCs
to the Double-Column periphery occur through buses located between the
two columns. The first signal sent from the hit PUCs to the Double-Column
periphery is the IColOR, which notifies the Double-Column periphery that
it should take action to record PUCs data. The PUC data are then stored
into the Data Buffer, in the periphery, and wait either to be confirmed by a
level-1 trigger, or to be disregarded. If the level-1 trigger accepts the event
the data are transferred from the buffers to the ROC output. One hit pixel
data consists of two analog levels to code the Double-Column number, three
analog levels to code the PUC number inside the Double-Column and an
analog pulse height information.

The hit resolution achieved in the barrel pixel detector is about 10 µm in
φ and from 10 µm to 20 µm in z.

Offline the pixel detector can be used in studies requiring displaced ver-

51



tices, such as channels involving τ -jets and b-jets. For the High Level Trigger,
the pixel seeding is essential for fast and accurate track reconstruction (see
[40, 41]). It can also provide an efficient trigger on B decays (in combination
with one silicon strip layer [42]).

If there is no level-1 trigger confirmation issued after 3.2 µs delay, the
data are overwritten in all subdetectors.

2.4.3 Overview of the pixel first level trigger

The level-1 trigger must give an answer within its latency time of about 3.2
µs (about 128 bunch crossings × 25 ns). Subdetectors participating in the
level-1 decision must provide relevant information within the trigger time
latency.
Silicon strip detectors in CMS do not perform zero-suppression and generate
a quantity of data too large to be processed in the short level-1 trigger time.
Pixel detectors, instead, perform zero-suppression, but have high hit rates
and an elevated number of channels, which cannot be handled by the DAQ
at level-1.
A smaller number of channels can be analyzed, however, dropping the fine
granularity of single pixels and looking at the ROCs. The ROC can be con-
sidered as an array of double columns, in which case it looks like a digital strip
detector with 300 µm pitch, 8 mm long pseudo-strips. Figure 2.4.3 shows
one such double column and the basic level-1 trigger logic implemented on
the ROC.
Using double-columns the information is coarser, but can be handled at level-
1 trigger. When a hit is recorded in a PUC, the digital part of the PUC ini-
tiates the transfer of the data from the PUC to the double-column periphery
by sending a signal through the IColOR bus. A copy of the IColOR is made
for level-1 trigger purposes and it is the basis of the level-1 trigger logic in
each double-column.
At ROC level two variables can be defined: the total number of hit double-
columns in the considered bunch crossing NDC and the total number of clus-
ters of hit double-columns in the considered bunch crossing NCl. A cluster
of double-columns is defined as a group of adjacent hit double-columns.
These two variables are transmitted to the output of the ROCs and are col-
lected at the module level. When the threshold on one of this variables is
exceeded in a ROC, the ROC address is transmitted. Then, the level-1 trig-
ger information, composed now of ROC addresses, reaches the reconstruction
hardware through the optical fibres of the three layers of the pixel barrel de-
tector. Figure 2.4.3 shows a sketch of the pixel level-1 trigger reconstruction.
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Figure 2.13: Sketch of the level-1 trigger logic in the ROC. From the
“IColOR” signal, two variables are generated in the “Fast Trigger” cells.
These are the “number of double-columns” and the “number of clusters” of
double-columns taking part in the event. The ROC in the figure is the old
DMILL technology model, the only difference with the final DSM technology
version is the number of pixels in the vertical direction.

53



Figure 2.14: An example of a three jet event in the pixel barrel and the sketch
of the pixel level-1 trigger reconstruction. Analog coded ROC addresses are
passed to the reconstruction hardware with a high bandwidth.
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Chapter 3

Pixel-based level 1 trigger

3.1 Introduction

In this chapter we will describe a possible application of the pixel detector
for triggering at the first level of the CMS trigger. We will first introduce
the software frameworks we used for all the simulations, with some details
on the tools used in the production of the data samples. In the second part
we will deal with the pixel trigger itself and we will derive optimized cuts for
the selection of the tt̄H signal, showing that the efficiency in the selection of
channels with a high multiplicity of jets in the final state can be significantly
increased keeping a fixed QCD rate from the trigger.

3.2 Software framework

In modern experiments using complex detectors it is important to have a
detailed simulation of the detectors to study and optimize them for the data
taking runs. In CMS the initial project used a group of packages to perform
all the simulation from event generation to detector signals digitization.

The development of a framework for the simulation of the CMS detector
and the reconstruction up to the final objects used in the analysis has started
in 1998. The name of the object oriented framework is called COBRA and
the collection of reconstruction and reconstruction code developed in this
framework is called ORCA [43].
In older versions of ORCA, the simulation package, called CMSIM, was based
on GEANT3 [44]. The transition to GEANT4 [45] was completed in 2003
and the new simulation package was called OSCAR.
All the simulations done with ORCA for this thesis are made using CMSIM.
The acronym ORCA stands for Object Oriented Reconstruction for CMS
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Analysis and it is an object oriented system for which C++ has been chosen
as programming language.
The design of ORCA is based on CARF, the CMS Analysis and Reconstruction
Framework, which was developed to prototype reconstruction methods, ini-
tially for testbeam applications. All the parts in common between ORCA,
OSCAR (Object oriented Simulation for Cms Analysis and Reconstruction)
and IGUANA (Interactive Graphical User ANAlysis) are included via CO-
BRA (Coherent Object-oriented Base for Reconstruction, Analysis and sim-
ulation), in particular CARF.
ORCA has two logical layers, subsystems and then within a subsystem pack-
ages. The packages within a subsystem typically produce a single library to
cope with a certain aspect of the corresponding sub-detector or reconstruc-
tion utility.
The ORCA versions used in this thesys for the production of the samples
are 8 6 0, 8 7 3, 8 7 1 and 8 13 3 (the last released version). ORCA versions
have retrocompatibility, but the opposite is not true. Furthermore there was
a significant change in the compilation instruments and Buildfile structure
from version ORCA 8 7 3 to version ORCA 8 13 3 which forced the user to
modify and rewrite significant portions of code.

Recently, the framework and the services it provides and the model of data
storage underwent a comprehensive set of changes. The overall collection of
software is now called CMSSW and we have used this for most of the high
luminosity studies.
CMSSW uses again C++ as the main language and it has a more modular
approach with respect to ORCA
The version of CMSSW used for all the simulations and reconstructions is
1.7.0, with the exception of some packages from different tags. At the time
of starting the samples production, the software was in fact still in a quickly
evolving form and we had to settle on a version which allowed to have all
the components we needed. The simulation of the level 1 calorimetric jets,
for example, was not in the Fast Simulation before versione 1.7.0 and was
developed and included during the pre-releases of this version. The forward
jets in particular were improved in the final released version, so that we
managed to use them in the multijet trigger simulation.
The full list of the tags used is the following:

• JetMETCorrections/Configuration/data/MCJetCorrections152.cff− ver-
sion 1.3

• FastSimulation/CaloRecHitsProducer − tag CMSSW 1 7 0 pre11
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• FastSimulation/Configuration/data/FamosSequences.cff− tag CMSSW 1 7 0 pre11

• EgammaAnalysis/EgammaIsolationProducers − tag V00−00−03

• RecoEgamma/EgammaIsolationAlgos − tag V00−00−03

For CMSSW a hybrid simulation approach was chosen. Due to the very high
computation time requirements of performing a full simulation and recon-
struction of events with high luminosity pile-up, the Fast Simulation was
chosen as the main simulation and reconstruction tool. This is explained in
more detail in the following section.

3.2.1 FastSimulation

The CMS Fast Simulation is a tool to perform simulation and reconstruction
of many events in a short amount of time, while still remaining accurate.
The full (slower) simulation of the CMS detector is GEANT based and it is
very detailed. The Fast Simulation have been tuned with the full simulation,
together with the results of test beam data. It manages to be very quick
by making some simplifying assumptions, parameterizations and also using
dedicated reconstruction algorithms.
Many of the algorithms of the standard reconstruction can run directly on
Fast Simulation data, since the final objects are the same. In some cases
some of the values required by an algorithm are not produced and a ded-
icated version must be used. Dedicated algorithm are also used when the
standard version is too slow.
We have used the default Fast Simulation present in version 1.7.0 of CMSSW,
with the notable exception of the CaloRecHitsProducer which is from version
1.7.0 pre11. Also the FastSimulation/Configuration/data/FamosSequences.cff
file, which defines all the modules configurations, was brought from version
1.7.0 pre11, but we modified it to make it work with CRAB1.

The full chain to get the final reconstructed events starts with the produc-
tion of events with a generator (for example Pythia) which are then injected
in the Fast Simulation for the simulation of the detector response and the
reconstruction of the final objects. The vertex smearing is performed inter-
nally and also the pile-up is added using minimum bias samples generated
with Fast Simulation and available in the CMSSW release.
The track reconstruction algorithms used in the full simulation are too slow
to be used without change. For this reason a fast tracking algorithm is used,

1CRAB stands for CMS Remote Analysis Builder and it is a tool used to submit,
monitor and retrieve the output of jobs on the grid.
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which starts from the simulated track hits to reconstruct the track. This
leads to having no fake tracks, a good approximation with tracker tracks and
low luminosity when much less than 1% of the tracks are fakes. The recon-
structed hits are made smearing the simulated hit position, thus they do not
have any information of the digitized hit, needed by the full reconstruction
tracking algorithms.
In the barrel part of the pixel detector, the presence of only three hits per
track is expected to give a significant number of fake pixel-tracks, especially
in the high luminosity scenario, which would not be simulated by the Fast
Simulation approach.
We decided to use the full simulation for the pixel detector while the Fast
Simulation is used for the rest of the CMS detector. This appears to be the
best tradeoff between computation time and accuracy of the reconstructed
events, especially in the part of the detector crucial for this study.

3.2.2 Simulation and reconstruction of the event sam-
ples

The two fundamental requirements when simulating big event samples of
high complexity, as in the case of high luminosity events, are computation
time and space to store the events. In our case, the first step to reduce com-
putation time was to use the Fast Simulation for most of the detector parts.
The second step consisted in the high parallelization of the productions by
use of CERN Batch Farm2 and of the grid via CRAB. The jobs were split in
blocks short enough to use the eight-hour queue of the batch system. The
same event sizes were used when submitting to the grid.
It was not possible to store all the reconstructed event information, because
the space required for one event would be ∼ 2.5 Mbytes, which for a million
events leads to ∼ 2.5 Tbytes. We developed specific data formats to hold
the needed information and reduce the space for one event to an acceptable
∼ 10Kbytes, thus giving a total of about ∼ 10 Gbytes. All the files were
then stored on CASTOR3.

For the low luminosity dataset the study was performed using ORCA
and the datasets were either simulated locally or taken from the official CMS

2the CERN Batch Farm consists of 3000 machines providing computing power for data
analysis and simulation tasks. It is based on a queue system with different queues for the
various time requirements of the submitted jobs.

3CASTOR stands for CERN Advanced STORage manager and it is a hierarchical
storage management system developed at CERN used to store physics production files
and user files.
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productions. All was done in full simulation.

The framework was later changed to CMSSW, and this was used for the
high luminosity part. Going from no pileup to low-luminosity pileup condi-
tions the increase in occupancy, for example, in the ECal is about 12-15%.
Moving to high-luminosity condition brings an increase of about 110% in
occupancy for the same detector. The time to fully simulate and reconstruct
the events depends on the particular subdetector, and it is in general not
linear, leading to a very long time needed. For example in CMSSW 1 3 1,
to go from generation to full reconstruction on 30 events of tt̄H with high
luminosity pileup and the standard Spring07 configuration file (without the
roadsearch tracking algorithm) took more than 10 hours.

For the rest of the detector the fast simulation is used, since a good
agreement is found with the full simulation and the time for production is
more then three orders of magnitudes smaller. For high luminosity events
this is especially true, on a 2GHz processor with the fast simulation and the
fully simulated pixel part the rate of events produced is ∼ 10/minute.

Pile-up is simulated adding on average 5/25 events for low/high lumi-
nosity. They are added with poissonian statistic to the main event. In the
ORCA case 3000 events were simulated and used for the local productions. In
the CMSSW case Fast Simulation uses one million events by default, which
are stored in the official release area, allowing to run grid productions as well
as local productions.

Tables 3.2.2 and 3.2.2 show the total number of events produced in ORCA
and CMSSW respectively. In the case of CMSSW more samples were pro-
duced, but were not used in the level 1 trigger study and are described in
more detail in the next chapter.
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ORCA

Sample Interval(GeV) Number of events pile-up luminosity ORCA version online/local

tt̄ 10496 low 8 7 3 local

ttH 4996 low 8 13 3 online

QCD

>70 5000 low & high 8 6 0 local

>120 5000 low & high 8 6 0 local

>170 5000 low & high 8 6 0 local

30-50 1800 low 8 13 3 online

50-80 3800 low 8 13 3 online

80-120 16400 low 8 13 3 online

120-170 9600 low 8 13 3 online

170-230 7000 low 8 13 3 online

230-300 1900 low 8 13 3 online

300-380 2000 low 8 13 3 online

Wjetjet 50-85 16900 low 8 13 3 online

85-150 12400 low 8 13 3 online

Table 3.1: ORCA samples - Number of events in each sample and corre-
sponding luminosity.
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CMSSW

Sample Interval(GeV) Number of events

ttH 1634000

tt̄

+ 0 jets 59900

+ 1 jet 66000

+ 2 jets 98159

+ 3 jets 14768

+ 4 jets 5352

tt̄ inclusive 1302000

qcd

30-50 300000

50-80 364000

80-120 386000

120-170 407100

170-230 536000

230-300 447100

300-380 530000

380-incl 508000

Table 3.2: CMSSW high luminosity samples - Number of events in each
sample. All the events have high luminosity pile-up.
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CMSSW

Sample Interval(GeV) Number of events

W + 0 jets 88000

W + 1 jet 0 pt < 100 40000
100 < pt < 300 100500

W + 2 jet pt < 100 99520
100 < pt < 300 105300

W + 3 jet pt < 100 107900
100 < pt < 300 86260

W + 4 jet pt < 100 83040
100 < pt < 300 30800

W + 5 jet pt < 100 59020
100 < pt < 300 41860

Z → νν
120-170 GeV 29900

170-230 GeV 25600

t→ eν b 92000

t→ µν b 94000

t→ τν b 94000

Table 3.3: CMSSW high luminosity samples - Number of events in each
sample. All the events have high luminosity pile-up.
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3.2.3 Event multiplication

To study the selection capacity of offline cuts, which must extract few signal
events from a big background, it is necessary to have a large number of
QCD events. Unfortunately it was not possible to generate such a sample
locally, and it was still difficult to retrieve online samples. However, since
we are interested in calorimetric quantities, the detector resolution plays an
important role. By parameterizing the resolution of offline jets with respect to
jets reconstructed from the partons, we can simulate new events with different
energies of the offline jets starting from the same Monte Carlo events: a single
process leading to n partons in the final state is exploited several times. The
missing Et will then be changed too, according to its own distribution.

The resolution functions depend on the Pt of the offline jet (non linearity
of calorimeter response) and on the η (the calorimeter is not symmetrical in
η).
For these reasons the offline jets are divided in bins of η and Pt and are
associated to jets reconstructed from the partons.

The association 4 is performed requiring a minimum Pt of 10 GeV on
both type of jets and a minimum ∆R of 0.3 for the association to Monte
Carlo jets.
Figure 3.2.3 shows the resolution functions in the different bins of η and Pt
obtained from QCD samples.

3.2.4 Event multiplication in ORCA

In ORCA the few events at our disposal forced us to generate also level 1 jet
energies. The algorithm used performs the following actions:

• associates offline jets to jets made from partons;

4All the associations between jets or between tracks are made using our private al-
gorithm. This is an exclusive associator, but does not associate always the two closest
objects. It starts from the first element in the first collection and associates the closest
element of the second collection to it. It then removes this element from the second col-
lection and iterates.
The association requires that the (η,φ) distance between the two objects is less than a
defined threshold.
It must be noted that if the element in the second collection were closest to one of the
following elements in the first collection, we would have not taken the exact closest match.
This is a simplified approach used to reduce the number of combinations to evaluate. We
always provide the two collections sorted in decreasing Pt, so that the higher Pt elements
are compared first and have higher priority on being associated.
This guarantees that the association is quite accurate at high energy, where resolution
effects play a bigger role in determining the tail in the missing Et distribution.
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Figure 3.1: Resolution functions and gaussian fits for different bins in Et and
η. Et bins are large 20 GeV and go from top (0−20 GeV), to bottom (>180
GeV). Bins in η are large 1.2 and go from left (0−1.2) to right (> 3.6).
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• randomly generates a new transverse energy for the offline jet according
to the corresponding distribution;

• level-1 calorimetric jets are associated to offline jets and are varied
according to the new offline jet transverse energy with their own reso-
lution functions.

The offline missing transverse energy must be changed too. Being built
directly from the calorimetric towers means that a scaling of the energy fluc-
tuations of offline jets is needed prior to missing transverse energy correction.
Offline jets energy variations α× ~∆E are summed to ~6ET and the value of α
is determined by a Kolmogorov test [46] between the distribution of original
6ET and the modified 6ET . The best value is found to be α = 0.6.

alpha
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0.01

0.02

0.03

0.04

0.05

Maximum Kolmogorov distance for the MEt

Figure 3.2: Maximum Kolmogorov distance for histogram containing the
missing transverse energy Etx and Ety before and after the regeneration in
CMSSW. The value of α is chosen as 0.8 in order to minimize the differences
between the distributions.

After the procedure is complete the number of jets in the event above any
given threshold, the missing transverse energy distribution and the distribu-
tion of the minimum distance in φ between the missing transverse energy
and the offline jets are in good agreement, as can be seen from Figures 3.2.4
and 3.2.4.
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Figure 3.3: Offline jet multiplicity for original and modified events.
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(a) (b)

Figure 3.4: (a) Missing transverse energy along the x direction for original
and modified events; (b) Minimum ∆φ between the missing transverse energy
direction and the offline jets before and after modifications of jet energies.
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3.2.5 Event multiplication in CMSSW

Moving to the new framework and using the FastSimulation of the event
reconstruction, allowed to produce much bigger samples than in the ORCA
case. For this reason, in CMSSW we did not modify the level 1 jet energies,
we instead changed only the offline jet Et and correspondingly the missing
transverse energy.
Again we find that a scale factor is needed for the missing Et, and with a
Kolmogorov test its value is found to be 0.8, as shown in figure 3.2.4. Figure
3.2.5 shows the agreement between events before and after the regeneration.

(a) (b)

(c) (d)

Figure 3.5: Comparison of the values of modified variables before and after
regeneration of the events. In red are the original events, in blue the regener-
ated. Number of jets (a), missing Et (b), sum Et (c). The plot in (d) shows
the missing Et significance after the cuts on requiring at least 5 jets with
et > 25 GeV and missing Et significance > 3.0. It shows that the tail of the
generated distribution is still in good agreement with the original events.

3.3 Pixel Trigger

In this section we will describe a possible use of the pixel detector for trig-
gering on multijet events. The study is made assuming to have the full pixel
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QCD bin (GeV) Generated Generator efficiency (%) Written events Cut efficiency (%)

30-50 11229443 96.1631±0.0057 61292 0.5458±0.0022
50-80 26347818 99.2101±0.0017 194451 0.7380±0.0017
80-120 24971508 99.77571±0.00095 240496 0.9631±0.0020
120-170 29514603 99.94124±0.00045 452564 1.5334±0.0023
170-230 40608575 99.99196±0.00014 936749 2.3068±0.0024
230-300 32268604 99.997682±0.000085 1146776 3.5538±0.0033
300-380 37943909 100±0 1918910 5.0572±0.0036
380-incl 33232000 100±0 3295042 9.9153±0.0052

Table 3.4: Summary of the regenerated events. Here ”generated” means
events for which at least one of the offline jets was successfully associated to
a monte carlo jet and its energy was changed. ”generator efficiency” shows
the percentage of events actually regenerated, it is close to 100% for all the
samples, the only one with a slightly lower efficiency being the lowest Et bin.
”written events” show the number regenerated events that pass the offline
selection of having at least 5 offline jets with et > 25 GeV and |η| < 3.
a missing Et significance of at least 3. Finally, ”cut efficiency” represents
percentage of events passing the cuts with respect to the generated events.

granularity available at the first level of trigger. Only the barrel part of
the pixel detector will be considered, limiting the pseudorapidity coverage to
|η| < 1.5, since we are interested in identifying events from hard interactions
with high Pt and reducing the number of channels at level 1 is certainly an
important requirement. In the last chapter 5, we will review the proposal
made for a first level trigger with pixels for super LHC, which suggests to
bring the high level trigger algorithms to the first level trigger with as small
changes as possible and to use them for track reconstruction.

The level-1 trigger uses only informations from calorimeters and muon
systems. Thus, final states with energetic muons or a few energetic jets are
selected.
However, a number of interesting channels, involving also the Higgs produc-
tion, are characterized by several low-energy hadronic jets and do not have
a dedicated trigger. The pixel detector can help in the selection of such pro-
cesses, since it is able to detect the charged component of low-energy jets
that are seen as groups of charged tracks pointing at the same vertex.
The pixel detector can discriminate jets coming from primary and pile-up
vertices, and matching these informations with the calorimeter contribution
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it is possible to significantly increase trigger efficiency in multihadronic jets
final states.
In this section the fundamental objects built from pixel hits are described.
These objects will later be used to implement a pixel based trigger. We will
only consider the barrel part of the pixel detector.
We assume to have access to the full pixel granularity at the first trigger
level. This is done in order to study the possible improvements in the best
possible scenario. Our objective is to determine how much it is possible to
improve the level 1 trigger efficiency in the selection of signal events by the
inclusion of the pixel detector and with the proposed trigger strategy.
We have also (together with Livio Fan and Michele Pioppi from ”Universit
di Perugia”) developed a simulation in ORCA of the ROC response with the
possibility to vary the dimension of the pixels to study the degradation in
the resolution [47].
In this section we will, however, concentrate only on full granularity condi-
tions.

3.3.1 Pixel tracks

In the final configuration the pixel detector provides three points in space
along the particle path within the geometrical coverage. These points are
used to reconstruct a track from which the transverse momentum and the
longitudinal and transverse impact parameters are computed.
Tracks are reconstructed using the procedure implemented in the official CMS
reconstruction [48]. The track is fitted as a circle in the transverse plane and
a line in the r− z plane. In the transverse plane the curvature radius R and
the transverse momentum pT = 3/1000 × B × R (pT in GeV, B in T and R
in cm) are evaluated. The estimate is accurate only for pT values below ∼ 10
GeV, because of the small lever arm provided by the pixel detector. Figure
3.3.1 shows the track resolution with respect to pT . This has been evaluated
matching pixel-tracks to monte carlo tracks with a cone in (η,φ) of radius
0.05. It can be seen that up to pT ∼ 1 GeV the resolution is better than 1%.
It degrades to 22% when pT ∼ 10 GeV.
The transverse impact parameter IPrφ is defined as the distance of closest
approach to the beam axis. It can be determined with the center coordinates
(xc, yc) and the radius R of the circle passing though the three hits:

IPrφ = |
√
x2

c + y2
c −R|. (3.1)

For high Pt values, though, this reduces to a difference between big numbers
which can lead to inaccuracies. Therefore a parabola approximation is used.
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Figure 3.6: Linear behavior of σ(pt)/pt as a function of Pt for pixel-tracks
matched to simulated tracks.

The transverse impact parameter resolution for tracks with pt > 6GeV is
around 80 µm.
The accuracy of the longitudinal impact parameter zIP is crucial in the de-
termination of the interaction vertex. A full helix parameterization is used,
allowing much improved resolution than a linear fit. The three pixel hits are
projected onto the (ψ, z) plane, where ψ is the azimuthal angle difference
between the hit and the point of closest approach around the circle defined
by the three hits. The trajectory projected in this plane is expected to be
a straight line, up to uncertainties due to multiple scattering in the detec-
tor material and hit position measurement errors. The longitudinal impact
parameter is defined as the intercept of the line passing by the first two hits
(ψ1,2, z1,2) and the z axis:

zIP = z1 − ψ1

ψ1 − ψ2

(z1 − z2). (3.2)

To quantify the quality of the tracks used, the χ2 of the linear fit in the (r, z)
plane is used.
Only tracks with pt > 0.1GeV , a transverse impact parameter < 1 and a
χ2 < 1000 are selected for further processing.
The efficiency to reconstruct a pixel track with three pixel hits is ε3 > 90%
for |η| < 2.2.
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Figure 3.7: ∆R between the parton and the associated pixel-tracks.

3.4 Pixel-Jets

In order to help in the selection of events with high multiplicity of jets in the
final state, pixel tracks are used to reconstruct jets (here called Pixel-Jets)
which are the basic objects used by the proposed pixel trigger.
Pixel-Jets are defined as a group of pixel tracks inside an η − φ region.
The Pixel-Jet reconstruction algorithm has been chosen to be simple enough
for a possible implementation at a future level-1 trigger, yet capable to bring
a sufficient resolution on the Pixel-Jets vertices for accurate primary vertex
identification.

In the following paragraphs the algorithm is described and the character-
istics of the Pixel-Jets are shown in the case of full granularity.

3.4.1 Pixel-Jets reconstruction algorithm

The algorithm used for the reconstruction of Pixel-Jets is a simple iterative
cone algorithm, in which the seeds are the highest Pt tracks.
To reconstruct a Pixel-Jet a cone of ∆R =

√
∆η2 + ∆φ2 = 0.7 is chosen,

because more than 70% of the tracks associated with a parton are within the
cone, as can be seen from figure 3.4.

Algorithm description
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• the pixel tracks are sorted in decreasing Pt

• the first track in the list is taken and distance R in the η-φ plane with
respect to the other tracks is evaluated

• each time R < 0.7 the second track is put in a Pixel-Jet defined by the
first track and removed from the initial list.

• after all tracks have been compared to the first, the procedure is iterated
to the next track in the new list.

• for all the Pixel-Jets:

– The z coordinate of the vertex of the Pixel-Jet is defined as the
pt-weighted mean of the longitudinal impact parameters of the
tracks.

– The Pt is defined as sum of the Pt of all the constituent tracks.

– (η and φ are evaluated from sum of the pixel-tracks momentum
vectors.)

The last step is not required for the trigger itself, but is needed to be able to
associate Pixel-Jets to monte carlo jets and evaluate resolutions.

Without making any requirement on the number of pixel-tracks forming
a Pixel-Jet, the mean number of reconstructed Pixel-Jets per event is shown
in figure 3.4.1.

tt̄ ttH qcd

Mean Pixel-Jets
Low Luminosity 10.3 11.8 6.8

High Luminosity 16.9 17.5 16.3

Mean pixel-tracks per Pixel-Jet
Low Luminosity 5.1 5.7 4.0

High Luminosity 7.0 7.8 6.0

Table 3.5: Mean number of Pixel-Jets and corresponding mean number of
pixel tracks in a Pixel-Jet for low and high luminosity.
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Figure 3.8: Mean number of reconstructed Pixel-Jets in tt̄ and tt̄H inclusive
events with respect to pure qcd background events and Wjj events in the low
luminosity pile-up scenario. On the x axis the minimum number of tracks in
each Pixel-Jet is reported.
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Figure 3.9: Mean number of reconstructed Pixel-Jets vs the minimum num-
ber of pixel-tracks required, in the high luminosity scenario. Only tt̄H and
QCD are shown.
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3.4.2 Pixel-Jets characterization

To evaluate Pt resolutions of the Pixel-Jets, they have been compared to jets
reconstructed with the simulated partons.
In ORCA we did not have any suitable jet collection and we built our own
”parton-jets”. These parton-jets are reconstructed with a cone taking all the
partons in the event coming directly from the primary partons. Partons with
Pt > 1 GeV are taken as seeds to form clusters, a seed must have ∆R > 0.7
from the next closest seed.
Clusters are then formed with all the partons within R = 0.5 from a seed.
The final clusters are the parton-jets, with the Pt and the components of the
momentum defined as the sum of the corresponding values of the constituent
partons. The vertex z is evaluated as the weighted mean in Pt of the z of
the constituent partons. The φ and η coordinates of the parton-jets are eval-
uated by the Px and Py components of the momentum of the parton-jet.
Many low transverse momentum parton-jets are reconstructed by this method,
as shown in Figure 3.4.2. Since we are interested in high Pt jets, only parton-
jets with Pt > 10 GeV are taken. The Pt resolution of Pixel-Jets is found to
go from 20% to 40% as the Pt increases. This is expected since the Pt reso-
lution of constituent pixel-tracks decreases with increasing Pt, although the
effect is not linear since higher Pt Pixel-Jets have also a higher average num-
ber of pixel-tracks. Figure ?? shows the resolutions for three different cuts
in minimum number of pixel-tracks for Pixel-Jets, together with level1-jets.
In CMSSW we used the ”GenJets” collection for the matching.

3.5 Primary vertex reconstruction with Pixel-

Jets

The Pixel-Jets can be used to reconstruct interaction vertices in the event.
The knowledge of the primary and pile-up vertices, as well as secondary ver-
tices, can be used to reduce pile-up and better select signal samples. From
this point on we will concentrate on the high luminosity scenario.
In order to have a fast reconstruction algorithm, the vertex reconstruction is
reduced to a one-dimensional search along the z axis, where the spread due
to the bunch-length is ± 15 cm. In the following we introduce the simple
algorithm used for vertex reconstruction, its performance and an application
to the level-1 trigger.

The PixelTrigger uses Pixel-Jets to identify events with a high number of
high Pt jets coming from the same vertex. The algorithm used is a simple
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Figure 3.10: Mean number of parton-jets versus minimum Pt of the jets for
10496 events of tt̄ inclusive with pile-up at low luminosity. The step is 5GeV.

divisive algorithm capable to determine the primary vertex quickly. It has
only one free parameter, which will be determined in the next section.

Algorithm description

• The collection of Pixel-Jets is arranged using the z of their vertex, in
increasing z.

• A divisive algorithm is used to construct vertices:

– The search starts from the smallest z and moves to the next pix-
eljet.

– If the two are closer than ∆z they are associated and a new vertex
is formed.

– If their distance is greater than ∆z, a new vertex is created and
the second pixeljet is assigned to it.
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Figure 3.11: Pt resolutions of Pixel-Jets and level1-jets evaluated with
parton-jets. Three different cuts on the number of pixel-tracks in a Pixel-Jets
are considered. The association with parton-jets is made with a radius of 0.5.
68200 events coming from tt̄, unmultiplied qcd, Wjetjet and tt̄H were used.

– The search continues iteratively.

• For each vertex the z coordinate is the pt-weighted sum of the z of the
component Pixel-Jets.

• Each vertex has a Pt defined as the sum of the Pts of all component
Pixel-Jets.

• The vertices are ordered in Pt and the on with the highest value is
taken as the primary vertex.

The average number of reconstructed vertices in different samples is shown
in figure 3.13. It can be noted that this number does not differ very much
moving from a high jet multiplicity sample like tt̄H to samples with lower
multiplicities. As it has been shown for the number of reconstructed Pixel-
Jets, this can again be considered an effect of the pile-up.

The reconstructed primary vertex has a resolution of the order of the
centimeter on the simulated primary vertex, as can be seen from figure 3.5.
Figure 3.5 shows the average Pt of the primary vertex as a function of the
∆z and figure 3.5 for some choices of values of ∆z. The characterizing
variable is the Pt, as the difference in the number of Pixel-Jets between dif-
ferent samples is not very distinctive. Furthermore, it quickly degrades when
increasing the ∆z due to the scarce z resolution and consequent inglobation
of wrong Pixel-Jets.
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Figure 3.12: The first row of plots shows the Et of level 1 jets (a) and Pixel-
Jets (b) versus GenJets Et. The remaining two rows show: (GenJetEt −
level1JetEt)/GenJetEt on the left side and the same for Pixel-Jets on the
right side. The histograms are divided in intervals of Pt: [0-100]GeV for (c)
and (d) and (100-200]GeV for (e) and (f). The association with GenJets is
performed with a cone in (η,φ) of radius 0.5. All are in the high luminosity
case. As expected Pixel-Jets, that measure only the charged component of
the jet, have a lower Et than GenJets.
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Figure 3.13: Mean number of vertices reconstructed from Pixel-Jets for dif-
ferent event samples in the high luminosity case.

3.6 Level 1 trigger with pixels

The reconstruction of the primary vertex using jets made of pixels can help
in selecting high multiplicity events, that will have many jets coming from
the interaction vertex.
The tt̄H channel, for low Higgs masses, is a very challenging channel and it
has proven to be difficult even for the highest purity lepton based analyses.
At high luminosities the standard trigger has only about 40% efficiency on
this channel, coming mainly from the multijet trigger which accounts for 32%
alone.
The pixel-based trigger response is required to be in logical AND with the
standard multijet trigger. The cuts of both pixel and standard trigger will
then be optimized to have the highest ttH efficiency, but maintaining an ac-
ceptable trigger rate.
This approach has the advantage that no intermediate steps in the trigger
process are required. The pixel trigger can process the informations in par-
allel with the other triggers and send it to the Global Trigger for the final
event selection.
The parameters characterizing the Pixel Trigger are the number of Pixel-
Jets belonging to it (N) and the ∆z used in the reconstruction. Another
parameter we leave to determine in the following optimization is the mini-
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Figure 3.14: z difference between the primary vertex reconstructed with the
Pixel-Jets and the simulated primary vertex.

mum number of pixel tracks required to form a Pixel-Jet.
The optimization of the trigger cuts is performed on Pixel-Jets reconstructed
with different requirements on the minimum number of pixel tracks. The ∆z
used in the vertex reconstruction is also left as a free parameter. The in-
terval used for the number of tracks is 2-13, because asking for more tracks
would lower too much the starting number of Pixel-Jets and consequently
the starting efficiency for the tt̄H. The interval for ∆z was chosen as wide as
possible since the resolution in z is not very good.
The multijet Et cuts are varied around their default values.
Finally, the Pt is taken in an interval around 100 GeV, which is where tt̄H
and QCD distributions show the biggest differences.
We first evaluated the rate for the standard mulitjet trigger. The high lu-
minosity cut values reported in the Trigger TDR [37] have been used in the
evaluation of the rate of the multijet trigger.
As we have seen in the previous chapter, the level 1 calorimeter trigger passes
the four most energetic jets in the central region (|η| < 3), in the forward
region (|η| > 3) and the four most energetic τ jets to the global trigger.
The four jet energy thresholds are applied on the three incoming collections
separately and the response of the trigger is the logical or of all the single Et
cuts.
In table 3.6, the rates for the single et cuts are reported, as well as the rate
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Figure 3.15: Primary vertex reconstructed with the Pixel-Jets. Pt in GeV is
reported in the x axis. The histograms refer to different ∆z values: (a) 0.1
cm, (b) 1.0 cm, (c) 2.0 cm and (d) 3.0 cm.

for the cumulative cuts. The Et cut values are also shown. We have also
examined the missing Et + jet trigger, but we found a rate of 6.45 ± 0.23
kHz, which is much higher than the expected 0.1 kHz in the Trigger TDR.
We noticed that QCD from lower Q2 bins up to 80-120 GeV is responsible
for almost all the rate. Given the big discrepancy with the TDR and the fact
that the level 1 objects were still in a development phase, we decided not to
use the missing Et + jet trigger and concentrate only on the multijet trigger.

After the optimization process, the following best values are found:

• minimum number of pixel tracks in a Pixel-Jet = 5

• ∆z = 0.4 cm
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Figure 3.16: Mean number of Pixel-Jets in the primary vertex (a) and Pt of
the primary vertex (b) as a function of ∆z.

1st 2nd 3rd 4th
Cumulative

Et cut 250 GeV 200 GeV 100 GeV 80 GeV

rate 1240 ± 55 Hz 302 ± 19 Hz 310 ± 28 Hz 60.7 ± 3.9 Hz 1603 ± 34 Hz

Table 3.6: Rates of the single Et cuts for the standard multijet trigger with
high luminosity thresholds.

• multijet trigger:

– first jet minimum Et = 230 GeV

– second jet minimum Et = 200 GeV

– third jet minimum Et = 70 GeV

– fourth jet minimum Et = 70 GeV

• minimum number of Pixel-Jets in the primary vertex = 1

• minimum Pt primary vertex = 170 GeV

The resulting rates and efficiencies for tt̄H and tt̄ are reported in table 3.6.
Figure 3.6 shows the best value of the efficiency for some combinations of the
cuts on minimum number of Pixel-Jets and Pt of the primary vertex once
all the other parameters and cuts have been optimized. Figure 3.6 shows
the Pt of the reconstructed primary vertex using the optimized values for
the minimum track number and the ∆z. It can be seen that the cut on the
number of pixel jets in the vertex is not very effective.
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QCD Rate tt̄ eff % tt̄H eff %

Standard multijet trigger 1603 ± 34 Hz 16.339 ± 0.090 32.140 ± 0.037

Pixel+multijet trigger 1536 ± 46 Hz 22.88 ± 0.11 46.878 ± 0.039

Table 3.7: Comparison between standard multijet trigger and pixel-multijet
trigger on the QCD rate and efficiencies for tt̄H and tt̄.

Figure 3.17: Best tt̄H efficiency for different combinations of cuts. In each
bin is reported the best value once ∆z, number of pixel-tracks in a Pixel-Jet
and the multijet trigger cuts have been optimized with the constraint of not
exceeding the standard level 1 rate.

The evaluation of the best values was performed using a subsample of the
events because of the long computation time required. However, in table 3.6
the results evaluated on the full statistic are shown. More detailed efficiencies
for the different decay channels are given in section ??, together with a
description of all the generated and reconstructed samples.

3.7 Conclusions

In this chapter we have discussed a possible application of the pixel detector
at the first level of the CMS trigger. Assuming full granularity and using
only the barrel part of the detector, pixel-tracks are reconstructed. Those
tracks are then used to build Pixel-Jets that have been shown to have a lin-
ear Pt response up to about 200 GeV of the corresponding Monte Carlo jet.
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Figure 3.18: Primary vertex Pt for Pixel-Jets with five tracks and a cut on
∆z < 0.4 cm.

Pixel-Jets are used to reconstruct vertices using only the z coordinate, with
a divisive algorithm.
A trigger based on a cut on the Pt of the primary vertex was used together
(in logical AND) with the multijet trigger and this combination was shown to
be able to better select high jet multiplicity events than the multijet trigger
alone. Optimized cuts for the pixel and multijet triggers were given, bringing
an increase of ∼ 46% in the efficiency of tt̄H and of ∼ 40% for the tt̄ but
maintaining the same QCD rate.
In the next chapter we will present a selection of the tt̄H signal with a likely-
hood based analysis. The results of this selection will be given both for the
standard multijet trigger and for the pixel based trigger.
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Chapter 4

Study of the observability of
the pp→ tt̄H → jets + missing
Et process

4.1 Introduction

4.1.1 Goals of the study

In the former chapter we saw how the availability of information from pixel
layers would allow a more precise identification of events with many hadronic
jets, with a benefit in terms of reduction of energy thresholds needed at level
1 to keep the data acquisition rate at an acceptable level for triggers based
on one, two, three, or four jets. In particular, the reduction of the threshold
on the fourth jets’ energy due to the rejection of events where jets do not
all come from the same interaction vertex may allow the level 1 trigger to
collect events of high interest with higher efficiency.

In this chapter we consider a search channel of a Standard Model Higgs
boson which could benefit from a reduction of energy thresholds of jet trig-
gers, with the double aim of showing what can be obtained with such search
using a sufficient statistics collected by CMS in the running phase of high
luminosity, and to show what benefit the channel could receive from a trigger
using jets plus pixels, using values optimized in Ch. 3.

Our analysis does not seek to yield a definitive answer to the question,
albeit interesting, of what could be the amount of experimental data neces-
sary to observe a significant signal of the tt̄H associated production process
in the missing Et+jets final state with CMS. We believe that a necessarily
more definitive and precise answer may be given only after a sufficient statis-
tics of data will be collected in high luminosity running conditions, because
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simulations of backgrounds –in particular, obviously, the one due to inclu-
sive QCD processes– cannot be considered free from systematic uncertainties
which may have a large impact in the tiny corner of phase space that a tt̄H
search is considering.

Because of the limited precision of the preliminary works illustrated in
this chapter, due to the use of trigger thresholds not finalized and subjected
to modifications (because of the uncertainty in their cross section and to
their secondary importance in the global level 1 recipe in CMS), besides our
use of a imperfect simulation of the detector (FastSim, which has however
demonstrated a noteworthy precision in reproducing many of the characteris-
tics simulated with the standard CMSSW simulation??), and to the practical
impossibility to generate sufficient quantities of background events (in par-
ticular, inclusive QCD and top-antitop samples), we have limited the level
of detail of our analysis. For example, we took in consideration only one
mass value for the Higgs boson, the one of maximum interest for CMS in the
context of this analysis; furthermore, we chose a simplified method for signal
extraction from the mixture of data passing our selection criteria. Despite
of these caveats, the main goal of the work here presented has been reached
with success, as will be clear in the following.

4.1.2 Synopsis of the chapter

Associated production of Higgs boson and a pair of top quarks has been de-
scribed in Ch.1. It is a rather rare process, which has at the 14 TeV c.m.
energy provided by LHC a cross section of just 0.667 picobarns. Initially
considered a promising channel to identify the Higgs boson for masses below
130 GeV [25, 49], it has been gradually derated from its status of discov-
ery channel, and is now only cited without too much emphasis –and only
in the context of H → γγ decay signatures– in the summarizing documents
on Higgs search prospects [50]. As a matter of fact, an accurate study of
radiative processes producing a large multiplicity of additional jets in events
containing heavy quarks, as described for instance by the AlpGen genera-
tor, has clarified that the identification of tt̄H production is hard even with
integrated luminosities in excess of a few tens of inverse femtobarns. Nowa-
days, the interest of the associated production process lays mostly with the
chance of directly testing the Higgs-top quark coupling. Because of that, the
original enthusiasm for the signature of eight hadronic jets, or six jets plus
a lepton and missing energy, has been replaced in recent years by a more
pragmatic interest for the signature of tt̄H decays involving the H → γγ
decay, a spectacular but extremely rare process.

In this chapter we do not aim at modifying the picture described above,
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but at adding a smal bit of information to it. In fact, among the possible
experimental signatures of associated tt̄H production with a decay into pairs
of b-quark jets of the Higgs boson, there exist detailed studies of all identifi-
cation channels of top quark pairs [51] except one. We are talking about the
signature including hadronic jets and missing energy, one which at CDF has
surprisingly demonstrated to yield a considerable sensitivity, providing at a
certain point during Tevatron Run II the third best measurement of top pair
production cross section [52].

In Sec. 4.2 we summarize briefly the search of top pair signatures in CDF
including missing energy and hadronic jets, discussing in particular those
aspects that prove important in a search of the same process in CMS, and
a similar signature for tt̄H production. In Sec. 4.3 we discuss the Monte
Carlo samples we used for our study, and the many background processes
with which we have to deal in the definition of an event selection strategy. In
Sec. 4.4 we discuss the main characteristics of the searched events, and we lay
the bases for the search by defining selection criteria on the triggered dataset.
Two scenarios are considered: one when the analysis is carried out on events
collected by the existing trigger menu for high luminosity running, and one
when the trigger including a full-granularity pixel detector is included in the
Level 1 decision. In Sec. 4.5 we discuss the identification of jets originated
from b-quarks by the algorithm called “track counting”, and we define the
quantities which will be later used to select the signal, which nominally pro-
duces as many as four jets from b-quarks in the final state. In Sec. 4.6 we
offer a study of the kinematical characteristics of selected events, identifying
the variables which result to be most discriminant for tt̄H events with respect
to the dominant backgrounds, and in particular inclusive QCD production.
In Sec. 4.6.4 we combine the most useful variables in a global discriminator,
optimizing its construction. In Sec. 4.8 we discuss the extraction of the signal
and its significance with a statistics equal to 100 inverse femtobarns, and the
hypothetical gain in the case of a combined calorimeter-pixel detector Level
1 trigger. In Sec. 4.9 we provide some concluding remarks concerning this
study.

4.2 The top-antitop production signal in events

with missing energy and jets

As is well known, the searches for the top quark at the Tevatron have always
considered a broad classification of the final state of top pair production
in three categories: the hadronic channel, which identifies top-antitop pairs
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where both W bosons emitted in top quark decay produce in turn pairs of
quarks; the single lepton channel, which includes events where one of the two
W bosons has produced a electron-neutrino or a muon-neutrino pair; and the
dilepton channel, characterized by a decay to electron or muon of both W
bosons.

The three main categories described above do not include the totality of
final states into which top-antitop pairs may decay, not even if one assumes
the branching fraction of top to Wb to be 100%. In fact, the three categories
exclude from classification the states including tau leptons, which are con-
sidered a non-univocal signature, not easily classifiable: tau leptons have a
rich phenomenology of decays, and their indentification is a very interesting
but tough problem. Even more important is the observation that the three
search channels, which together cover nominally 64/81ths of the total of fi-
nal states, collect in reality a much smaller percentage of the actual decays,
since the acceptance of the CDF and D0 detectors to electrons and muons of
high momentum is limited to the central region of those apparata, to small
values of rapidity; and even for hadronic jets a selection is normally applied
which avoids considering those with rapidity above 2.0 (CDF) or 2.5 (D0).
These limitations result in a sizable loss of top-antitop candidates, poten-
tially identifiable with less tight criteria than the classical categorization into
“dilepton”, “single lepton”, and “all hadronic” signature.

Of course, the active search for tau leptons –undertaken by CDF and D0
in Run II by accepting signatures consisting in single stiff tracks or narrow
jets [53] – only partly covers the deficit, since even in that case the defects
of hermeticity of the detectors remain, besides the low tau-identification ef-
ficiency.

An important step toward increasing the global efficiency of the search
for top-antitop events consists instead in electing missing transverse energy
to the main signature of the leptonic decay of a W boson: if a significant
unbalancing in the transverse energy read in the calorimeters constitutes a
sufficient signature for a W boson even in the absence of an additional charged
lepton, the possibility of defining new independent experimental signatures
arises.

Let us therefore turn the problem upside down, and let us consider a
final state including significant missing transverse energy and four or five
hadronic jets with high energy. Such an event may be the result of the decay
of a top-antitop pair into electron, neutrino, and four jets, where the electron
has missed the identification criteria in the detector, or has escaped detection
because of high-rapidity emission. In the former case the electron is to all
effects exchanged for a jet, in the second case it is absent. If the four quarks
emitted in the final state are all identified as hadronic jets of high transverse
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energy in the calorimeter system, one will obtain in the first case an event
with five jets and missing Et, in the second case an event with four jets and
missing Et; of course, initial and final state radiation, jets emitted at high
rapidity, or jet merging can all modify the jet multiplicity of such an event,
but the nominal signature of missing Et and four or five jets is certainly
destined to collect a sizable number of events of the kind just discussed.

As far as tau-neutrino W decays are concerned, the same considerations
above apply, since even tau leptons can manifest themselves as hadronic jets,
with a branching ratio τ →hadronic of ∼ 65%. For the muon-neutrino W
decay, instead, the final state will nominally contain only four hadronic jets
and missing transverse energy. In all cases, one may reasonably expect a
sizable acceptance of top-antitop events with single lepton decay, where the
lepton has failed the identification or has escaped the detector unseen.

The search performed by CDF for these events [54] has started from
a multi-jet trigger which required a minimum of four hadronic jets with
a online-measured transverse energy above 15 GeV, besides a cut on total
transverse energy measured in the calorimeters above 125 GeV. Such a trigger
results sub-obtimal for top events where the leptonic signature of the W is
delegated to missing transverse energy, since simulations do show that a
sizable fraction of events with four jets reconstructed off-line would not pass
the trigger criteria, because of the insufficient precision in the reconstruction
and measurement of jets and

∑
Et at trigger level 2.

The CDF trigger efficiency in CDF on inclusive top-antitop events results
of about 60%, a number which is however sufficiently large to allow a reason-
able measurement of top decays in the multijet-triggered data. A point to
note is that the multijet trigger of CDF is not optimized for top events with
a leptonic W decay: on the contrary, it was originally designed, and always
tuned, to collect all-hadronic top pair decays: the two additional jets of that
final state provide ample margin to the trigger, and in fact on all-hadronic
top-antitop decays the trigger has globally an efficiency well above 90%. One
may deduce that in CDF, associated tt̄H production with a semileptonic de-
cay of one of the two top quarks would still yield a sufficient number of jets
to guarantee a high trigger efficiency.

In CMS, however, the enormous QCD cross section forces trigger level 1
to set very high Et thresholds for jets, and as we saw in Ch.3 the efficiency for
the semileptonic tt̄H production is less than satisfactory for high-luminosity
running conditions.

The extraction of top-antitop signal with single lepton decay from multijet-
triggered data required a first selection of events with four offline-reconstructed
hadronic jets. The jet algorithm in CDF is of the interative cone type, with
a default radius of 0.4 radians in the η − φ space. A very stringent cut on
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the significance of missing transverse energy – the quantity obtained by di-
viding the missing Et measurement by its estimated uncertainty – S > 4.0.
After that requirement, the dominant background is still made up of QCD
events where one or more jets has been badly measured, yielding an impre-
cise measurement of the transverse energy flux in the direction of the jet or
in the opposite direction in azimuth. In fact, the maximum part of QCD
events surviving the cut on missing Et significance includes a jet lying close
in azimuthal angle to the direction of missing energy. A cut on the minimum
angle between missing Et and one of the selected jets, DPmin > 0.4, results
extremely performant in reducing further the backgrounds.

After the selection of events with significant missing Et not pointing along
the azimuth of a leading jet, remaining backgrounds are in sizable part con-
stituted by electroweak processes, where a W boson has been produced in
association with hadronic jets. Such a contamination is a clear indication
that missing Et alone is a sensible way to select W decays. However, in CMS
the same selection strategy would probably be less effective in reducing QCD
backgrounds, both because of the worse resolution on missing energy of the
LHC experiment, and because of the much larger cross section of multi-jet
processes in the new environment, where the increase is larger for strong
interactions than for electroweak processes.

Data selection in the CDF missing Et+multijet analysis includes the re-
quest that at least a jet contains a secondary vertex, a SecVtx b-tag[55].
Such a requirement is almost mandatory to characterize top pair decays,
since they produce two b-jets while all background processes are usually de-
void of them. Among events with one or more b-tags, CDF finds 688 events
in 311 inverse picobarns of integrated luminosity.

The prediction in the number of selected background events containing
one b-tag operated by CDF in the analysis described here is based on the
parametrization of the probability that a jet contains a secondary vertex, as
a function of the jet and event characteristics. The parametrization is per-
formed on a sample independent from the one selected by the kinematical
cuts, and its effectiveness is verified on control samples which are orthogonal
to the one where the top signal is sought. The effectiveness of a parametriza-
tion of the probability for a generic jet to contain a b-tag is proven by years
of tests within CDF, but before using a similar approach in LHC it will be
necessary to study the applicability of the method with real data, given the
uncertainties still present in our understanding of heavy flavor production in
events with high jet multiplicity. In any case, one can say that depending
on the purity of the b-tagging algorithm that LHC experiments will use, the
theoretical uncertainty on heavy flavor production will be important or less
so, since a high-efficiency, loose algorithm with a sizable rate of false positives
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(fake b-tags) is less affected by such uncertainties, since b-tags in background
processes are in the latter case dominated by resolution effects which an ap-
propriate parametrization is capable of picturing with effectiveness.

The result of the CDF search is summarized in the following table and the
corresponding graph. One observes a significant excess of jets with b-tags in
events with 4, 5, and 6 jets after the kinematic selection, with respect to tag
matrix predictions. Such an excess is well described by the presence of top-
antitop events with a single lepton, as shown in the graph (red histogram) 4.2.
Given the efficiency of the selection on simulated signal events, the excess
observed corresponds to a cross section of σtt̄ = 6.7 ± x ± y picobarns, in
very good agreement with theoretical predictions at the Tevatron for a top
mass of 175 GeV. Such a measurement has recently become imprecise with
respect to the most recent ones of CDF and D0, which have been obtained
with samples of data six times larger in the standard decay channels; despite
that, at the time of publication, the measurement has surprisingly resulted
the third best determination of σtt̄ by CDF: a clear indication of a success of
the signal extraction method.

The above success teaches us two things. The first is that the neutrino –or
rather, missing transverse energy- by itself constitutes a sufficient signature
of an electroweak decay. The second is that analyses keeping an inclusive
character in the search of rare processes has an indisputable advantage over
exclusive searches that strive to achieve the maximum purity in the definition
of the final state.

Given the above observations, we consider that the attempt at measuring
the sensitivity of a search for tt̄H events based on the signature of missing
transverse energy and hadronic jets constitutes a valid contribution to the
physics that CMS will investigate in the forthcoming years. Clearly, we
do not expect to obtain upsetting results, capable of turning the tables on
the possibility of extracting the associated production signal; we however
consider important to complete the picture of possible searches, with an
eye also to the simple definition of a sample enriched in top-antitop events
collected in a way which is effectively independent from the more classical
signatures with charged leptons or hadronic jets alone.

4.3 Monte Carlo samples and background pro-

cesses

In this chapter we describe the experimental samples used in our study on
the possibility to extract the tt̄H associated production signal (with Higgs
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boson mass at 120 GeV) from a sample with significant missing et and many
hadronic jets.

4.3.1 tt̄H signal

The associated production of top-antitop pairs and the Higgs boson has at
CMS a cross section of 0.667 pb for the Higgs mass value of 120 GeV, which
we consider as the reference value for our study. The process, simulated with
pythia version 6.409 [56] is not filtered in generation requiring any particular
decay mode, respecting the inclusive approach of our research.
We have generated 1634000 events and filtered them with a standard trig-
ger simulation, or alternatively with the multijet+pixel trigger discussed in
chapter 3. The sample composition in term of the different decay channel
contributiong after the trigger selection is shown in tables ??. We can see,
as expected, that the multijet trigger selects with maximum efficiency the
hadronic decay channel of tt̄ pairs, but the semileptonic decays also give a
significant contribution. Looking at the Higgs boson decays, we notice that
the decays in b quark coules help the selection of events with single lepton
decay of the tt̄ couple, giving two additional jets the trigger can select.

In the case of the pixel based trigger, tables ?? shows that the efficiency
increases mainly in channels with the semileptonic decay of the tt̄ pairs, which
benefit most from the reduction of the threshoulds of the level 1 jets et. In
total, the channels containing at least one energetic neutrino are selected
witha an efficiency of (27.780 ± 0.047)% by the multijet trigger and (40.817
± 0.052)% by the multijet+pixel trigger. These will be the majority of the
events selected from the requirement of significant missing et, as will be
discussed in the next sections.
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Standard multijet trigger

H → bb H → cc

Nsel/Ntot % Nsel/Ntot %

tt̄ → jjbjjb 188297/495783 37.980 ± 0.069 10788/27399 39.37 ± 0.30
tt̄ → eνbjjb 54618/159460 34.25 ± 0.12 3042/8543 35.61 ± 0.52
tt̄ → µνbjjb 41550/158849 26.16 ± 0.11 2391/8928 26.78 ± 0.47
tt̄ → τνbjjb 46344/159452 29.07 ± 0.11 2700/8632 31.28 ± 0.50
tt̄ → eνbeνb 4126/12685 32.53 ± 0.42 246/704 34.94 ± 1.80
tt̄ → eνbµνb 5620/25191 22.31 ± 0.26 342/1397 24.48 ± 1.15
tt̄ → eνbτνb 6523/25680 25.40 ± 0.27 335/1388 24.14 ± 1.15
tt̄ → µνbµνb 1935/12816 15.10 ± 0.32 126/741 17.00 ± 1.38
tt̄ → µνbτνb 4428/25443 17.40 ± 0.24 288/1396 20.63 ± 1.08
tt̄ → τνbτνb 2553/12734 20.05 ± 0.35 148/722 20.50 ± 1.50

Total 355994/1088093 32.717 ± 0.045 20406/59850 34.09 ± 0.19

Table 4.1: Number of events selected by the standard multijet trigger, and
relative percentages, for different principal decay channels of the Higgs boson
and for the principal final states of the tt̄ pairs.

Pixel Trigger

H → bb H → cc

Nsel/Ntot % Nsel/Ntot %

tt̄ → jjbjjb 273850/495358 55.283 ± 0.071 15315/27376 55.94 ± 0.30
tt̄ → eνbjjb 79586/159326 49.95 ± 0.13 4368/8538 51.16 ± 0.54
tt̄ → µνbjjb 63026/158704 39.71 ± 0.12 3628/8919 40.68 ± 0.52
tt̄ → τνbjjb 67335/159316 42.27 ± 0.12 3785/8620 43.91 ± 0.53
tt̄ → eνbeνb 5795/12673 45.73 ± 0.44 337/703 47.94 ± 1.88
tt̄ → eνbµνb 8704/25171 34.58 ± 0.30 534/1397 38.23 ± 1.30
tt̄ → eνbτνb 9495/25656 37.01 ± 0.30 510/1385 36.82 ± 1.30
tt̄ → µνbµνb 2943/12808 22.98 ± 0.37 196/740 26.49 ± 1.62
tt̄ → µνbτνb 6809/25419 26.79 ± 0.28 404/1392 29.02 ± 1.22
tt̄ → τνbτνb 3717/12724 29.21 ± 0.40 210/722 29.09 ± 1.69

Total 521260/1087155 47.947 ± 0.048 29287/59792 48.98 ± 0.20

Table 4.2: Number of events selected by the multijet+pixel trigger, and
relative percentages, for different principal decay channels of the Higgs boson
and for the principal final states of the tt̄ pairs.
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Standard multijet trigger

H → ττ H → WW

Nsel/Ntot % Nsel/Ntot %

tt̄ → jjbjjb 20806/59771 34.81 ± 0.19 36948/105322 35.08 ± 0.15
tt̄ → eνbjjb 6389/19358 33.00 ± 0.34 10733/33714 31.84 ± 0.25
tt̄ → µνbjjb 4471/19402 23.04 ± 0.30 7876/33567 23.46 ± 0.23
tt̄ → τνbjjb 4971/19423 25.59 ± 0.31 8658/33602 25.77 ± 0.24
tt̄ → eνbeνb 525/1586 33.10 ± 1.18 798/2670 29.89 ± 0.89
tt̄ → eνbµνb 649/3101 20.93 ± 0.73 1044/5466 19.10 ± 0.53
tt̄ → eνbτνb 815/3222 25.30 ± 0.77 1288/5323 24.20 ± 0.59
tt̄ → µνbµνb 190/1537 12.36 ± 0.84 368/2622 14.04 ± 0.68
tt̄ → µνbτνb 464/3062 15.15 ± 0.65 813/5348 15.20 ± 0.49
tt̄ → τνbτνb 270/1569 17.21 ± 0.95 453/2719 16.66 ± 0.71

Total 39550/132031 29.95 ± 0.13 68979/230353 29.945 ± 0.095

Table 4.3: Number of events selected by the standard multijet trigger, and
relative percentages, for different principal decay channels of the Higgs boson
and for the principal final states of the tt̄ pairs.

Pixel Trigger

H → ττ H → WW

Nsel/Ntot % Nsel/Ntot %

tt̄ → jjbjjb 29589/59726 49.54 ± 0.20 53913/105229 51.23 ± 0.15
tt̄ → eνbjjb 8863/19346 45.81 ± 0.36 15714/33680 46.66 ± 0.27
tt̄ → µνbjjb 6692/19386 34.52 ± 0.34 12067/33536 35.98 ± 0.26
tt̄ → τνbjjb 7081/19411 36.48 ± 0.35 12803/33577 38.13 ± 0.27
tt̄ → eνbeνb 663/1585 41.83 ± 1.24 1137/2668 42.62 ± 0.96
tt̄ → eνbµνb 928/3101 29.93 ± 0.82 1616/5464 29.57 ± 0.62
tt̄ → eνbτνb 1103/3221 34.24 ± 0.84 1795/5317 33.76 ± 0.65
tt̄ → µνbµνb 300/1535 19.54 ± 1.01 549/2621 20.95 ± 0.79
tt̄ → µνbτνb 705/3062 23.02 ± 0.76 1237/5342 23.16 ± 0.58
tt̄ → τνbτνb 401/1568 25.57 ± 1.10 695/2717 25.58 ± 0.84

Total 56325/131941 42.69 ± 0.14 101526/230151 44.11 ± 0.10

Table 4.4: Number of events selected by the standard multijet trigger, and
relative percentages, for different principal decay channels of the Higgs boson
and for the principal final states of the tt̄ pairs.
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Standard multijet trigger

H → others Total

Nsel/Ntot % Nsel/Ntot %

tt̄ → jjbjjb 21256/56347 37.72 ± 0.20 278095/744622 37.347 ± 0.056
tt̄ → eνbjjb 6227/18133 34.34 ± 0.35 81009/239208 33.866 ± 0.097
tt̄ → µνbjjb 4702/18260 25.75 ± 0.32 60990/239006 25.518 ± 0.089
tt̄ → τνbjjb 5137/17922 28.66 ± 0.34 67810/239031 28.369 ± 0.092
tt̄ → eνbeνb 463/1449 31.95 ± 1.23 6158/19094 32.25 ± 0.34
tt̄ → eνbµνb 645/2891 22.31 ± 0.77 8300/38046 21.82 ± 0.21
tt̄ → eνbτνb 761/2935 25.93 ± 0.81 9722/38548 25.22 ± 0.22
tt̄ → µνbµνb 234/1426 16.41 ± 0.98 2853/19142 14.90 ± 0.26
tt̄ → µνbτνb 525/2897 18.12 ± 0.72 6518/38146 17.09 ± 0.19
tt̄ → τνbτνb 288/1413 20.38 ± 1.07 3712/19157 19.38 ± 0.29

Total 40238/123673 32.54 ± 0.13 525167/1634000 32.140 ± 0.037

Table 4.5: Number of events selected by the standard multijet trigger, and
relative percentages, for different principal decay channels of the Higgs boson
and for the principal final states of the tt̄ pairs.

Pixel Trigger

H → others Total

Nsel/Ntot % Nsel/Ntot %

tt̄ → jjbjjb 30188/56783 53.16 ± 0.21 402855/744472 54.113 ± 0.058
tt̄ → eνbjjb 8748/18121 48.27 ± 0.37 117279/239011 49.07 ± 0.10
tt̄ → µνbjjb 6907/18246 37.85 ± 0.36 92320/238791 38.66 ± 0.10
tt̄ → τνbjjb 7289/17910 40.70 ± 0.37 98293/238834 41.16 ± 0.10
tt̄ → eνbeνb 628/1446 43.43 ± 1.30 8560/19075 44.88 ± 0.36
tt̄ → eνbµνb 956/2887 33.11 ± 0.88 12738/38020 33.50 ± 0.24
tt̄ → eνbτνb 1020/2932 34.79 ± 0.88 13923/38511 36.15 ± 0.24
tt̄ → µνbµνb 317/1426 22.23 ± 1.10 4305/19130 22.50 ± 0.30
tt̄ → µνbτνb 737/2895 25.46 ± 0.81 9892/38110 25.96 ± 0.22
tt̄ → τνbτνb 379/1411 26.86 ± 1.18 5402/19142 28.22 ± 0.33

Total 57169/124057 46.08 ± 0.14 765567/1633096 46.878 ± 0.039

Table 4.6: Number of events selected by the standard multijet trigger, and
relative percentages, for different principal decay channels of the Higgs boson
and for the principal final states of the tt̄ pairs.
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4.3.2 top-antitop inclusive events production

In the setting of the search for the Higgs boson, the process of inclusive pro-
duction of tt̄ pairs is a problematic background - and infact the most difficult
to reduce, being very similar to the signal -, the selection of a significant
quantity of top decays in a sample in much part orthogonal to all the others
usually considered, can be considered an added value to the study.
As we have seen in section 4.2, CDF has demonstrated that the missing Et
plus jets sample contains a significant quantity of semileptonic decays of the
top-anitop pairs, with which measurements of interesting potentials are pos-
sible. We will not discuss in this chapter the characteristics of this sample
as a possible signal to extract, we will instead search for variables usefull to
remove it efficiently from our selection.
The top-antitop production we used is generated with AlpGen version 2.12
and Pythia version 6.409, and consists in five different samples, each one
obtained selecting a fixed number of energetic partons, above the two heavy
quarks, in the final state: 0,1,2,3, and at least 4 independent partons.
The cross section of the five processes are respectlively: 619, 176, 34, 6, 1.5
pb.
AlpGen is used for the generation of the events and Pythia for the showering
part. In order to have truly independent samples for the different number of
jets bins, the MLM [57] mechanism is used: The problem is in the use of two
different mechanisms in the event generation. Alpgen uses matrix elements
to generate the events, so the processes can be completely selected at this
point. The showering part, however, is a fenomenological description and it
can thus produce new jets independently. Those new jets must be kept into
consideration to avoid double counting in the evaluation of the cross section
and consequent rescaling of the different jet number bins.
The actual MLM mechanism works in the following way:

• produce the events with the minimum Pt cut on partons from matrix
elements

• do the showering (with Pythia in this case)

• reconstruct the parton jets with a simple cone algorithm and associated
them to the partons

• all the partons must be associated, if there are extra jets, discard the
event

In the sample used the settings for the cone algorithm were ∆R < 0.7 and
Pt > 70 GeV. Since the offline algorithm for jet reconstruction we are using
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is different (iterative cone with ∆R < 0.5), the same parton multiplicity will
give rise to a spectrum of jet multiplicity. For this reason, even if interested
only in certain jet numbers all the samples must be used. The MLM mech-
anism guarantees that the sum of all the different tt̄ +Njets bins gives the
full inclusive tt̄ sample without double counting.
Earlyer samples were produced with a 20 GeV cut, which was considered
unreliable by QCD experts for high jet multiplicities.
Tables ?? shows the relative contribution of the various decays after the mul-
tijet trigger selection is performed.
Tables ?? shows the same informations for the events that would be selected
by the multijets-pixel trigger.
Similarly to the tt̄H case, the efficiency on the selection of events with at
least one neutrino is increased from (13.74 ± 0.11)% to (16.44 ± 0.13)%.
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Standard multijet trigger

tt̄ + 0 jets tt̄ + 1 jets

Nsel/Ntot % Nsel/Ntot %

tt̄ → jjbjjb 2921/26745 10.92 ± 0.19 11057/29272 37.77 ± 0.28
tt̄ → eνbjjb 793/8897 8.91 ± 0.30 3350/9805 34.17 ± 0.48
tt̄ → µνbjjb 448/8698 5.15 ± 0.24 2681/9867 27.17 ± 0.45
tt̄ → τνbjjb 541/8884 6.09 ± 0.25 2889/9780 29.54 ± 0.46
tt̄ → eνbeνb 61/720 8.47 ± 1.04 272/836 32.54 ± 1.62
tt̄ → eνbµνb 54/1481 3.65 ± 0.49 387/1617 23.93 ± 1.06
tt̄ → eνbτνb 68/1536 4.43 ± 0.52 444/1647 26.96 ± 1.09
tt̄ → µνbµνb 10/746 1.34 ± 0.42 151/792 19.07 ± 1.40
tt̄ → µνbτνb 37/1480 2.50 ± 0.41 335/1566 21.39 ± 1.04
tt̄ → τνbτνb 17/713 2.38 ± 0.57 190/818 23.23 ± 1.48

Total 4950/59900 8.26 ± 0.11 21756/66000 32.96 ± 0.18

Table 4.7: Number of events selected by the standard multijet trigger, and
relative percentages, for the different samples of tt̄ pairs and for their principal
final states.

Pixel Trigger

tt̄ + 0 jets tt̄ + 1 jets

Nsel/Ntot % Nsel/Ntot %

tt̄ → jjbjjb 4976/26745 18.61 ± 0.24 14539/29272 49.67 ± 0.29
tt̄ → eνbjjb 1357/8897 15.25 ± 0.38 4346/9805 44.32 ± 0.50
tt̄ → µνbjjb 720/8698 8.28 ± 0.30 3450/9867 34.97 ± 0.48
tt̄ → τνbjjb 884/8884 9.95 ± 0.32 3549/9780 36.29 ± 0.49
tt̄ → eνbeνb 93/720 12.92 ± 1.25 328/836 39.23 ± 1.69
tt̄ → eνbµνb 93/1481 6.28 ± 0.63 463/1617 28.63 ± 1.12
tt̄ → eνbτνb 122/1536 7.94 ± 0.69 503/1647 30.54 ± 1.14
tt̄ → µνbµνb 17/746 2.28 ± 0.55 164/792 20.71 ± 1.44
tt̄ → µνbτνb 54/1480 3.65 ± 0.49 368/1566 23.50 ± 1.07
tt̄ → τνbτνb 34/713 4.77 ± 0.80 200/818 24.45 ± 1.50

Total 8350/59900 13.94 ± 0.14 27910/66000 42.29 ± 0.19

Table 4.8: Number of events selected by the standard multijet trigger, and
relative percentages, for the different samples of tt̄ pairs and for their principal
final states.
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Standard multijet trigger

tt̄ + 2 jets tt̄ + 3 jets

Nsel/Ntot % Nsel/Ntot %

tt̄ → jjbjjb 29655/43629 67.97 ± 0.22 5648/6492 87.00 ± 0.42
tt̄ → eνbjjb 9258/14538 63.68 ± 0.40 1930/2256 85.55 ± 0.74
tt̄ → µνbjjb 8163/14520 56.22 ± 0.41 1671/2127 78.56 ± 0.89
tt̄ → τνbjjb 8543/14541 58.75 ± 0.41 1809/2250 80.40 ± 0.84
tt̄ → eνbeνb 740/1217 60.80 ± 1.40 154/186 82.80 ± 2.77
tt̄ → eνbµνb 1164/2361 49.30 ± 1.03 253/345 73.33 ± 2.38
tt̄ → eνbτνb 1286/2420 53.14 ± 1.01 283/377 75.07 ± 2.23
tt̄ → µνbµνb 514/1188 43.27 ± 1.44 126/174 72.41 ± 3.39
tt̄ → µνbτνb 1165/2484 46.90 ± 1.00 271/380 71.32 ± 2.32
tt̄ → τνbτνb 600/1261 47.58 ± 1.41 135/181 74.59 ± 3.24

Total 61088/98159 62.23 ± 0.15 12280/14768 83.15 ± 0.31

Table 4.9: Number of events selected by the standard multijet trigger, and
relative percentages, for the different samples of tt̄ pairs and for their principal
final states.

Pixel Trigger

tt̄ + 2 jets tt̄ + 3 jets

Nsel/Ntot % Nsel/Ntot %

tt̄ → jjbjjb 33629/43629 77.08 ± 0.20 5857/6492 90.22 ± 0.37
tt̄ → eνbjjb 10484/14538 72.11 ± 0.37 1992/2256 88.30 ± 0.68
tt̄ → µνbjjb 9553/14520 65.79 ± 0.39 1824/2127 85.75 ± 0.76
tt̄ → τνbjjb 9604/14541 66.05 ± 0.39 1917/2250 85.20 ± 0.75
tt̄ → eνbeνb 812/1217 66.72 ± 1.35 151/186 81.18 ± 2.87
tt̄ → eνbµνb 1347/2361 57.05 ± 1.02 275/345 79.71 ± 2.17
tt̄ → eνbτνb 1385/2420 57.23 ± 1.01 315/377 83.55 ± 1.91
tt̄ → µνbµνb 609/1188 51.26 ± 1.45 140/174 80.46 ± 3.01
tt̄ → µνbτνb 1304/2484 52.50 ± 1.00 302/380 79.47 ± 2.07
tt̄ → τνbτνb 672/1261 53.29 ± 1.41 134/181 74.03 ± 3.26

Total 69399/98159 70.70 ± 0.15 12907/14768 87.40 ± 0.27

Table 4.10: Number of events selected by the standard multijet trigger, and
relative percentages, for the different samples of tt̄ pairs and for their principal
final states.
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Standard multijet trigger

tt̄ + 4 jets

Nsel/Ntot %

tt̄ → jjbjjb 2235/2363 94.58 ± 0.47
tt̄ → eνbjjb 785/838 93.67 ± 0.84
tt̄ → µνbjjb 702/778 90.23 ± 1.06
tt̄ → τνbjjb 698/759 91.96 ± 0.99
tt̄ → eνbeνb 72/81 88.89 ± 3.49
tt̄ → eνbµνb 130/147 88.44 ± 2.64
tt̄ → eνbτνb 95/116 81.90 ± 3.58
tt̄ → µνbµνb 51/64 79.69 ± 5.03
tt̄ → µνbτνb 125/144 86.81 ± 2.82
tt̄ → τνbτνb 52/62 83.87 ± 4.67

Total 4945/5352 92.39 ± 0.36

Table 4.11: Number of events selected by the standard multijet trigger, and
relative percentages, for the different samples of tt̄ pairs and for their principal
final states.

Pixel Trigger

tt̄ + 4 jets

Nsel/Ntot %

tt̄ → jjbjjb 2230/2363 94.37 ± 0.47
tt̄ → eνbjjb 784/838 93.56 ± 0.85
tt̄ → µνbjjb 719/778 92.42 ± 0.95
tt̄ → τνbjjb 713/759 93.94 ± 0.87
tt̄ → eνbeνb 74/81 91.36 ± 3.12
tt̄ → eνbµνb 139/147 94.56 ± 1.87
tt̄ → eνbτνb 103/116 88.79 ± 2.93
tt̄ → µνbµνb 59/64 92.19 ± 3.35
tt̄ → µνbτνb 130/144 90.28 ± 2.47
tt̄ → τνbτνb 60/62 96.77 ± 2.24

Total 5011/5352 93.63 ± 0.33

Table 4.12: Number of events selected by the standard multijet trigger, and
relative percentages, for the different samples of tt̄ pairs and for their principal
final states.
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4.3.3 Inclusive QCD events

Collisions mediated by strong interaction, and in particular gg → gg scat-
tering, dominate the cross section of all jet triggers at LHC. As we have seen
in the previous chapters, their selection at the first trigger level is reduced
through quite stringent requirements on the jets energy. Considering that
the aquisition frequency of the multijet trigger is of the order of ∼ 3 kH,
which, at the instantaneous luminosity of 1034 cm−2s−1, correspond to 300
nanobarns, it immediately becomes clear the entity of the problem in front of
us: in order to have an inclusive QCD statistic equivalent to that of tt̄H, we
would need 400.000 events passing the trigger requests for each tt̄H event, a
statistic totally out of our range.
Like for the tt̄H case, pythia is used for the simulation of the events.
We will use two different approximations to develop an suitable background
description with the about 3.5 millions of QCD events we have generated.
The first one is based on the parametrerization of a three-dimensional matrix
describing the probability for a jet to satisfy the b-tagging requirements for
the chosen algorithm, with a technique similar to the one used at CDF for
the background estimate in the search for top-antitop pairs in the missing Et
+ jets channel: this will allow us to use many times a QCD event, each time
assigning the b-tags to different jets with a different total probability. The
second exploits the intstrumental nature of the missing transverse energy in
QCD events, modulating the parton energy measurement on their own en-
ergy resolution functions, and generating with the right probability events
with high missing transverse energy. These techniques will be described in
more detail in section 4.5. Here it is enough to say that they allow to treat,
even if in an approximate way, a problem otherwise difficult to face with
limited computational power and time.
In the following table it is shown the number of events generated and filtered
with the multijet trigger for eight different strong interaction simulations,
divided by the interval of the momentum of final partons in the 2 → 2 tree
level process.

From the tables 4.13 and 4.14 it appears clear that a significant portion
of the events accepted by the multijet trigger comes from scattering events of
low energy, surviving the trigger thanks to an insufficient energetic resolution
available for calorimetric clusters at level 1 and the help, sometimes impor-
tant, of additional interactions. The comparison with the pixel trigger shows
a reduction in the acceptance of events from high pt bins. The requirement
from the pixels, removes events with high energy in one single jet which were
passing the cut on the first jet Et, the main contributor to the rate of the
multijet trigger.
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Standard multijet trigger

Pt bin Nsel/Ntot % accepted σ generation L1 σ

30-50 GeV 35/300000 0.0117 ± 0.0020 0.163 mb 0.0000190 ± 0.0000032 mb
50-80 GeV 260/364000 0.0714 ± 0.0044 21.6 µb 0.01543 ± 0.00096 µb
80-120 GeV 4725/386000 1.224 ± 0.018 3.08 µb 0.03770 ± 0.00055 µb
120-170 GeV 25620/407100 6.293 ± 0.038 494 nb 31.09 ± 0.19 nb
170-230 GeV 153691/536000 28.674 ± 0.062 101 nb 28.960 ± 0.062 nb
230-300 GeV 350056/447100 78.295 ± 0.062 24.5 nb 19.182 ± 0.015 nb
300-380 GeV 512921/530000 96.778 ± 0.024 6.24 nb 6.0389 ± 0.0015 nb
380-incl GeV 506215/508000 99.6486 ± 0.0083 2.821 nb 2.81109 ± 0.00023 nb

Table 4.13: Generated QCD events and percentage of filtered events after
the level 1 multijet trigger.

Pixel trigger

Pt bin Nsel/Ntot % accepted σ generation L1 σ

30-50 GeV 67/300000 0.0223 ± 0.0027 0.163 mb 0.0000364 ± 0.0000044 mb
50-80 GeV 437/364000 0.1201 ± 0.0057 21.6 µ b 0.0259 ± 0.0012 µb
80-120 GeV 3392/386000 0.879 ± 0.015 3.08 µ b 0.02707 ± 0.00046 µb
120-170 GeV 18102/407100 4.447 ± 0.032 494 nb 21.97 ± 0.16 nb
170-230 GeV 107381/536000 20.034 ± 0.055 101 nb 20.234 ± 0.055 nb
230-300 GeV 262622/447100 58.739 ± 0.074 24.5 nb 14.391 ± 0.018 nb
300-380 GeV 428025/530000 80.759 ± 0.054 6.24 nb 5.0394 ± 0.0034 nb
380-incl GeV 461606/508000 90.867 ± 0.040 2.821 nb 2.5634 ± 0.0011 nb

Table 4.14: Generated QCD events and percentage of filtered events after
the level 1 multijet+pixel trigger.
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4.3.4 Events of W+jets productions with leptonic de-
cay of the W boson

Among the processes generating true missing transverse energy, the produc-
tion of W with leptonic decays is the one with the highest cross section: at
LHC will be produced, in the high luminosity phase, about 400 W events
per second. Nevertheless, the requirement of many hadronic jets in the final
state makes this a small contribution to the sample, but not totally negligi-
ble, because of the extreme rarity of the signal we are looking for.
The W+jets samples were generated with AlpGen and Pythia using the same
versions as for the tt̄+jets described before [58]. They are divided in sub-
samples each with a different number of partons generated together with the
W in the final state and a different Pt of the W boson. We have used the
totality of the events at our disposal for a complete reconstruction of the
pixel detector (requiring compatibility with version 1.7.0 of CMSSW), using,
as for the other samples, the full simulation of the pixel detector and a fast
simulation for the rest of the detector with FastSim.
Table 4.18 gives a detailed view of the simulations used and the events satis-
fying the standard multijet trigger. In table 4.16, instead, the multijet-pixel
trigger case is considered.

From the tables we can see that the majority of level 1 passing events in
this sample come from events in which the W boson is produced with high
transverse momentum and a sufficient number of hadronic jets. The pixel
trigger reduces the overall acceptance in all the channels.
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Standard multijet trigger

sample Pt bin (GeV) Nsel/Ntot % accepted σ L1 σ

W + 0 jets 7/88000 0.0080 ± 0.0030 45 nb 0.0036 ± 0.0014 nb

W + 1 jet 0 pt < 100 27/40000 0.068 ± 0.013 9.2 nb 0.0062 ± 0.0012 nb
100 < pt < 300 7512/100500 7.475 ± 0.083 250 pb 18.69 ± 0.21 pb

W + 2 jet pt < 100 536/99520 0.539 ± 0.023 2.5 nb 0.01346 ± 0.00058 nb
100 < pt < 300 10228/105300 9.713 ± 0.091 225 pb 21.85 ± 0.21 pb

W + 3 jet pt < 100 2109/107900 1.955 ± 0.042 590 pb 11.53 ± 0.25 pb
100 < pt < 300 12286/86260 14.24 ± 0.12 100 pb 14.24 ± 0.12 pb

W + 4 jet pt < 100 4333/83040 5.218 ± 0.077 125 pb 6.522 ± 0.096 pb
100 < pt < 300 6278/30800 20.38 ± 0.23 40 pb 8.153 ± 0.092 pb

W + 5 jet pt < 100 6421/59020 10.88 ± 0.13 85 pb 9.25 ± 0.11 pb
100 < pt < 300 11828/41860 28.26 ± 0.22 40 pb 11.302 ± 0.088 pb

Table 4.15: W + jets generations produced with AlpGen and fractions of
events passing the multijet trigger.

Pixel trigger

sample Pt bin (GeV) Nsel/Ntot % accepted σ L1 σ

W + 0 jets 8/88000 0.0091 ± 0.0032 45 nb 0.0041 ± 0.0014 nb

W + 1 jet pt < 100 17/40000 0.042 ± 0.010 9.2 nb 0.00391 ± 0.00095 nb
100 < pt < 300 2852/100500 2.838 ± 0.052 250 pb 7.09 ± 0.13 pb

W + 2 jet pt < 100 354/99520 0.356 ± 0.019 2.5 nb 0.00889 ± 0.00047 nb
100 < pt < 300 5994/105300 5.692 ± 0.071 225 pb 12.80 ± 0.16 pb

W + 3 jet pt < 100 1999/107900 1.853 ± 0.041 590 pb 10.93 ± 0.24 pb
100 < pt < 300 9064/86260 10.51 ± 0.10 100 pb 10.51 ± 0.10 pb

W + 4 jet pt < 100 4356/83040 5.246 ± 0.077 125 pb 6.557 ± 0.097 pb
100 < pt < 300 5436/30800 17.65 ± 0.22 40 pb 7.060 ± 0.087 pb

W + 5 jet pt < 100 6960/59020 11.79 ± 0.13 85 pb 10.02 ± 0.11 pb
100 < pt < 300 11233/41860 26.83 ± 0.22 40 pb 10.734 ± 0.087 pb

Table 4.16: W + jets generations produced with AlpGen and fractions of
events passing the multijet+pixel trigger.
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4.3.5 Z + jets events production with invisible Z decay

Another process contributiong with true missing transverse energy to our
sample is the one in which the Z boson, produced in association with hadronic
jets, decays in two neutrinos. The branching ratio of the Z in neutrinos is
important (20%), but the Z production cross section is inferior of a factor
3 to the W production. Therefore, we expect a lower contribution from
this channel to the sample selected by the trigger, once a significant missing
transverse energy will be required.

Standard multijet trigger

sample Pt bin Nsel/Ntot % accepted σ L1 σ

Z→ νν
120-170 GeV 832/29900 2.783 ± 0.095 51.47 pb 1.432 ± 0.049 pb
170-230 GeV 4522/25600 17.66 ± 0.24 15.52 pb 2.741 ± 0.037 pb

Table 4.17: Z → νν generations produced with Pythia and fractions of events
passing the multijet trigger.

Pixel trigger

sample Pt bin Nsel/Ntot % accepted σ L1 σ

Z → νν
120-170 GeV 295/29900 0.987 ± 0.057 51.47 pb 0.508 ± 0.029 pb
170-230 GeV 2067/25600 8.07 ± 0.17 15.52 pb 1.253 ± 0.026 pb

Table 4.18: Z → νν generations produced with Pythia and fractions of events
passing the multijet+pixel trigger.
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4.3.6 Electroweak production events of single top quark

Even if the electroweak production of top quark has a much lower cross
section than top-antitop strong interaction production, this process can con-
tribute to our sample even after the requirement of missing transverse energy
and high jet multiplicity. In table 4.19 we show the cross section of the con-
sidered simulated events and the number of events passing the standard level
1 multijet trigger selection. In table 4.20 we show the same informations
when the multijet trigger is confirmed with the Pixel-Jets.

Standard multijet trigger

sample Nsel/Ntot % accepted σ L1 σ

t→ eν b 8/92000 0.0087 ± 0.0031 27.43 pb 0.00239 ± 0.00084 pb
t→ µν b 8/94000 0.0085 ± 0.0030 26.97 pb 0.00230 ± 0.00081 pb
t→ τν b 8/94000 0.0085 ± 0.0030 28.71 pb 0.00244 ± 0.00086 pb

Table 4.19: Z → νν generations produced with Pythia and fractions of events
passing the multijet trigger.

Pixel trigger

sample Nsel/Ntot % accepted σ L1 σ

t→ eν b 3/92000 0.0033 ± 0.0019 27.43 pb 0.00089 ± 0.00052 pb
t→ µν b 3/94000 0.0032 ± 0.0018 26.97 pb 0.00086 ± 0.00050 pb
t→ τν b 3/94000 0.0032 ± 0.0018 28.71 pb 0.00092 ± 0.00053 pb

Table 4.20: Z → νν generations produced with Pythia and fractions of events
passing the multijet+pixel trigger.
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4.4 Definition of a preliminary event selec-

tion

The first step in the selection of a sample where the component of tt̄H events
may be put in evidence by our analysis is that of defining jets and missing
transverse energy, which we will later study to picture the event kinematics.

To identify hadronic jets we base on the iterative cone algorithm in use
in CMS, which adopts a cone with radius R=0.5. The algorithm is dubbed
“IC5” in the following. The choice of the IC5 algorithm appears the most
promising among the many available, especially given the high luminosity
conditions in which we ideally place our search. At high luminosity, a cone
with a wider radius would be negatively influenced by the energy flux coming
from two dozen additional collisions. Similarly, a successive recombination
algorithm such as Kt is expected to be less stable, due to the variability in
the extension of energy deposits in the eta-phi plane in the presence of a
large amount of noise.

We select jets with transverse energy larger than 25 GeV contained in
the rapidity range −3.0 < η < 3.0. With such a choice, we maximize the
fraction of signal events of the single lepton kind (tt̄H → (jjb)(lνb̄)(bb̄) where
all hadronic top partons and Higgs decay partons are correctly matched to
a jet in the list. Fig. 4.4 shows the fraction of correct matches (defined with
a maximum η − φ distance of 0.4) for the five quarks. The figure also shows
that the number of jets correctly matching a parton among those emitted by
the tt̄H decay is maximized for the choice of cuts above. Further, the average
eta-phi distance shows a minimum in the region corresponding to our choice
of a jet collection, and so does the number of lost matches. Fig.4.4 shows
separately the fraction of associated partons from higgs and top decay. Again,
the choice [25, 3.0] for the boundaries defining the jet collection seems sound.

The choice of a wide range of rapidity –wider than those used in other
similar high-Pt analyses in CMS- is justified by the plots shown above, but
we must keep in mind that by considering jets with high rapidity we open
the door to QCD backgrounds, which are notoriously less central and rich
with high-rapidity jets. We will show later, in Sec. 4.7, how it is possible
to discard the events accepted by this pre-selection, with variables explicitly
picturing the centrality of the event.

Fig. 4.4 shows the distribution of jet multiplicity satisfying the mentioned
cuts, for signal and for the main background processes, after the simulation
of the standard multijet trigger. One notes that the tt̄H signal typically
shows 7 jets with the required characteristics; inclusive top production has
usually two jets less, as expected.
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Figure 4.1: Optimization of the definition of the jet collection.

As far as missing transverse energy is concerned, there exists a standard
definition in CMS for computing its value, and a routine in the CMSSW
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Figure 4.2: Optimization of the definition of the jet collection: the fraction of
higgs (top) and top (bottom) decays with all partons matched to jets belonging
to a collection is shown as a function of the minimum jet Et and maximum
absolute rapidity which define the collection.

software package provides magnitude and direction in the transverse plane,
besides the sum of transverse energy with which missing Et was computed.
The significance of missing Et is then given by the ratio between its magni-
tude and the square root of the sum of transverse energy.

Despite the availability of a standard missing Et, it is useful to verify the
effectiveness of its definition by studying alternative definitions. It is in fact
well known that as a function of the physical process one is interested in
reconstructing, the optimal operative definition with which missing energy
is computed varies. In general, the parameters subjected to optimization
are several, but those it is interesting to focus on are the maximum rapidity
ηmax within which to consider energy deposits in the calorimeter, the mini-
mum energy they have to be considered in the computation Emin

t , and the
level of energy correction applied to jets. We studied many different defi-
nitions of missing transverse energy by varying these parameters, obtaining
distributions of the width of the missing energy along the x or y directions
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Figure 4.3: Multiplicity distribution of IC5 jets with Et > 25GeV and |η| <
3.0 for tt̄H signal (blue), QCD inclusive production (in red), inclusive top
production (in green) and W+jets production (in cyan). All simulations have
been filtered with standard multijet trigger simulation. The distributions are
normalized to unit area.

as a function of the sum of transverse energy considered in the sums. In
Fig. 4.4 we observe the distribution of missing energy along x for QCD inclu-
sive events (which contain a negligible amount of real penetrating particles
such as muons or neutrinos) in different intervals of total transverse energy.
The widths of gaussian fits to those distributions are shown in the figure in
the lower right corner of 4.4 as a function of the total transverse energy, for
different choices of the ηmax and Emin

t parameters mentioned above.
From that study results that the standard definition of missing Et is the

one providing the best resolution even in events with a high jet multiplicity,
in a range of total Et typical for events like the ones we seek. The missing
Et resolution is observed to follow with pretty good accuracy the simple law

σ(MEt) = 0.753(ΣEt)
0.509, (4.1)

as shown in Fig. 4.4. The scaling with a simple 0.5 power of the Sum Et is
typical of the dominant measurement errors of calorimetric deposits, whose
determination has a uncertainty which also scales with the square root of its
value. In view of the above considerations, we consider valid a definition of
missing Et significance as

S = MEt/
√

ΣEt

In Fig. 4.4 is shown a comparison between missing Et significance in QCD
inclusive events and tt̄H signal. A selection requiring S > 3.0 promises an
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Figure 4.4: x component of the missing transverse energy for QCD events in
differnet intervals of total transverse energy with corresponding gaussian fits.
The plot on the upper left corner is displayed zoomed in ?? and represents
the widths of the gaussian fits in the previous distributions.

increase of the significance of signal, besides defining the sought final state
as ”missing Et + jets”, as decided from the outset in this study.

The preliminary event selection we apply to the data therefore requires
Nj(IC5)>= 5 , S > 3.0 . Tables ?? show the efficiency of the selection on
the different samples. Tables ?? show the same information in the case of a
trigger using also pixel information. We do not show the single top because
with our samples, only 1 event passes the multijet trigger and no event passes
the pixel trigger.
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Standard multijet trigger

sample type efficiency (%)

tt̄H 9.208 ± 0.023

tt̄

+ 0 jets 2.205 ± 0.060

+ 1 jets 9.99 ± 0.12

+ 2 jets 19.61 ± 0.13

+ 3 jets 28.02 ± 0.37

+ 4 jets 33.05 ± 0.64

Table 4.21: tt̄H and tt̄ efficiency of the selection up to Nj≥5 and missing Et
significance > 3, for events selected with the multijet trigger.

Pixel trigger

sample type efficiency (%)

tt̄H 12.588 ± 0.026

tt̄

+ 0 jets 3.010 ± 0.070

+ 1 jets 11.34 ± 0.12

+ 2 jets 21.21 ± 0.13

+ 3 jets 29.50 ± 0.38

+ 4 jets 33.39 ± 0.64

Table 4.22: tt̄H and tt̄ efficiency of the selection up to Nj≥5 and missing Et
significance > 3, for events selected with the pixel trigger.
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Standard multijet trigger

Pt bin efficiency (%)

30-50 GeV 0.00118 ± 0.00083
50-80 GeV 0.0110 ± 0.0037
80-120 GeV 0.0408 ± 0.0038
120-170 GeV 0.203 ± 0.015
170-230 GeV 0.941 ± 0.031
230-300 GeV 2.809 ± 0.052
300-380 GeV 4.571 ± 0.062
380-incl GeV 7.281 ± 0.081

Table 4.23: QCD efficiency of the selection up to Nj≥5 and missing Et sig-
nificance > 3, for events selected with the multijet trigger.

Pixel trigger

Pt bin efficiency (%)

30-50 GeV 0.00059 ± 0.00059
50-80 GeV 0.0037 ± 0.0021
80-120 GeV 0.0145 ± 0.0023
120-170 GeV 0.100 ± 0.010
170-230 GeV 0.630 ± 0.025
230-300 GeV 2.004 ± 0.044
300-380 GeV 3.709 ± 0.056
380-incl GeV 6.562 ± 0.078

Table 4.24: QCD efficiency of the selection up to Nj≥5 and missing Et sig-
nificance > 3, for events selected with the pixel trigger.
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Standard multijet trigger

sample Pt bin (GeV) efficiency (%)

W + 0 jets 0.0011 ± 0.0011

W + 1 jet pt < 100 0.0175 ± 0.0066
100 < pt < 300 2.879 ± 0.053

W + 2 jet pt < 100 0.114 ± 0.011
100 < pt < 300 4.227 ± 0.062

W + 3 jet pt < 100 0.411 ± 0.019
100 < pt < 300 7.342 ± 0.089

W + 4 jet pt < 100 1.275 ± 0.039
100 < pt < 300 12.07 ± 0.19

W + 5 jet pt < 100 2.702 ± 0.067
100 < pt < 300 17.42 ± 0.19

Table 4.25: W+jets efficiency of the selection up to Nj≥5 and missing Et
significance > 3, for events selected with the multijet trigger.

Pixel trigger

sample Pt bin (GeV) efficiency (%)

W + 0 jets 0.0011 ± 0.0011

W + 1 jet pt < 100 0.0050 ± 0.0035
100 < pt < 300 1.223 ± 0.035

W + 2 jet pt < 100 0.0512 ± 0.0072
100 < pt < 300 2.512 ± 0.048

W + 3 jet pt < 100 0.311 ± 0.017
100 < pt < 300 5.232 ± 0.076

W + 4 jet pt < 100 1.031 ± 0.035
100 < pt < 300 10.07 ± 0.17

W + 5 jet pt < 100 2.431 ± 0.063
100 < pt < 300 16.1 4± 0.18

Table 4.26: W+jets efficiency of the selection up to Nj≥5 and missing Et
significance > 3, for events selected with the pixel trigger.
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Figure 4.6: Comparison between missing Et significance in QCD inclusive
events and tt̄H signal.
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Standard multijet trigger

sample Pt bin efficiency (%)

Z→ νν
120-170 GeV 1.308 ± 0.066
170-230 GeV 10.76 ± 0.19

Table 4.27: Z→ νν efficiency of the selection up to Nj≥5 and missing Et
significance > 3, for events selected with the multijet trigger.

Pixel trigger

sample Pt bin efficiency (%)

Z→ νν
120-170 GeV 0.672 ± 0.047
170-230 GeV 5.39 ± 0.14

Table 4.28: Z→ νν efficiency of the selection up to Nj≥5 and missing Et
significance > 3, for events selected with the pixel trigger.
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4.5 B-tagging jets with track counting

The identification of jets with heavy flavour represents the most powerful
handle for the extraction of top decays in events with hadronic jets, because
generic jets produced from strong interactions have a small probability of
fragmenting bottom or charm quarks. In the case of the signal we seek, b-
tagging is even more important, because the final state of tt̄H production
with a H → bb̄ decay promises not two, but up to four jets with b-quarks.
For background processes, and in particular inclusive QCD and W+jets pro-
duction, it is extremely rare to possess as many as four b-jets. Because of
that, an algorithm that guarantees high efficiency of b-jet identification, even
at the cost of a non negligible fake rate for jets with light quarks or gluons, is
to be preferred to one offering high purity at the price of a smaller efficiency.

We focused our attention on an algorithm studied in good detail in CMS,
which for its simplicity should be less affected than more complex others
(such as are methods involving the direct reconstruction of secondary ver-
tices in jets) by an imperfect simulation of the effective experimental con-
ditions of data taking at high luminosity. It is the algorithm called ”track
counting” [59], which exploits the precise measurement of track coordinates
thanks to the pixel detector and the many layers of silicon strip detectors
present in the central part of CMS. The measurement of impact parameter,
for central tracks (|η| < 2.40) with transverse momentum larger than 10GeV ,
has an uncertainty of 30 micrometers, an appropriate value for the task of
discriminating in-flight decays of heavy objects.

The track counting algorithm produces a list of tracks passing quality
requirements, ordered by the parameter S = d/sd computed between the
impact parameter d and its predicted error sd. The impact parameter of the
n-th track in the list is then used as a discriminating quantity. For instance,
the so-called ”Loose tagging” requires that S(2) > 2.3; ”Medium tagging”
requires S(2) > 5.3; and ”Tight tagging” requires S(3) > 4.8. These values
have been optimized on samples of b-jets and light-quark and gluon jets in
QCD simulations. The following table details the expected tagging rates for
jet mixtures.

4.5.1 B-tagging requirement

Tables ?? and ?? the efficiency for tt̄H signal and each of the background
sources after the selection of events with at least five jets, missing Et signifi-
cance larger than three, and a minimum number of b-tags (none, two, three,
and four) after the multijet and the pixel-multijet trigger respectively. The
b-tags are counted only in the leading 8 jets: the rationale of this choice is to
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b-efficiency c-mistag uds-mistag g-mistag udsg-mistag

Loose (S(2)>2.3) 70.49 32.33 8.64 10.43 9.98

Medium (S(2)>5.3) 50.30 10.77 0.92 0.98 0.96

Tight (S(3)>4.8) 31.94 2.93 0.10 0.11 0.10

Table 4.29: Rates of b-tagging in different jet mixtures, for the three operating
points (S(2)>2.3 , S(2)>5.3, S(3)>4.8 ) Numbers are from Ref. [60].

Standard multijet trigger

sample type 2 b-tags (%) 3 b-tags (%) 4 b-tags (%)

tt̄H 4.611 ± 0.016 1.6141 ± 0.0099 0.3125 ± 0.0044

tt̄

+ 0 jets 0.574 ± 0.031 0.0467 ± 0.0088 0.0017 ± 0.0017
+ 1 jets 2.688 ± 0.063 0.321 ± 0.022 0.0167 ± 0.0050
+ 2 jets 5.535 ± 0.073 0.833 ± 0.029 0.0835 ± 0.0092
+ 3 jets 8.35 ± 0.23 1.314 ± 0.094 0.108 ± 0.027
+ 4 jets 9.92 ± 0.41 1.94 ± 0.19 0.206 ± 0.062

Table 4.30: Efficiency of the cuts up to 2, 3 or 4 b-tags for tt̄H and tt̄ selected
with the multijet trigger.

avoid events with very high jet multiplicity from background processes from
passing our selection thanks to their cumulative probability of having a large
number of fake b-tags. Fig. 4.5.1 shows that indeed, in tt̄H events, when
three b-tags are required in the leading 8 jets only a small fraction of events
get discarded: little is gained in acceptance by counting b-tags in additional
soft jets.

The request of three or more b-tags sizably decreases the amount of sig-
nal, but is the one which yields the highest ratio between number of selected
signal events and square root of the number of expected background events,
which constitutes a reasonable estimator of the statistical significance. We
will therefore enforce the presence of at least three b-tags in our final selec-
tion, although in the following section we study the signal kinematics before
applying this restrictive cut, in order to retain sufficient statistics to model
with reasonable accuracy the kinematical variables.
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Pixel trigger

sample type 2 b-tags (%) 3 b-tags (%) 4 b-tags (%)

tt̄H 6.432 ± 0.019 2.266 ± 0.012 0.4332 ± 0.0051

tt̄

+ 0 jets 0.888 ± 0.038 0.077 ± 0.011 0.0100 ± 0.0041
+ 1 jets 3.361 ± 0.070 0.414 ± 0.025 0.0242 ± 0.0061
+ 2 jets 6.207 ± 0.077 0.919 ± 0.030 0.0907 ± 0.0096
+ 3 jets 8.88 ± 0.23 1.388 ± 0.096 0.108 ± 0.027
+ 4 jets 10.13 ± 0.41 2.02 ± 0.19 0.206 ± 0.062

Table 4.31: Efficiency of the cuts up to 2, 3 or 4 b-tags for tt̄H and tt̄ selected
with the pixel trigger.

Standard multijet trigger

Pt bin 2 b-tag (%) 3 b-tags (%) 4 b-tags

30-50 GeV 0 0 0
50-80 GeV 0 0 0
80-120 GeV 0.00035 ± 0.00035 0 0
120-170 GeV 0.00208 ± 0.0015 0 0
170-230 GeV 0.021 ± 0.004582 0.001 ± 0.001 0
230-300 GeV 0.0833 ± 0.0090 0.0127 ± 0.0035 0
300-380 GeV 0.160 ± 0.012 0.0188 ± 0.0041 0.00089 ± 0.00089
380-incl GeV 0.315 ± 0.018 0.0275 ± 0.0052 0.0039 ± 0.0020

Table 4.32: Efficiency of the cuts up to 2, 3 or 4 b-tags for QCD selected
with the multijet trigger.
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Pixel trigger

Pt bin 2 b-tag (%) 3 b-tags (%) 4 b-tags

30-50 GeV 0.00059 ±0.00059 0 0
50-80 GeV 0 0 0
80-120 GeV 0.00035 ± 0.00035 0 0
120-170 GeV 0.0042 ± 0.0021 0 0
170-230 GeV 0.0250 ± 0.0050 0.0020 ± 0.0014 0
230-300 GeV 0.0716 ± 0.0084 0.0078 ± 0.0028 0
300-380 GeV 0.144 ± 0.011 0.0161 ± 0.0038 0.00089 ± 0.00089
380-incl GeV 0.295 ± 0.017 0.0265 ± 0.0051 0.0039 ± 0.0020

Table 4.33: Efficiency of the cuts up to 2, 3 or 4 b-tags for QCD selected
with the multijet trigger.

Standard multijet trigger

sample Pt bin (GeV) 2 b-tag (%) 3 b-tags (%) 4 b-tags

W + 0 jets 0 0 0

W + 1 jet pt < 100 0 0 0
100 < pt < 300 0.0070 ± 0.0026 0 0

W + 2 jet pt < 100 0 0 0
100 < pt < 300 0.0314 ± 0.0055 0.0048 ± 0.0021 0.00095+-0.00095

W + 3 jet pt < 100 0.0074 ± 0.0026 0.00093 ± 0.00093 0
100 < pt < 300 0.0707 ± 0.0091 0.0116 ± 0.0037 0

W + 4 jet pt < 100 0.0157 ± 0.0043 0.0012 ± 0.0012 0
100 < pt < 300 0.123 ± 0.020 0.0130 ± 0.0065 0.0032 ± 0.0032

W + 5 jet pt < 100 0.0169 ±0.0054 0 0
100 < pt < 300 0.198 ±0.022 0.0119 ± 0.0053 0.0024 ± 0.0024

Table 4.34: Efficiency of the cuts up to 2, 3 or 4 b-tags for W+jets selected
with the multijet trigger.
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Pixel trigger

sample Pt bin (GeV) 2 b-tag (%) 3 b-tags (%) 4 b-tags

W + 0 jets 0 0 0

W + 1 jet pt < 100 0 0 0
100 < pt < 300 0.0040 ± 0.0020 0 0

W + 2 jet pt < 100 0.0010 ± 0.0010 0 0
100 < pt < 300 0.0190 ± 0.0042 0.0067 ±0.0025 0.00095 ± 0.00095

W + 3 jet pt < 100 0.0056 ± 0.0023 0.00093±0.00093 0
100 < pt < 300 0.0591 ± 0.0083 0.0104 ± 0.0035 0

W + 4 jet pt < 100 0.0181 ± 0.0047 0.0024 ± 0.0017 0
100 < pt < 300 0.146 ± 0.022 0.0162 ± 0.0073 0

W + 5 jet pt < 100 0.0169 ± 0.0054 0 0
100 < pt < 300 0.229 ± 0.023 0.0143 ± 0.0059 0.0024 ±0.0024

Table 4.35: Efficiency of the cuts up to 2, 3 or 4 b-tags for W+jets selected
with the pixel trigger.

Standard multijet trigger

sample Pt bin 2 b-tags (%) 3 b-tags (%) 4 b-tags (%)

Z→ νν
120-170 GeV 0.0100 ± 0.0058 0 0
170-230 GeV 10.76 ± 0.19 0 0

Table 4.36: Efficiency of the cuts up to 2, 3 or 4 b-tags for Z → νν selected
with the multijet trigger.

Pixel trigger

sample Pt bin 2 b-tags (%) 3 b-tags (%) 4 b-tags (%)

Z→ νν
120-170 GeV 0.0167 ± 0.0075 0 0
170-230 GeV 0.0664 ± 0.016 0 0

Table 4.37: Efficiency of the cuts up to 2, 3 or 4 b-tags for Z → νν selected
with the pixel trigger.
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Figure 4.7: Number of jets with 3 b-tags and fraction within the first N

4.5.2 B-tag matrix parametrization

By a quick examination of tables ?? and ?? it is evident that we have a
problem: the requirement of three or four b-tags so reduces our background
samples that the rate estimates become rather imprecise, and we still need
to study the kinematics of the surviving events, which would require a large
statistics of the selected datasets. One good way to solve this problem is
to rely on rate estimates based on the raw event counts, and to model the
kinematics using the method described in Sec. 3.2.5, entailing a multiplication
of events by modifying the jet energies according to their expected resolution
functions. Here, however, we exploit another possibility. Inclusive QCD
events and W+jet events have a b-tagging rate which is dominated by fakes.
By modeling the b-tagging probability of generic jets as a function of their
Et, rapidity and number of tracks, we can use several times the same events,
weighting the b-tag configuration of the jets by the combined probability of
their b-tag.

We select jets passing the standard cuts Et > 25GeV , |η| < 3.0 in our
QCD simulation, regardless of trigger accept or other selections, and con-
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struct a probability matrix P (Et, η, Ntr) depending on the corrected jet Et,
jet rapidity, and number of tracks with significance larger than 1.0. The
latter choice is determined by the way the b-tag algorithm is constructed –
track lists are made only for tracks passing that loose criterion.

P (Et, |η|, Ntr) = Ntag(Et, |η|, Ntr)/Njet(Et, |η|, Ntr). (4.2)

We construct the matrix with 8 bins in Et: 25-50 GeV, 50-70 GeV, 70-
90-110-150-200-300-500; 4 bins in |η|: 0-0.5, 0.5-1.0, 1.0-2.0, and 2.0-3.0; and
8 bins in the number of tracks: Ntr = 2, 3, 4, 5, 6, 7, 8, and 9 or more. With
the large statistics of QCD Monte Carlo before any selection, the matrix has
typical uncertainties of less than 1% in each bin. A picture of the variations
of b-tagging probability as a function of one of the three variables in turn is
shown in Fig. 4.5.2.

It is quite clear that such a rough construct cannot model all the subtleties
in the rate of multiple b-tags in our background events: the correlation be-
tween b-tagging of different jets will spoil our rate estimates. What is worse,
the very selection of events with significant missing Et does bias the tag
rate, because of the larger probability that QCD events with heavy flavor
create jets with neutrinos in them. However, we believe the matrix is good
enough to allow a modeling of the event kinematics. A check of the resulting
kinematics can in any case be performed with the multiplication strategy
discussed in Ch.3.

To use multiple times simulated QCD events and W+jets events we op-
erate as follows. In an event passing our trigger, N(jet) > 5, and missing
Et > 3.0 requirements, we take every jet and extract the probability P that
the jet is tagged based on its Et, rapidity and number of tracks. We can
then estimate a probability for every combination of tagged/untagged jets,
as clarified in the following table.

P1,P2,P3,P4, and P5 are defined by the Et, eta, and number of tracks
of each of the five jets. By combining the probabilities, we can use the
same event 2(max(Nj, 8)) times, by adopting our prescription that we only
consider b-tags in the leading 8 jets. Each combination is given a weight

W = Σi=1,Ntags[Pi(Et, |η|, Ntr)]× Σi=1,Nuntagged[(1− Pi(Et, |η|, Ntr))] (4.3)

in all the distributions of kinematical quantity we can compute after selecting
events based on the number of tags –or, in this case, of ”possible tags”.

A special tretment is needed for all variables which are directly biased
by the b-tag requirement of the jet. It is the case of the sum of jet tagging
discriminants, which are computed using the significance of the second most
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Figure 4.8: Tag rate as a function of jet Et (left), rapidity (middle), and
number of tracks with significance larger than 1.0 (right)

displaced track in each jet. Of course, a b-tagged jet has a large (and > 5.3)
value of this quantity. To mimic correctly the sum of discriminants in tag
matrix-weighted QCD and W+jets events, we assign to each jet which we
wish to call a b-tag (with probability P (Et, |η|, Ntr)) a discriminant value
taken randomly from a distribution extracted from real b-tagged jets having
the same track multiplicity Ntr. This procedure effectively ”unbiases” the
resulting distribution of sum of discriminants.

The same procedure is performed to compute, for matrix-weighted QCD
events and W+jets events, the track mass of each jet which is assigned a
b-tag. Again, we pick random values distributed according to the track mass
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permutation probability number of b-tags

00000 (1-P1)(1-P2)(1-P3)(1-P4)(1-P5 ) No tags

10000 P1(1-P2)(1-P3)(1-P4)(1-P5) 1 tag

... 1 tag

00001 (1-P1)(1-P2)(1-P3)(1-P4)P5 1 tag

11000 P1P2(1-P3)(1-P4)(1-P5) 2 tags

... 2 tags

00011 (1-P1)(1-P2)(1-P3)P4P5 2 tags

11100 P1P2P3(1-P4)(1-P5) 3 tags

... 3 tags

00111 (1-P1)(1-P2)P3P4P5 3 tags

11110 P1P2P3P4(1-P5) 4 tags

... 4 tags

01111 (1-P1)P2P3P4P5 4 tags

11111 P1P2P3P4P5 5 tags

Table 4.38: Combinations of tags and probabilities

distribution of b-tagged jets with the correct number of tracks, extracted
from real b-tags in the QCD simulation. The resulting distribution is shown
in Fig. 4.6.4. The comparison with the same shape extracted from a dif-
ferent set of QCD events shows that the procedure correctly extracts the
expected distribution of sum of track masses. We can therefore reliably use
this variable and the sum of discriminants in the definition of a global event
discriminant to separate tt̄H events from all remaining backgrounds, as ex-
plained below. Figure 4.5.2 shows the effect of the requirement of two b-tags
on the centrality computed on the first six jets in the Et sorted collection.

4.6 Study of signal kinematics

A full reconstruction of the kinematics of the tt̄H decay is impossible in the
events targeted by our search, which implies one leptonic W decay: they not
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Figure 4.9: Centrality computed with the first six jets before (a) and after
(b) the requirement of 2-btags.

only contain no information on the neutrino Pz component, but totally miss
any information on the charged lepton. Nonetheless, it is important to try
and find differences between signal and background based on what we know
we have a means of reconstructing: the mass of the hadronically-decaying
top, and the mass of the two b-jets associated to the Higgs boson.

4.6.1 Custom Jet corrections

Jet energies after standard jet corrections in the Fast Simulation we use show
a non-negligible bias, which shifts all resonance masses upwards. This is the
combined result of a incorrect tuning of the jet corrections, which do not
appear to work well enough with jets produced by FastSim, and the large
amount of minimum bias and pile-up events in high-luminosity simulations
we are using.

Because of our wish to attempt a simple reconstruction of the mass of top
quark and Higgs boson in our sample, we need custom jet energy corrections.
We perform a quick study by associating final state partons from top and
Higgs decay to the closest jet in eta-phi space, retaining only very clean
matches (∆R < 0.2). We divide the sample into two sets: b-tagged jets and
untagged jets, without checking whether the b-tag are indeed b-quarks: this
is because we need to extract a function we can use ”blindly”, i.e. without
knowing the exact nature of the jet.

The difference between parton Et and ”standard” corrected jet Et shows
indeed a downward slope when drawn as a function of corrected jet Et, for
both b-tagged jets and non-tagged ones. We fit the profile distributions with

127



a sixth order polinomial, as shown in Fig. 4.10, and use those parameters to
further correct jet energies.

The result of this procedure is shown in Fig. 4.6.1: the W, T, and H
masses peak at values much closer to their true mass.
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Figure 4.10: Difference between parton and associated jet transverse energy
as a function of jet Et, for b-tagged jets (top) and non-tagged jets (bottom).
The application of the correction functions extracted from the sixth-order
polinomial fits on the left allow a better estimate of parton transverse energy,
as shown in the corrected Et plots on the right.
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Figure 4.11: Distribution of the invariant mass of jet pairs originated from the
two W decay partons (top), the three jets from hadronic top decay (middle),
and the two jets originated from the Higgs boson decay (bottom).

4.6.2 Definition of the H→bb decay products

In the attempt at choosing the combination of two b-tagged jets which is
most likely to have originated from H decay we studied the kinematics of
the jets associated to the b-quarks from H. The association is performed by
a simple algorithm matching to the first 8 jets in the Et-ordered collection
the six partons from the single-lepton tt̄H final state by a minimum ∆R
criterion.

We find that in the Et-ordered list of b-tagged jets, the two coming from
Higgs decay are just as likely to be the first as they are to be the last ones
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(see Fig. 4.6.2). Because of that, we do not include any information related
to the b-jet Et in the definition of the best b-quark jet pair.

Figure 4.12: Ranking of the b-jets coming from the Higgs boson decay among
the 8 jets with highest Et in the event, ordered in ascending Et (0 is the first).

Instead, we find a striking difference in the angle, in the η−φ plane, between
the two jets associated to the two Higgs decay products, and minor differ-
ences in the Pt of the jet pair and their combined rapidity (see Fig. 4.6.2).
We use those three quantities to define a probability ratio by filling two
(10x10x10) matrices of the three quantities with the relative frequency of
each (∆R,Pt, η) combination: one, Pright, for the right jet pairs and one,
Pwrong, for all incorrect combinations of jet pairs. The ratio

R(∆R,Pt, η) = Pright(∆R,Pt, η)/Pwrong(∆R,Pt, η) (4.4)

can be used as a simple order parameter to select the most likely pair of
tagged b-jets to use for the computation of the Higgs kinematics.

The mass of the pair picked according to the criterion described above is
shown in Fig. 4.6.2, for tt̄H events and backgrounds as usual, at the level of
selection where at least three jets contain a b-tag. One clearly sees that the
criterion allows a reasonable fraction of events to contain a well-reconstructed
Higgs peak. The distribution is not as narrow as the one obtained from the
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Figure 4.13: Distributions of quantities used to identify the pair of b-jets
coming from the Higgs. In black are Higgs b-jets pairs and in red non-higgs
b-jets pairs.

two jets associated to the true partons from H decay by a η−φ distance crite-
rion, but it is peaked enough to allow some discrimination with background
processes.

4.6.3 Definition of the hadronic top decay products

In a similar fashion, we study the reconstruction of the three jets coming from
a hadronically-decaying top quark in our signal sample. In the list of jets
selected by our cuts, once the two associated to the Higgs decay as described
in the previous paragraph have been removed, we select the leading eight by
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Figure 4.14: Mass of the best pair of b-jets selected with the criterion descibed
in the text from events with at least three b-tags for: tt̄H (blue), tt̄ (green),
W (cyan), QCD (red) and all processes (black).
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transverse energy, and we search for triplets of jets, without for the moment
enforcing the presence of one b-tag in one of them. In 5-jet events there is only
one combination possible, while in 6-jet events there are four, in 7-jet events
ten, and in 8-jet events twenty combinations. Among these many possible
choices, we need to pick the one which is most likely to have originated from
the hadronic top decay: this way, we will be able to formulate a hypothesis on
the kinematics of the decay process, reconstructing angles between the higgs
and the top quark, and computing other potentially discriminating variables.

We start by finding in our jet list the three jets truly originated from
a hadronic top decay, in events with a single-lepton topology (exactly one
W → jj decay). We use as always a η−φ association criterion, by looping on
the Et-ordered jet list after removing the two previously found best matching
the Higgs decay topology, and finding for each jet the closest parton. The
reconstructed mass, combined momentum, rapidity and other kinematical
characteristics are shown in Fig. 4.6.3 for the triplet matching the three
partons from top decay. Overlaid to those distributions are shown the same
quantities computed for triplets which have at least one jet not matching a
top decay parton.

We find that the three most discriminating quantities are the top momen-
tum, the projection of the same along the direction of the Higgs boson, and
the angle between top and higgs. We thus construct again two (10x10x10)
matrices with the relative frequencies of correct and wrong combinations,
such that we can then define a ratioR(Pt, η, Pr) = Pright(Pt, η, Pr)/Pwrong(Pt, η, Pr)
for each triplet. We then have a prescription to guess which jets to pick as
the most likely top decay products.

The mass distribution of the chosen triplets is shown in Fig. 4.6.3 (lower
right plot). We note that it peaks at about 200 GeV, a value not too different
from the most likely value for the matched triplets (186 GeV). This quantity
discriminates well tt̄H signal events from background processes, as shown in
Fig. 4.6.3.

4.6.4 Variables describing the kinematics of the event

Besides trying to spot the jets originated from the hadronic top decay –when
one exists- and the Higgs decay to a pair of tagged b-jets, there is a large set
of kinematical quantities we can study to seek differences with background
processes. In this section rather than describing the process by which we
came to study a particular set of variables, we barely list them one by one,
discussing their particularities in turn.

1. Of course, one of the most important quantities at a hadron collider
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Figure 4.15: Distributions of various kinematical quantities for the triplet of
jets associated to top decay partons (red) and triplets where at least one of
the jets is not associated to a parton from the top.

is the total sum of transverse energies of the identified jets. This vari-
able is directly connected to the magnitude of the acceleration of final
state partons in the hard subprocess. Different production processes
yield different distributions of ΣEt, reflecting the peculiarities in the
Q2 dependence of the production. We expect the ΣEt to discriminate
tt̄H production from softer processes, but of course the requirement of
a large number of jets makes all backgrounds – and particularly inclu-
sive QCD – similar to the signal in this variable. Nonetheless, it is an
important ingredient in any complete recipe to picture a multijet final
state.
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Figure 4.16: Distribution of the reconstructed top mass from the best jet
triplet after removing the jets assigned to the Higgs for: tt̄H (blue), tt̄ (green),
W+jets (cyan), QCD (red), all processes (black)

135



2. The missing transverse energy is tightly linked to one of the variables
on which we base our preselection, the missing Et significance. After a
cut σ(MEt) > 3.0 the missing Et is not much different in background
processes and signal, although the latter does exhibit a longer tail,
because it is rich in real high-Et neutrinos, while QCD backgrounds do
not usually yield any.

3. The sum of ΣEt and missing Et is called Ht. In the presence of charged
leptons, one would add the Et or Pt of these to the Ht too, but we
retain an inclusive character in our search and neglect electron and
muon identification. Being the sum of two other variables, we do not
expect to learn much by a study of the Ht.

4. The missing Et significance is used in the preselection of the data, and
shows longer tails for events with real neutrinos.

5. The angle in azimuth (i.e., in the plane transverse to the beam) be-
tween missing Et direction and leading jet direction is usually capable
of discriminating real and fake missing Et: when a jet transverse en-
ergy is grossly overestimated, the missing Et will point opposite to it.
On the other hand, most QCD processes have a distinctly back-to-back
topology even after radiation off initial and final state enrich the event
with additional jets. Because of that, one often finds the missing Et

pointing along the leading jet direction rather than opposite to it: this
happens not infrequently, when a multi-parton emission happens to re-
coil against a leading parton. We thus understand the double peaking
structure in this variable.

6. Another interesting way to discriminate fake from real missing Et is to
find the angle between missing Et and the second jet in the Et-ordered
list. In this case, one expect to mostly find a small angle in events like
those discussed at the end of the previous description.

7. In events with only four or five jets CDF showed that the minimum
azimuthal difference between missing Et and any jet direction was the
one capable to best identify the jet responsible for the fake missing Et:
by fluctuating low, a jet causes missing transverse energy to point along
its direction. Unfortunately, that variable is by far less discriminant in
CMS in events of the kind we are studying, which possess not just four
or five, but as many as 8 jets or more. The information carried by
the minimum azimuthal angle decreases sharply with the number of
jets, because the phase space – the support [0− π] – is limited and the
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resolution in missing Et azimuth is not very good. We are thus not
surprised to find virtually no discrimination power in this quantity.

8. The single-lepton tt̄H process nominally yields six energetic partons in
the final state. The transverse energy of the sixth jet is thus a good
discriminant of a hard parton emission if compared to processes where
the sixth jet is mostly due to subleading radiation. We in fact relied in
this quantity when we defined a very loose Et > 25GeV cut in the jet
definition: the choice then was dictated by our wish to maximize our
chances of correctly describing the tt̄H decay topology, but we kept our
option of cutting harder when maximizing the signal significance.

9. Using the six highest-Et jets (or five, if a sixth jet does not exist) one
can compute a variable describing the centrality of the event. It is
a powerful discriminant between heavy particle production and QCD
radiation processes, constructed by taking the ratio between the Et

sum of the six jets and their six-body invariant mass. QCD background
events exhibit a flatter distribution in jet rapidity, with the result of a
smaller

∑
Et for a given event Q2. The event Q2 is roughly estimated

by the six-body mass, and the ratio turns out to be one of the most
discriminating variables at our disposal.

10. We add to the list the mass of the six jets used in the denominator, for
a deeper understanding of the event kinematics

11. The same definition of centrality can be used to compute it with eight
jets (or fewer, if the event does not have enough of them).

12. The mass of the eight jets is also added to the list for the same reason
mentioned above.

13. Having defined the jets most likely belonging to the hadronic top decay
with the recipe summarized in 4.6.3, we compute the three-jet mass,
which does show a more peaked structure at about the right mass,
although a long tail is present.

14. In the triplet of jets assigned to the hadronic top, we select the two jets
with no b-tag, and compute the most likely W boson mass.

15. Using the two b-tagged jets assigned to the H decay with the procedure
discussed in 4.6.2, we compute their mass and find a broad peak around
the correct Higgs mass value for the signal, and a broader distribution
for backgrounds.
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16. The total mass of the five jets assigned to hadronic top and Higgs boson
is another useful quantity to study.

17. The remaining jets not assigned to top and Higgs can be used to com-
pute their total mass.

18. If the triplet from top and the doublet from Higgs are defined, one can
compute the projection of the top three-momentum on the direction of
flight of the Higgs boson. This variable is an interesting complement
to our other variables.

19. The rapidity difference between top and higgs reconstructed flight di-
rections complements the former variable in describing the kinematics
of these particles, for the cases when the assignment is correct.

20. With the mass reconstructed for Higgs, top and W boson using the best
guess for a jet-parton assignment, one can compute a chi-squared as
the sum of squares of the deviation of reconstructed and true particle
mass, each weighted with their typical resolution.

21. For events with four b-tags it is possible to compute the mass of the two
b-tagged jets not assigned to the Higgs decay. In the signal they most
likely come from the decay of the two top quarks, while in background
processes they may be the result of gluon splitting.

22. The angle between the two b-tagged jets not assigned to the Higgs
decay is also useful, in events with four jets.

23. The b-tagging information used in our study is digital: a jet is ei-
ther tagged or untagged. However, that information comes from a real
number: the significance S of the impact parameter of the second-most-
displaced track. This is larger in real b-quark jets than in light-quark
jets, and even after the selection (S > 4.3), b-tagged jets from real b-
quarks have a higher average of S. By summing the significances of the
four highest-S jets one can thus create a discriminator capable of sepa-
rating events where at least one jet is not originated from real b-quarks
and events where all b-tags are due to heavy flavor. The importance
of this variable is also due to its potential discrimination of top-antitop
production, which is much harder to separate from tt̄H signal than are
all other background processes.

24. The same sum discussed at the previous point can be made with the
six largest-S jets. The rationale of this choice is of allowing charm-jets
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occasionally present in W decays to also contribute to the discrimina-
tion; some additional contribution may also come from jets originated
from tau lepton decay.

25. Finally, one additional analogic information which is usually capable
of discriminating heavy flavor b-tags from fake b-tags is the invariant
mass of all tracks with significant impact parameter. By summing
the invariant mass of tracks in all b-tagged jets we obtain a further
discriminator of events with many b-quarks and events with fake b-
tags.

Figs. 4.6.4 to 4.6.4 show the distribution of the 25 kinematical quantities
described above.
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Figure 4.17: Distributions of
∑

Et (a), missing Et (b), Ht (c), missing Et
significance (d), angle between the missing Et and the first jet (e), second
jet (f), ordered in Et. The signal is in red, the background in blue.
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Figure 4.18: Distributions of angle between the missing Et and the closest
jet (a), Et of the sixth jet (b), centrality of the first 6 jets (c), mass of the
first 6 jets (d), centrality of the first 8 jets (e), mass of the first 8 jets (f).
The signal is in red, the background in blue.
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Figure 4.19: Distributions of top mass from the best triplet of jets (a), mass
of the W from the best top jet pair without b-tags (b), Higgs mass from
the best pair of b-tagged jets (c), Total mass of jets assigned to hadronic
top and Higgs (d), Mass of the not assigned jets (e), projection of the three-
momentum of the top in the direction of flight of the Higgs (f). The signal
is in red, the background in blue.
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Figure 4.20: Distributions of rapidity difference between top and Higgs recon-
structed flight directions (a), sum of squares of the deviation of reconstructed
and true particle mass (b), mass of the two not assigned b-tagged jets (c),
angle between the two b-tagged jets not assigned to the Higgs (d), sum of
the significance of the impact parameter of the first 4 jets (e) and of the first
6 jets (f). The signal is in red, the background in blue.
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Figure 4.21: Sum of the invariant mass of tracks in all b-tagged jets.

4.7 Signal extraction

After the choice of a selection based on significant missing energy and at
least three b-tags, the background samples suffer from the low statistics: in
particular that is the case of the top quark samples. In order to select the
variables which are most sensitive to differences between background and sig-
nal we first sum backgrounds together using their respective normalizations,
and then smooth the resulting distributions to avoid single bins with a large
uncertainties from spoiling the understanding of the variable under study.

The smoothing procedure used is not the one provided by the ROOT
program, which we find wanting in several of its features. Our smoothing
function works as follows: 1- histogram bins are ordered by increasing value
of the relative uncertainty S = σx/x in the bin contents. Outlier bins are
chosen as those with the 20% worst uncertainties. 2- For each bin with a large
relative error, a triplet of adjacent bins is chosen using the two neighbors on
the sides 3- The triplet is fit with a linear interpolation, and the value of the
central bin is substituted by the fit result at the same abscissa if there is a
discrepancy of more than two standard deviations between bin value and fit
value, using as uncertainty in the difference the one provided by the fit.

The simple prescription described above allows us to smooth background
shapes quite effectively, as is shown in Figs. 4.22 to 4.7. What we get rid
of is what we effectively need to level down: bins with a large content and
a large error, due to the few events surviving trigger requirements in the
simulations of background processes with small Q2 (QCD) or small number of
jets (W+jets samples). Of course, the normalization of the original histogram
is not affected by the procedure, and it remains the reference value for our
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background studies.

Figure 4.22: Smoothed histograms: signal is blue and background is black

A global estimator of the likelihood that an event is signal can be con-
structed with the most discriminating variables at our disposal, by taking
the ratio of the signal p.d.f. and background p.d.f. for each variable and
then combining them as follows:

K = Σilog(TTH(xi)/BGR(xi)) (4.5)

By using K we use the full information from the distributions, rather than the
belonging of the x-values to one or the other side of a fixed cut. Of course,
since we are ignoring correlations among the variables in the computation
of K, its discriminating power is strongly affected by the choice of variables
[x]. In particular, a mixture of very discriminating and poorly discriminating
quantities is not expected to fare as well as a subset of the more discriminating
ones, because the power of K is ”washed out” by distributions which only
show minor differences between signal and background.

To help us choose a reasonable set [x] among the 25 variables shown
in Figs.?? we compute the individual logarithms, by taking the N ratios
ki = TTH(xi)/BGR(xi) between the p.d.f. TTH and BGR of each variable
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Figure 4.23: Smoothed histograms: signal is blue and background is black

in turn, and plotting it for signal events and background events. Since we
chose N=50 bins in our distributions, we end up with 50 possible values of
the ratio of logarithms. Signal events will have a larger value of ki than
background events, and by scanning the value of ki one can compute the
gain

G(t) =

∫ ∞

t

TTH(xi)/

√∫ ∞

t

BGR(xi) (4.6)

The maximum value of G gives us a direct measure of the discriminating
power of x in our recipe for K.

Table 4.7 lists the variables we used and the maximum values of G found
for each. To construct K we then pick the ones with highest values of G, with
some additional ad-hoc choice which results by a trial-and-error iteration.
Asterisks in table 4.7 identify the variables chosen for the final computation
of K.
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Figure 4.24: Smoothed histograms: signal is blue and background is black
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Variable maximum quality factor likelihood ratio

1 * C8 1.28306+-0.01968 > 2

2 * M8 1.06595+-0.00884779 > 1.6

3 * C6 1.31172+-0.019505 > 2

4 - M6 1.09726+-0.0127666 > 1.8

5 - MEt 1+-0.1 > 0

6 * MEtSig 1.01299+-0.00837954 > 1.6

7 - CorrSumEt 1.02112+-0.00516084 > 1.6

8 * GoodHt 1.02403+-0.00377464 > 1.6

9 * Hbestcomb 1.05797+-0.0108383 > 1.8

10 * Chi2mass 1+-0.1 > 0

11 - Mbbnoh 1.01309+-0.0046658 > 1.6

12 - DPbbnoh 1.00422+-0.00263224 > 1.4

13 * SumHED4 1.07625+-0.00742688 > 1.4

14 * SumHED6 1.09889+-0.0169409 > 1.8

15 - MEtDPM 1+-0.1 > 0

16 - MEtDP1 1+-0.1 > 0

17 * MEtDP2 1+-0.1 > 0

18 * M others 1.00101+-0.000971664 > 1.6

19 * Et6 1.0005+-0.000640972 > 1.6

20 * Scprod 1.02729+-0.00517903 > 1.6

21 * Thdeta 1.11361+-0.00912291 > 1.6

22 * M5 1.11609+-0.011883 > 1.8

23 * M3best 1.00846+-0.00495874 > 1.6

24 * Mwbest 1.0018+-0.000425412 > 0.4

25 * TTMS1 1.01955+-0.00387547 > 1.2

Table 4.39: Maximum quality factors for the 25 selected variables computed
as explained in the text.
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Figure 4.25: Distribution of the dicriminant G for tt̄H (blue), tt̄ (green), W
(cyan), QCD (red) and all processes (black).

4.8 Study of signal significance

Fig. 4.8 shows the shape of the discriminant G for signal events with three
b-tags, five or more jets, and a missing Et significance S > 3.0. The to-
tal number of events expected from signal in 100/fb of data amounts to
N = 1076.6± 6.6. The sum of backgrounds is instead 260000+-500 . It has
been computed by considering inclusive top pair production, single top pro-
duction, inclusive jet production, and W+jets production; we do not include
the negligible process Z+jets, for which we have no suitable simulation of the
full range of transverse momentum.

Despite the use of the tag matrix approach to determine the shape of all
kinematic quantities for QCD and W+jets backgrounds, the normalization of
these processes is used by considering the actual number of events passing the
selection. Because of that, these processes have a sizable uncertainty in their
normalization. Top pair production also carries a sizable uncertainty, because
of the lack of enough statistics of the Monte Carlo samples. Background
uncertainty in a real analysis is going to be limited by the availability of
suitable control samples more than it is in the study described here, but the
relative contribution of the three main processes may indeed constitute a
sizable systematic uncertainty. We return to this problem below.

In order to extract the signal from a distribution of G one can rely on a
simple two-component fit. We use pseudo-experiments to obtain a distribu-
tion of fitted number of events in 10000 pseudo-data distribution obtained by
choosing randomly 260000 background events from the background template,
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and 1000 signal events from the signal template. These numbers are fluc-
tuated by their respective poisson uncertainty for each pseudo-experiment.
The resulting pseudo-data distributions of G are fit with the same templates
used for the generation, obtaining a measure of the fit bias (Nfit−Ninput), the
relative bias (or pull) (Nfit −Ninput)/σNfit

, and the significance of the fitted
signal S = Nfit/σNfit

. The distribution of pulls allows to verify the average
bias and the width of the pull. The former has to be close to zero, while the
latter is close to one if errors are computed accurately in the fit procedure.
We observe a negative bias in the mean, while the sigma is consistent with
unity.

The distribution of signal significance is shown for a few different values
of the relative normalizations of the two main components of the background,
i.e. QCD and top pair production. We take nine situations by considering -1
sigma and +1 sigma variations in the normalizations of these two processes,
and extract from nine different sets of pseudoexperiments the distributions
shown in Fig.xx. We observe that the significance of the tt̄H signal can be
estimated to be roughly equal to three, with a wide distribution. If one
assumes that the relative normalization of QCD and tt̄ is not known with
precision in the data, then signal extraction becomes troublesome, as shown
by a further pseudoexperiment where the background template used for the
fit is not the one used in the pseudo data generation, but is obtained by
varying by + or - one sigma the top content. Table 4.40 summarizes the
results for the different classes of plseudoexperiments. It can be seen that
the significance obtained assuming 100fb−1 is more than 3 σ, with the worst
case (when both QCD and tt̄ backgrounds fluctuate of +1σ) of (3.187 ±
0.031)σ. Figure 4.8 shows the significance distributions for the 9 classes of
pseudoexperiments.

We provide in Fig. 4.8 the same distributions of signal significance dis-
cussed above for events collected by the trigger using pixel information and
table 4.41 provides a summary of the results. The significance is on average
larger by about 30%: the availability of pixels at trigger level 1 corresponds
roughly to an equivalent luminosity increase of about 50%.

4.9 Concluding remarks

This Chapter describes a first attempt at isolating tt̄H events from the huge
background by relying mostly on the presence of a large missing Et, indicating
the escape of a energetic neutrino and thus, most likely, the leptonic decay
of a W boson. The flavor and kinematics of the associated multijet system
provide further handles for the task. In the analysis presented here we have
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fluctuations pull mean pull sigma significance

default −0.133± 0.033 0.970± 0.027 3.282± 0.031
QCD+1σ −0.173± 0.033 0.990± 0.028 3.226± 0.031
tt̄+jets+1σ −0.091± 0.033 0.968± 0.025 3.262± 0.031
QCD−1σ −0.047± 0.036 1.016± 0.035 3.317± 0.033
tt̄+jets−1σ −0.109± 0.031 0.943± 0.025 3.323± 0.031

QCD+1σ, tt̄+jets+1σ −0.189± 0.033 0.964± 0.026 3.305± 0.031
QCD−1σ, tt̄+jets−1σ −0.173± 0.033 0.963± 0.028 3.187± 0.031
QCD+1σ, tt̄+jets−1σ −0.220± 0.033 0.983± 0.027 3.207± 0.031
QCD−1σ, tt̄+jets+1σ −0.124± 0.031 0.919± 0.025 3.221± 0.031

Table 4.40: Nine cases of fluctuations in the QCD and/or the tt̄+jets samples
selected with the multijet trigger.

chosen to completely disregard any information, positive or negative, on the
presence of charged leptons, to retain an inclusive character in the search;
of course, the explicit selection of events with electrons or muons is bound
to increase the signal significance, and on the other hand an explicit veto
on events with these signals –needed for a really orthogonal result, which is
then much easier to combine to leptonic channel searches– would decrease it.
An estimate of the significance which could be obtained in those cases is not
necessary, however, since all we intended to prove was that the final state we
have selected has some potential in the search of a light Higgs boson, despite
the hindrance of huge backgrounds.

It is clear that the analysis we have carried out can be improved in many
ways. We list here a few, to indicate the additional potential of a refined
search.

1. First of all, as we noted in Chapter 3, we could not include in our
datasets the events passing the missing Et plus jet trigger, which oper-
ates at Level 1 with a predicted bandwidth of 0.1 kHz in high-luminosity
running conditions, with thresholds at 100 GeV on Missing Et and 80
GeV on the leading jet’s transverse energy. Our simulation indicates
a much higher rate than the one present in the high-luminosity trigger
table, and we decided to disregard it. The increase in signal efficiency
is not very large if one includes the data accepted by such a trigger,
but of course it would provide some gain in the expected significance
of the search.

2. Our choice of a track-counting b-tagging algorithm was dictated by
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Figure 4.26: Significance distributions for the pseudoexperiments for events
selected by the multijet trigger.

simplicity, and by the fact that the algorithm has been studied in some
detail recently, and its output on fast-simulated monte carlo events ap-
pears in excellent agreement with that of a full simulation of the CMS
detector. Nevertheless, it is certain that a more accurate study of an
optimized b-tagger, tuned for events with several b-quark jets, could
dramatically increase the performance of data selection, given that any
b-tag efficiency increase factor α > 1 would to first order result in a
event efficiency increase of α3. Furthermore, past experience with sim-
ilar searches in CDF and D0 has shown that a combination of different
b-tagging algorithms may win a lot in added discrimination power, and
b-tagging algorithms based on neural networks have already started to
produce improved results, as in light Higgs boson searches[61]. We also
note that the use of a b-tagging algorithm of higher efficiency and/or
purity is of benefit also for the kinematical selection, because a better
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fluctuations pull mean pull sigma significance

default −0.143± 0.034 1.009± 0.028 4.290± 0.031
QCD+1σ −0.161± 0.033 0.967± 0.026 4.295± 0.031
tt̄+jets+1σ −0.139± 0.032 0.954± 0.026 4.247± 0.031
QCD−1σ −0.099± 0.033 0.983± 0.027 4.341± 0.032
tt̄+jets−1σ −0.134± 0.032 0.952± 0.025 4.365± 0.030

QCD+1σ, tt̄+jets+1σ −0.110± 0.033 0.975± 0.027 4.421± 0.031
QCD−1σ, tt̄+jets−1σ −0.196± 0.034 1.012± 0.027 4.208± 0.031
QCD+1σ, tt̄+jets−1σ −0.181± 0.033 0.969± 0.027 4.328± 0.031
QCD−1σ, tt̄+jets+1σ −0.197± 0.032 0.966± 0.026 4.201± 0.030

Table 4.41: Nine cases of fluctuations in the QCD and/or the tt̄+jets samples
selected with the pixel trigger.

definition of the kinematics of the final state is possible if jets are more
often and more correctly assigned to the originating partons.

3. A feature we totally disregarded in our analysis was the identification
and removal of jets originated by primary vertices separated from the
one producing the multijet final state. This is a potentially very useful
handle in high-luminosity events, as indeed is shown by the reduction
in rate provided by the pixel jet requirements discussed in Chapter 3. If
a search for tt̄H events is performed with the multijet trigger in CMS,
without any track information for the level 1 decision, then an offline
veto on jets pointing to vertices separated in z from the leading one is
a very good idea.

4. Although we considered a very large number of kinematical variables
in the attempt at finding a discrimination of signal and backgrounds
–the ones we were able to discuss in this Chapter are only a subset of
those we studied–, the possibility that other strong discriminant are
found by a more careful investigation does exist. Furthermore, despite
the lack of an identified charged lepton makes the single-lepton tt̄H
final state very hard to reconstruct with a kinematic fit, the progress
in technologies using unconstrained final states to extract the top mass
from dileptonic datasets achieved by CDF and D0 suggest that this
might still be a promising avenue for a higher separation of signal and
backgrounds.

5. The use of an advanced algorithm to increase jet energy resolution
promises to provide additional discrimination between signal and back-
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Figure 4.27: Significance distributions for the pseudoexperiments for events
selected by the pixel trigger.

ground in all the kinematical variables connected to the reconstruction
of the decay kinematics, and in particular the masses of Higgs and
hadronically-decaying top quark.

6. Finally, we must not forget that our simplified signal extraction tech-
nique, based on the construction of a single discriminant G, is definitely
sub-optimal. A multi-dimensional approach, such as a neural network
classification or a multi-dimensiona likelihood, are certain to gain a
sizable increase in sensitivity.

We are not in the position of being able to quantify meaningfully the
possible gains in sensitivity that each of the above improvements may bring to
the search. However, past experience with low-mass Higgs boson searches has
shown that the gain offered by several of the above mentioned ingredients –in
particular, items 2,5, and 6– is quite real. We therefore venture to conclude
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Figure 4.28: Comparison between the pseudoexperiments: for the standard,
signal and backgrounds are extracted according to the default distributions.
In red and blue the backgrounds are fluctuated lower and higher by one σ
respectively. The left histogram (a) is for events taken with the multijet
trigger and on the right histogram (b) is for the pixel-multijet trigger.

that 100 inverse femtobarns could indeed allow CMS to observe and measure,
with four to five units of significance, the associated tt̄H production signal
with multijet data. The fact that the analysis of the other possible final states
of tt̄H decay can be added to the one considered here, providing a further
large increase in significance, only demonstrates that associated production
of top and Higgs with H → bb̄ decay has been a bit too hastily removed by
CMS and Atlas from their menu of discovery channels.
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Chapter 5

Conclusions and outlook

In this brief concluding chapter we provide the conclusions of the present
study, and describe the possible developments of a further investigation of
the matter.

5.1 Using the pixel detector at trigger level

1

In this work we have considered the usage of pixel detector information in the
reconstruction of hadronic jets in events collected by the CMS detector under
high luminosity running conditions, to add a small piece of information to
best answer the question of the improvements possible on the physics output
of CMS in case of an upgrade of its triggering capabilities.

It is clear from the outset that an effort to instrument the tracker with the
necessary hardware to enable the processing of silicon information at trigger
level 1 cannot be justified by a mere reconstruction of hadronic jets: if a
justification exists, it certainly lays in the reduction of fake rates of muon
triggers, which saturate the level-1 bandwidth if instantaneous luminosity
exceeds 1034cm−2s−1 and no improvement is made of the muon PT resolution
(see Fig. 5.1). A secondary justification of pixel information in trigger level
1 decision is provided by the measurement of track impact parameter, which
could enable the collection of datasets with a sizable amount of heavy flavor
jets. Jet reconstruction, of course, is an ancillary bonus.

The work we have carried out was indeed motivated by the need of an-
swering the question of what additional benefits could be gained with a pixel
trigger. The question is not totally academic, as we have tried to demon-
strate by presenting the reader with the analysis of multijet data containing
large missing transverse energy, a sample which could provide meaningful
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Figure 5.1: First level trigger and HLT single muon trigger rates as a function
of the Pt threshold at LHC. The rates are shown separately for level 1 and
HLT (level2 and level 3), with and without isolation applied at levels 2 and
3. The rate generated in the simulation is also shown.
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information on the associated production process tt̄H with any decays where
charged leptons did not provide a clear signature.

In order to understand the full potential of pixel information for a level
1 decision we developed a jet reconstruction algorithm based solely on pixel
tracks. The reconstruction of jets of course suffers from the absence of neu-
trals, and from the very limited resolution which can be obtained on track
momentum by the use of three-point fits to the track helices. Nonetheless,
jets can indeed be found and their characteristics measured with meaningful
resolution. In particular, the interaction point along the z axis can be mea-
sured with a resolution of a few millimeters, enabling the discrimination of
jets originated by the triggering interaction and the rejection of those created
by the scores of additional hard and semi-hard interactions that each bunch
crossing will originate at high luminosity.

The use of pixel information for jet reconstruction can indeed, by virtue
of the identification of the true vertex, significantly reduce the jet energy
thresholds required to maintain the rate of inclusive jet triggers below a
reasonable threshold.

Of course, what we considered in this study was an ideal case when the full
granularity of the pixel detector becomes magically available to the trigger
decision at level 1. This has been demonstrated to be unfeasible with the
existing hardware in the tracker of CMS, and quite hard, if not similarly
impossible, with an upgraded detector retaining a similar geometry. A much
more realistic approach would be that of considering ”tiles” of double columns
of pixels: information on their occupancy still allows the reconstruction of
the coordinate of the primary interaction vertex along z. Double columns
could in principle be read with optical fibres and the existing detectors, but
that option, too, has remained hypothetical so far.

5.1.1 Tracker upgrade for SLHC and tracking trigger

In the last few years the possible design of an upgraded tracker for the CMS
experiment, to be used for a ”Super-LHC” phase of running (with expected
luminosity reaching 1035cm−2s−1), has been studied by at least two indepen-
dent groups. The design is required to yield the triggering capabilities which
are needed to suppress the rate of low-momentum muon tracks, as well as
to support the identification of events of interest still provided by the other
detector components.

The RD program for the upgrade of the tracker for Super-LHC (SLHC) [62]
has been recently approved and sets the guidelines for the development of a
tracking trigger. The design of the upgraded tracker and trigger systems will
be closely linked from the start, and their performace must be optimised in
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parallel, since the requirements of triggering and precision tracking using the
same sub-detector, potentially conflict.
Among the proposals for a tracking trigger, the use of pixels for triggering at
SLHC has been studied in some detail [63]. At SLHC ∼ 100 proton-proton
collisions every 12.5 ns are expected to occur, in contrast to only ∼ 25 for
normal LHC operations. Each proton bunch crossing will generate much
more than the present 1 MB of data, and the expected data transfer to disk
will not exceed the rate of about ∼ 100 Hz. Hence the increased luminosity
will lead to a drastic revision of the existing trigger strategies.
The rate of the single muon trigger in figure 5.1 shows that it is not sufficient
to increase the cut on the Pt of the muon because of the poor transverse
momentum resolution at high Pt of the muon trigger alone. When it is used
together with the tracker, the gain in resolution helps to lower the trigger
rate.
Due to the shape of the underlying background distribution the required first
level trigger rate reduction for SLHC cannot be achieved by increasing the
redesigned first level trigger thresholds, even if one is willing to pay the price
of cutting useful physics signals. Furthermore, the increase in minimum bias
events of about a factor of 5 will degrade the efficiency and purity to select
Higgs and other exotic signals.
One possibility is to try and use the HLT tracking algorithm with as few
changes as possible at the first level trigger with full pixel granularity. A
regional approach, defining trigger towers in the detector, can be used to
reduce the combinatorics.

The task of reading silicon detector information, processing it and per-
forming a suitable track reconstruction, however, remains formidable, despite
the successful example of the Silicon Vertex Tracker which has operated so
well in the Run II of the CDF experiment at the Tevatron. It is presently
debated whether the use of associative memories containing track patterns is
the best option to reconstruct charged tracks, when used in conjunction with
muon detector primitives which can also identify tracks but yield a much
worse momentum resolution.

It is thus clear that in such a fluid situation any study of physics prospects
with the Super-LHC can provide useful information. If the improvement of
muon momentum resolution is the main goal, on the other hand one needs to
also provide a physics case justifying the effort. The study of the characteris-
tics of the Higgs boson, its production properties, its quantum numbers, and
a direct measurement of its coupling to fermion fields, are all issues which
have to be taken in consideration. The associated production of top quarks
and a Higgs boson may not only be an important ingredient in the Higgs
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searches at low mass, in case the extraction of a diphoton mass peak turned
out to be harder than expected: it is in fact a process which can and should
be measured by the full potential of the CERN facilities.

5.2 Conclusions on associated top-Higgs pro-

duction

In this study we have tried to demonstrate that the search for associated
production of a top quark pair and a Higgs boson is not hopeless with CMS.
We considered a final state which has several drawbacks with respect to the
more classical signatures of top decay: a low trigger efficiency, the use of
missing transverse energy – which is problematic in CMS due to its poor
resolution–, and the study of a final state which prevents a kinematical fit to
reconstruct fully the decay kinematics. We have, so to speak, taken the op-
posite approach with respect to our optimistic study of full pixel granularity
for level 1 triggering, because we considered the least promising situation.

The fact that with 100fb−1 of data a signal of tt̄H production could emerge
from CMS data –provided a more careful study is carried out than the one
we have been able to present in this thesis– should motivate further studies
on this channel, which seems instead to have been abandoned recently. In
Chapter 4 we have discussed several improvements to the analysis which
could achieve a lot in terms of sensitivity increases.

We remain optimistic about the prospects of a tt̄H search in CMS, es-
pecially since global fits to electroweak observables point to a light mass
for the Higgs boson. If the Higgs exists, it now appears likely that it will
be discovered by LHC only through a painstaking analysis of all low-mass
signatures.
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