
Sede Amministrativa: Università degli Studi di Padova
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Abstract

The thesis is articulated in three chapters in which I explore methodological aspects of

sequence analysis for life course studies and I present some empirical analyses. In the first

chapter, I study the reliability of two holistic methods used in life-course methodology.

Using simulated data, I compare the goodness of classification of Latent Class Analysis

and Sequence Analysis techniques. I first compare the consistency of the classification

obtained via the two techniques using an actual dataset on the life course trajectories

of young adults. Then, I adopt a simulation approach to measure the ability of these

two methods to correctly classify groups of life course trajectories when specific forms of

“random” variability are introduced within pre-specified classes in an artificial datasets.

In order to do so, I introduce simulation operators that have a life course and/or obser-

vational meaning. In the second chapter, I propose a method to study the heterogeneity

in life course trajectories. Using a non parametric approach, I evaluate the association

between Optimal Matching distances and a set of categorical variables. Using data from

the National Longitudinal Study of Adolescent Health (Add-Health), I study the hetero-

geneity of early family trajectories in young women. In particular, I investigate if the OM

distances can be partially explained by family characteristics and geographical context

experienced during adolescence. The statistical methodology is a generalization of the

analysis of variance (ANOVA) to any metric measure. In the last chapter, I present an

application of sequence analysis. Using family transitions from Wave I to Wave IV of

Add-health, I investigate the association between life trajectories and health outcomes at

Wave IV. In particular, I am interested in exploring how differences in timing, quantum

and order of family formation transitions are connected to self-reported health, depres-

sion and risky behaviors in young women. Using lagged-value regression models, I take

into account selection and the effect of confounding variables.
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Riassunto

La tesi è articolata in tre sezioni distinte in cui vengono afffrontati sia aspetti metodologici

che analisi empiriche riguardanti l’analisi delle sequenze per lo studio del corso di vita.

Nel primo capitolo, viene presentato un confronto tra due metodi olistici per lo studio del

corso di vita. Usando dati simulati, si confronta la bontà di classificazione ottenuta con

modelli di classi latenti e tecniche di analisi delle sequenze. Le simulazioni sono effettuate

introducendo errori di tipo stocastico in gruppi omogenei di traiettorie. Nel secondo

capitolo, si propone di studiare l’eterogeneità nei percorsi di vita familiare. Usando un

approccio nonparametrico, viene valutata l’associazione tra le distanze ottenute tramite

l’algoritmo di Optimal Matching ed un insieme di variabili categoriche. Usando i dati

provenienti dall’indagine National Longitudinal Study of Adolescent Health (Add-Health),

si studia l’eterogeneità nei percorsi di formazione familiare di un campione di giovani

donne statunitensi. La metodologia statistica proposta è una generalizzazione dell’analisi

della varianza (ANOVA) . Nell’ultimo capitolo, si presenta un’applicazione dell’analisi

delle sequenze per dati longitudinali. Usando i dati sulla transizione alla famiglia dalla

prima alla quarta rilevazione nell’indagine Add-Health, vengono studiate le associazioni

tra transizioni familiari e diversi indicatori di salute. In particolare, viene studiato come

alcune caratteristiche legate alle transizioni familiari (timing, quantum, sequencing) siano

associate allo stato generale di salute, depressione e comportamenti a rischio. La selezione

e l’effetto di variabili confondenti sono prese in considerazione nell’analisi.
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1. Introduction

1.1. Overview and Section

The thesis is articulated in three chapters in which I explore methodological aspects of

sequence analysis for life course studies and I present some empirical analyses. During the

last decade, there has been an increasing interest in the “holistic” approach to life course

analysis. Rather than focusing on the timing of an event, (e.g childbirth, marriage/co-

habitation, living parental home) the holistic approach focuses on the trajectories, i.e.

the whole part of life course. The aim of the two strategies is different. In a event-based

strategy the timing of an event is the variable of interest usually as related to covari-

ates that can be either constant or varying over time. The standard set of statistical

techniques is event history analysis, also known as (multivariate) survival analysis. The

holistic approach considers the joint evolution over time of events in life course. The

variable of interest is not the timing of an event (or a set of events), but rather the entire

trajectory. Life course trajectories can be analyzed by representing the original data, i.e.

each individual’s life course, as a sequence of states. Each sequence is then considered as

a whole in the input of statistical analysis. Consequently, studying individual sequences

allows to focus not only on the timing of a single event but also on the occurrence, the

ordering and the synchronization between different life dominions. This approach is par-

ticularly effective to study complex period of the life course such as the transition to

adulthood or family formation (Billari, 2005).

In the first section of the thesis, I study the reliability of two holistic methods used

in life-course methodology. Using simulated data, I compare the goodness of classifi-

cation of Latent Class Analysis (LCA) and Sequence Analysis (SA). Although the two

methods come from very different statistical tradition, they both have been applied to
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recognize typical patterns in life course trajectories. Sequence Analysis is a pure algo-

rithmic technique used to measure the “social distance” between individuals (Abbott and

Tsay, 2000). There is no parameter estimation and the resulting output is a matrix of

dissimilarities. Distances are then used as input in data reduction techniques, mainly

clustering. Latent Class Analysis refers to an unobserved discrete mixture distribution

(Hagenaars and McCutcheon, 2002). The estimates can be interpreted as the contribu-

tion of every observed variable on defining the class. Both the methods allow to aggregate

individuals in homogeneous groups. Doing so, the researcher can simplify the complexity

of the life course defining typical pattern of transitions. It is not clear, however, how

reliable are the two methods. Are the two methods equivalent? Under what conditions

do they produce different results? In the case of life course analysis, we are interested in

variations in timing, quantum and sequencing of demographic events. I investigate the

reliability of LCA and SA under random variations of life trajectories. I propose a sim-

ulation approach to test the robustness of the two methods. I simulate an hypothetical

dataset with different groups of family transitions and I introduce stochastic disturbances

to test the classification power of the two techniques. Furthermore, I test the consistency

of the classification obtained via the two techniques using an actual dataset on the life

course trajectories of young adults. The results contribute on the one hand to outline the

usefulness and robustness of findings based on the classification of life course trajectories

through LCA and SA, on the other hand to illuminate on the potential pitfalls of actual

applications of these techniques.

In the second chapter, I propose a method to study the heterogeneity in life course

trajectories. Using a non parametric approach, I evaluate the association between the

dissimilarity matrix obtained by Optimal Matching algorithm (OM) and a set of cate-

gorical variables. Using data from the National Longitudinal Study of Adolescent Health

(Add-Health), I study the heterogeneity of early family trajectories in young women.

In particular, I investigate if the OM distances can be partially explained by family

characteristics and geographical context experienced during adolescence. The statisti-

cal methodology is a generalization of the analysis of variance (ANOVA) in the case of

semi-metric and non-metric measures. This method has been introduced in ecology by

14



Anderson (2001b) and McArdle and Anderson (2001) to ecosystem analysis and it has

been used by Zapala and Schork (2006) in order to evaluate genetic relations. Since

OM distances cannot be assumed normally distributed, I use a permutation approach to

assess the statistical significance of the association tests. In this section, I present both

univariate and multivariate association tests.

In the last chapter, I present an application of sequence analysis to longitudinal data.

Using family transitions from Wave I to Wave IV of Add-health, I investigate the as-

sociation between life trajectories and health outcomes at Wave IV. In particular I am

interested in exploring how differences in timing, quantum and order of family formation

transitions are connected to self-reported health, depression and risky behaviors in young

women. Using lagged-value regression models, I take into account selection and the effect

of confounding variables. Previous studies on health and marital status (Harris et al.,

2010; Koball et al., 2010; Wood et al., 2007) focused on changes that occur in marital

status rather than the entire trajectory. Sequence analysis allows to analyze the develop-

ment of life course in order to evaluate if characteristics such as the complexity and the

order of life sequences have an impact on later outcomes. Last, I present six typologies of

life-trajectories obtained using cluster analysis and I explore the association with health

outcomes.

1.2. Main Contributions of the Thesis

• I propose a method to simulate life course trajectories. Starting from an artificial

dataset of homogeneous life courses, I propose a series of sequence operators in

order to introduce heterogeneity in timing, quantum and sequencing in life course

sequences.

• Using simulated data, I compare the goodness of classification of latent class models

and sequence analysis for life trajectories.

• I compare the performances of different distance measures for sequence analysis:

Optimal Matching algorithm (OM) and Longest Common Subsequences (LCS)

15



• I propose a method for studying the heterogeneity of life course trajectories. I intro-

duce a method for the analysis of variance using Optimal Matching dissimilarities.

The statistical significance is assessed using permutation tests.

• I apply sequence analysis techniques to the National Longitudinal Sample of Ado-

lescent health (Add-Health) in order to investigate the association between family

formation trajectories and health from a life course perspective.

16



2. Classifying life course trajectories: a
comparison of latent class and
sequence analysis

2.1. Introduction

In recent years, there has been a significantly growing interest in the holistic study of life

course trajectories, i.e. in considering whole trajectories as a unit of analysis, both in a

social science setting and in epidemiological and medical studies. A particular focus of

such research has been the classification of individuals according to life course trajectories,

so to develop typical classes, or groups, of trajectories. This chapter contribute to this

line of research by assessing the robustness and consistency of the findings obtained using

two of the most widespread approaches to such problem, latent class analysis (LCA from

now onwards) and sequence analysis (SA from now onwards).

The two techniques, LCA and SA, come from different statistical background. Sequence

Analysis, in its various specifications, is based on algorithmic, or data mining, approaches

aimed at making use of measures of dissimilarity, or distance, between individual trajecto-

ries (see, e.g., Abbott, 1995; Abbott and Tsay, 2000; Billari and Piccarreta, 2005; Elzinga,

2006; Brzinsky-Fay and Kohler, 2010). The SA approach is fully nonparametric, and the

standard output of the first step of SA analyses is a matrix of dissimilarities. In the

second step, SA-based dissimilarity matrices are then used as inputs in data reduction

techniques, mainly cluster analysis or multidimensional scaling. Groups obtained via data

reduction can be used, in a third step, in subsequent analyses, e.g. on the determinants

or consequences of life course trajectories. Latent Class Analysis, in its various specifica-

tions, is based on a probabilistic modeling approach, with a finite mixture distribution as

17



the data generating mechanism (see, e.g., Hagenaars and McCutcheon, 2002; Lin et al.,

2002; Reboussin et al., 2002; Beath and Heller, 2009; Bruckers et al., 2010; Pickles and

Croudace, 2010). The underlying hypothesis in LCA models is that individuals belong

to a finite number of classes (i.e., the values of a categorical variable) that cannot be

observed. The estimating procedure aims at estimating the probability of class member-

ship for each trajectory based on observed data via, usually, a likelihood function. LCA

can also be embedded in more complex structural models, where the determinants and

consequences of trajectories are included in the model, or life course trajectories are seen

in parallel with other processes. Estimates are commonly obtained through an EM algo-

rithm. In terms of classification, LCA also provides the contribution of every observed

variable on the definition of classes.

In the social sciences, the analysis of life course trajectories has been applied to elicit

typical pathways in the transition to adulthood, professional careers, family and fertility,

criminal careers. Using either LCA or SA techniques, individuals are assigned to ho-

mogeneous classes that are interpreted as representing typical behaviors (Aassve et al.,

2007; McVicar and Anyadike-Danes, 2002; Blair-Loy, 1999; Macmillan and Eliason, 2003;

Amato et al., 2008; Nagin and Tremblay, 2005; Roeder et al., 1999; Tremblay et al., 2004;

Groff et al., 2010). The resulting distribution in groups can be used to test a specific

theory or to compare cohorts, subpopulations or the same population across time and/or

space (Billari, 2001; Widmer and Ritschard, 2009). Furthermore, class membership can

be used as an explanatory variable for further analyses (McVicar and Anyadike-Danes,

2002; Mouw, 2005; Billari and Piccarreta, 2005; Amato et al., 2008). Sequence analysis

has also been used in geographical and mobility studies focusing on transitions that occur

not only in time, but also in space. The resulting trajectories represent a set of transitions

that individuals experience across time in different locations in space. For example, a SA

approach has been used to describe the trajectories of tourists choice behavior (Bargeman

et al., 2002; Shoval and Isaacson, 2007), or to classify individuals based on their mobility

and daily-activity patterns (see e.g. Wilson, 2001; Schlich and Axhausen, 2003; Stovel

and Bolan, 2004; Wilson, 2008; Saneinejad and Roorda, 2009; Vanhulsel et al., 2010)

In biostatistics and epidemiology, most applications make use of LCA or related models.

18



LCA models are used to identify typical patterns in the evolution of health status during

life course and to analyze their determinants (see e.g. Hayford, 2009; Dunn et al., 2006;

Harrison et al., 2009; Bruckers et al., 2010; Croudace et al., 2003). Other studies focus on

the link between health or behavioral trajectories and later outcomes during life course

(Hamil-Luker and O’Rand, 2007; Lajunen et al., 2009; Berge et al., 2010; Savage and

Birch, 2010; Haviland et al., 2007). Despite SA techniques were first used in genetics

and biostatistics to compare DNA sequences, there are no applications of SA in the

study of the evolution of health trajectories during the life course. This is partially

motivated by the fact that these studies generally focus on the evolution across time of

continuous variables, while SA techniques are generally used to describe trajectories of

discrete states. Nevertheless, a large array of medical applications can be described as

a sequence of discrete states. For example, the evolution of BMI across life course can

be described in categories (e.g. underweight, normal weight, overweight or obese status)

using suitable thresholds. Also, SA methods may be used to describe the occurrence

and persistence of particular health status such as hypertension, depression or physical

limitations.

For what follows, this chapter will particularly focus on the event-based interpretation

of holistic approaches to the analysis of life courses. Within this interpretation, the aim of

holistic methods is to study simultaneously the timing of events in the life course (when

do events happen?, e.g. when do individuals experience their first sexual intercourse or

smoke their first cigarette), their sequencing (in which order do events happen?, e.g. do

individuals have a child prior to marriage or stop smoking before the birth of a child), and

their quantum (how many events happen?, e.g. how many births do they have) (Billari,

2005).

In the remainder of this chapter, I compare the performance LCA and SA and test

their consistency. In particular, I focus on the use of LCA and SA as devices to obtain

classes of individual life course trajectories. After a brief introduction and review of

the relevant literature, I compare the consistency of the classification obtained via the

two techniques using an actual dataset on the life course trajectories of young adults.

Then, a simulation approach is adopted to measure the ability of these two methods
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to correctly classify groups of life course trajectories when specific forms of “random”

variability are introduced within pre-specified classes in an artificial datasets. In order

to do so, I introduce simulation operators that have a life course and/or observational

meaning. The results obtained contribute on the one hand to outline the usefulness and

robustness of findings based on the classification of life course trajectories through LCA

and SA, on the other hand to illuminate on the potential pitfalls of actual applications

of these techniques.

2.2. Life course trajectories as categorical time series

Life course trajectories can be described as the observation, over the course of an indi-

vidual’s time (i.e. age), of a number of events (i.e. life events) triggering a change in

a corresponding number of categorical states. The approach used in the analyses can

however, without loss of generality, be extended to states that are measurable on a quan-

titative scale (e.g. systolic blood pressure level, income) over discrete time units. It can

also be used to represent the life course of units other than individuals (e.g., households,

organizations, institutions, . . . ).

The concept of trajectory derives from the interdisciplinary systematization of the life

course paradigm proposed by Elder (1985), in which life course trajectories usually refer

to the joint occurrence of events in multiple life domains. For example, one may want

to have a representation of the evolution of union status, childbearing and work history.

Trajectories can be analyzed by representing the original data, i.e. each individual’s life

course, as a sequence of states. Each individual i can be associated to a variable sit

indicating her/his life course status at time t. As one can assume that sit takes a finite

number of values, trajectories can be described as categorical time series. In other terms,

trajectories can be represented as strings or sequences of characters, with each character

denoting one particular state. The state-space, (i.e the alphabet from which sequences

are constructed) has a finite number of elements and represent all the possible states that

an individual can take in each time period. For instance, a woman who is single for 12

months since the start of our observation (e.g., age 18), then starts a cohabitation lasting
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5 months and then marries and remains married for 7 months can be described as follows:

SSSSSSSSSSSSCCCCCMMMMMMM

In this case, the state-space has 3 values (S=single; M=married; C=cohabiting).

More formally, let us define a discrete-time stochastic process St : t ∈ T with state-

space Σ = {σ1, . . . σK} with realizations sit with i = 1 . . . n. The life course trajectory of

the individual i is described by the sequence si = {si1 . . . siT}.

For practical reasons, a more compact representation of sequences, which we shall use

later on, involves counting the repetitions of a state, which in the former example be-

comes as follows:

(S,12)-(C,5)-(M,7)

Life course sequences {si1 . . . siT} can be alternatively represented by a series of vectors

{yit, . . .yiT} where the K categories of sit are represented by M = K−1 binary variables.

This representation is particularly useful in the latent class framework, where the series

of binary observations are included in the model through a logistic link.

I now briefly review the use of Latent Class Analysis and Sequence Analysis in the

study of life course trajectories.

2.3. Latent Class Analysis of life course trajectories

Latent Class Analysis (LCA) is a statistical technique used (also) to classify individuals

based on a set of categorical outcomes (Lazarsfeld and Henry, 1968; Goodman, 1974;

McCutcheon, 1987; Clogg, 1995; Hagenaars and McCutcheon, 2002). The underlying

assumption of LCA is that individuals belong to classes that are unobserved (latent),

but for which observed data provide adequate information on class membership through

a likelihood function. When data are collected longitudinally, the use of LCA is usually

defined “latent trajectory modeling” or “longitudinal latent class analysis” (Vermunt,

2008b; Beath and Heller, 2009; Collins and Wugalter, 1992).
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In the LCA framework, it is convenient to represent the life course trajectory as a

series of binary vectors indicating the simultaneous occurrence of states in different life

domains. Let us assume that there are i subject, j = 1, . . . ,M life domains, c = 1, . . . , C

classes and t = 1, . . . , T periods. The conditional likelihood for each subject is:

P (yi11., . . . , yiMT |ci = c) =
T∏
t=1

M∏
j=1

πyijtcjt (1− πcjt)1−yijt ,

where πcjt is the probability of jth outcome =1 at time t for class c, constrained to be

between zero and one by transformation through, for example, the logistic scale.

Summing over the classes, weighted by ηc, one obtains the marginal likelihood:

P (yi11, . . . , yiMT ) =
C∑
c=1

ηcP (yi11, . . . , yiMT |ci = c)

LCA assumes that the structure of correlation between observed variables is completely

explained by latent factors. This condition is called “conditional indipendence”, that is

P (yi11., . . . , yiMT |ci = c) ⊥⊥ P (yi11., . . . , yiMT |ci = d) with d 6= c (Espeland and Handel-

man, 1989; Hagenaars, 1988; Uebersax, 1999). The longitudinal structure of the model

can be represented by figure 2.1.

Figure 2.1.: Latent class structure for longitudinal data, (Beath and Heller, 2009)

The principal drawback of using standard LCA for longitudinal data is that these mod-

els do not take in consideration the time correlation between variables. The same variable

measured in different time periods is, in fact, considered independent. In the recent years,

various forms of correction have been proposed to adjust for temporal correlation between
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observations, mainly including a random effect in the model (Vermunt, 2008a; Beath and

Heller, 2009; Hadgu and Qu, 1998; Vermunt, 2003). In later analyses, I refer to the more

standard version of LCA applied to longitudinal data.

2.4. Sequence analysis and Optimal Matching

Sequence analysis is a family of algorithm based techniques used to quantify distances

between categorical time series. Optimal Matching algorithm (OM) is the most known

technique that has been applied to social science. The development of OM started in the

seventies and the technique has been described in details by Kruskal (1983). Basically,

OM expresses distances between sequences in terms of the minimal amount of effort,

measured in terms of edit operations, that is required to change two sequences such that

they become identical. A set that is composed of three basic operations to transform

sequences is used: Ω = {i, δ, σ}, where i denotes insertion (one state is inserted into the

sequence), δ denotes deletion (one state is deleted from the sequence) and σ denotes sub-

stitution (one state is replaced by another state). To each of these elementary operations

ωk ∈ Ω, a specific cost can be assigned, c(ωk). If K basic operations must be performed

to transform one sequence into another the transformation cost can be computed as

c(ω1, . . . ωK) =
∑K

k=1 c(ωk).

A specific cost can be assigned to each operation, and the total cost of applying a series

of edit operations can be computed as the sum of the costs of single operations. The

distance between two sequences can thus be defined as the minimum cost of transforming

one sequence into the other one. Hence, the resulting output is a symmetric matrix of

pairwise distances that can be used for further statistical analysis, mainly multivariate

analysis. Optimal Matching is a family of dissimilarity measures derived from the measure

originally proposed in the field of information theory and computer science by Vladimir

Levenshtein (Levenshtein, 1965). Abbott (1995) adapted OM to social science assigning

to three elementary operations different costs, based on the social differences between

states (Lesnard, 2006). The choice of the operations’ costs determines the matching

procedure and influences the results obtained. This is a major concern about the use
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of this technique in social sciences (Wu, 2000). A common solution for assessing the

substitution costs is to use the inverse of the transition probability, in order to assign

higher costs to the less common transitions (Piccarreta and Billari, 2007).

2.4.1. Sequence-based alternatives to Optimal Matching Algorithm

The use of OMA in the analysis of life course trajectories has often been criticized. (for

a recent review see Brzinsky-Fay and Kohler, 2010; Aisenbrey and Fasang, 2010).

First, it is difficult to attribute a sociological meaning to the sequence operations

(Lesnard, 2006). In biology the three edit operations used in OM are of little theoretical

relevance since there is no resemblance with bio-chemical processes. However, differently

from biological sequences, social sequences are time referenced. Therefore, the edit oper-

ations in social sequences imply modifications in the time scale. In particular, insertion

and deletion operations warp time in order to match identically coded states but occur-

ring at different moments in their respective sequences. On the other hand, substituting

two events conserve the original time scale of events without warping time. A simple so-

lution to avoid indel operations is to use the Hamming distance (Hamming, 1950). The

Hamming distance measures the minimum number of substitutions required to change

one string into the other.

Second, the choice of costs is a major concern on the use of OM for social sciences

because their arbitrariness and the weak link to theory. Critics argue that the resulting

distances are meaningless from a sociological point of view (Levine, 2000). In the case

in which there is no a clear ranking between the different states, the definition of cost

is necessarily arbitrary. A common practice is to set constant costs independent to the

states that are substituted. This is equal to set c(i) = c(δ) and c(σ) = 2c(δ). Using

this approach, c(i) is a scaling factor, and the dissimilarity between two sequences is

proportional to the (minimum) number of operations that are needed to transform one

into another, with double weight given to substitution. The reason for setting c(σ) = 2c(δ)

is that, in a constant cost framework, substitution is equivalent to a deletion followed

by an insertion. Alternatively, it is possible to adopt a data-driven approach, i.e. using

substitution costs that are inversely proportional to transition frequencies (Piccarreta
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and Billari, 2007). Consider two states, a and b. Let Nt(a) and Nt(b) be the number of

individuals experiencing respectively a and b at time t, and Nt,t+1(a, b) be the number of

individuals experiencing a at time t and b at time t + 1. The transition frequency from

a to b is

pt,t+1(a, b) =

∑T−1
t=1 Nt,t+1(a, b)∑T−1

t=1 Nt(a)
(2.1)

The cost of substituting a for b is c(σ; a, b) = c(σ; b, a) = 2−pt,t+1(a, b)−pt,t+1(b, a) if a 6=

b. This cost specification takes into account the occurrence of the events weighting more

those transitions that are less frequent. A possible critic is that transitions at different

age are qualitatively different. For this reason, Lesnard (2006) proposes a modification of

the Hamming distance using dynamic costs. The “Dynamic Hamming Distance” (DHD)

is based on time-varying substitution costs ct(σ; a, b).

Third, it is not clear how to treat missing data and censoring among sequences. In

fact, unequal sequence length due to censoring should not contribute to distance between

sequences. A common practice is to restrict the analysis to sequences of the same length

in order to avoid distortions due to comparing sequences of different length. Elzinga

(2006) proposes different measures for categorical time series that are valid for sequences

of different length and do not require cost specification. The basic idea is to compare the

number of common subsequences of two sequences in order to asses a similarity measures.

A subsequence is a sequence that can be derived from another sequence by deleting some

elements without changing the order of the remaining elements. For example, ABD

is a subsequence of ABCDE. Remarkable subsequences are the prefix and the suffix

of a sequence, that are, respectively, the first (last) k elements of a sequence. Elzinga

(2006) reviews in details different distance measures based on subsequences. The basic

idea is that two sequences are very similar if they have in common long subsequences.

In this way, the length of common subsequences can be used as an indicator of the

similarity of two strings. Suitable measures based subsequences are: the longest common

subsequence (LCS); the longest common prefix (LCP) and the longest common suffix

(RLCP). The theoretical basis of these measures come from information science and

their great advantage is that the researcher does not need to specify any operation costs.
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Other solutions that have been proposed rely on OM with some modifications. For

example, Hollister (2009) and Gauthier et al. (2009) analyze different cost specification,

while Halpin (2010) proposes a modified version of the algorithm where OMs elementary

operations are weighted inversely with episode length.

2.5. The consistency of LCA and SA: an example using
real life course data

One of the main challenges of studying the life course is the complexity of life course

data (Giele and Elder, 1998). It is a common practice in life course analysis to identify

sensible periods of the life course using a set of different markers coming from different

life domains. For instance, transition to adulthood can be described with five life course

transitions: finishing school, beginning full-time employment, entering a non-marital

cohabitation, becoming a parent, and getting married. The fact that these transitions

can occur in different orders and at different ages yields to an enormous number of

possible combinations. To study the diverse experiences of transition to adulthood, it

is necessary to reduce the number of pathways to a manageable number. Amato et al.

(2008) propose to use latent class analysis to create family formation pathways for women

between the age of 18 and 23. Input variables include cohabitation, marriage, parenthood,

full-time employment, and school attainment. Data (n = 2, 290) come from Waves I

and III of the National Longitudinal Study of Adolescent Health (Add Health). The

analysis revealed seven latent pathways: college- no family formation (29%), high school–

no family formation (19%), cohabitation without children (15%), married mothers (14%),

single mothers (10%), cohabiting mothers (8%), and inactive (6%). Figure 2.2 shows the

estimates of a latent class model.

Would a sequence analysis lead to the same results? The first possible test is to run

a sequence analysis with the same data and compare the groups obtained by the two

methods. Family formation trajectories can be described by the joint occurrence of the

five variables described above. The resulting sequence is 6 period long and the state-space

is composed 25 = 32 elements resulting from the combination of the possible states. It
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Figure 2.2.: Latent class representation of early family formation. Women 18-23 years
old. Add-health, (Amato et al., 2008)

follows that the number of possible sequences is 326. To compare the LCA solution with

sequence analysis, I calculated the dissimilarity matrix using different distances: OM

with transition costs; Longest Common Subsequence (LCS); OM with constant costs;
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Dynamic Hamming Distance (DHD); Longest Common Prefix (LCP); Longest Common

Suffix (RLCP); Hamming distance. Starting from each of these dissimilarity matrices,

a cluster analysis is conducted using the Ward algorithm. Then I derive a measure of

agreement in classification between the LCA solution and the cluster solutions derived

by the SA approaches. The agreement in classification is measured with the Rand index

(Rand, 1971) that measures the proportion of couples of observations classified in the same

group by two cluster solutions. The corrected version of Rand Index (Morey and Agresti,

1984) accounts for the agreement due to chance. Results are presented in table 2.1. A

detailed description of the clustering method and the classification index is presented in

section 2.6.3.

Table 2.1.: Agreement in classification between LCA and SA techniques

Rand index Corrected Rand index
OM with empirical costs 0.88 0.59
Longest common subsequence (LCS) 0.87 0.55
OM with constant costs 0.86 0.52
Dynamic Hamming distance (DHD) 0.86 0.50
Longest Common Prefix (LCP) 0.77 0.26
Longest Common Suffix (RLCP) 0.71 0.19
Hamming distance 0.71 0.19

In this example, Optimal Matching with empirical-derived costs gives the closest so-

lution to the classes identified by LCA. The rand index is 0.88 meaning that among all

the possible pairs of observations, almost the 90% are classified in the same group using

the two methods. The corrected version of the Rand index accounts for the proportion

of agreement due to chance and reduces the percentage of couples classified in agreement

to 59%. The LCS distance does not imply any cost settings. The cluster solution ob-

tained with this method is very similar to the OM solution (0.87 Rand index, 0.55 the

corrected version). Using constant costs does not substantially decrease the agreement

with respect to the OM version with empirical costs. Also the use of dynamic costs based

on the age of the respondent does not change the percentage of agreement between the

two classification. On the other hand, the cluster solutions obtained with the remain-
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ing distances (LCP; RLCP and Hamming distance) diverges substantially from the LCA

solution presented in the paper by Amato et al. (2008).

This example does not motivate the use of a particular distance respect to the others,

but gives a first indication on the consistence of different statistical methods for life course

analysis. In particular it is interesting to notice that, in this case, the two methods that

lead to a closer solution to LCA are OM with transition costs and LCS. In the simulations

presented in this chapter, I compare LCA with these two methods for sequence analysis.

Although the different approaches for life course classification seem to be consistent (in

particular between LCA and OM), it is not possible to draw any conclusion on the

reliability of the methods if the generating mechanism of life course sequences is unknown.

2.6. A simulation study

I propose a simulation approach to study the factors affecting the goodness of LCA and

SA techniques. The simulation procedure can be summarized in 4 steps:

1. Define typical groups of life course trajectories

2. Introduce variability in timing, quantum and sequencing

3. Classify individuals of the artificial dataset using Latent Class and Optimal Match-

ing techniques

4. Compare classification obtained with the two techniques with the real groups

A simulation approach to test the reliability of SA techniques has been previously pro-

posed by Wilson (2006) to test the performances of the ClustalG multiple alignment

package. The simulation study proposed in this chapter, however, follows a different ap-

proach. Instead of starting from a stochastic generating mechanism, the reliability of SA

techniques is tested increasing the level of heterogeneity among groups of sequences.

2.6.1. Defining typical groups of life course trajectories

Let us define 4 different groups of life course trajectories using a simple state-space

composed by the states S,C,M. For each sequence, I set the length equal to 30 and S
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as initial state. Then, I repeat every typical sequence 250 times obtaining an artificial

dataset of 1000 observations. The dataset can be considered as a monthly (quarterly)

collection of data indicating the marital/union status of an individual. One, for example,

can consider S as single, C as cohabiting and M as married. Let us define 4 “typical”

groups of sequences:

1. (S,10)-(C,10)-(M,10)

2. (S,20)-(C,5)-(M,5)

3. (S,10)-(C,5)-(M,10)-(C,5)

4. (S,20)-(M,10)

Where (X, t) indicates t periods in state X. Individuals from group 1 are single for 10

periods than they cohabit for 10 periods and then they stay in marriage until the end of

the sequence. Groups differ for timing, quantum and order. For example, group 1 differs

from group 2 because individuals exit state S earlier, from group 3 because of the order

of states M and C and from group 4 because they experiences state C.

2.6.2. Introducing variability in the typical sequences

To test the reliability of the two methods, I introduce random perturbations in timing,

quantum and sequencing of trajectories. The idea is to confound the latent groups mod-

ifying sequences with different sources of noise. Thus, I introduce a series of sequence

operators that modify life trajectories. These operations introduce variability in the

groups. Even if these operations have not a specific meaning in the social sciences, I tried

to mimic some behaviors observed by individuals during the life course.

Let us define the following operators:

• Postponement

With probability p (postponement rate), copy status from time t to time t+ 1
S S S S S S S S S S C C C C C C C C C C MM M M M M M M M M
S S S S S S S S S S S C C C C C C C C C C M M M M M M M M M
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• Slicing

With probability p (slicing rate), exchange two subsequence of the same length
S S S S S S S S S S C C C C C C C C C C MMMMM M M M M M
S S S S S S S S S S C MMMMC C C C C C C C C M M M M M M

• Inversion

With probability p (inversion rate), exchange all the elements C with elements M
S S S S S S S S S S C C C C C C C C C C M M M M M M M M M M
S S S S S S S S S S MMMMMMMMMMC C C C C C C C C C

• Mutation

With probability p (mutation rate), substitute sequences status at time t with a

random element of the alphabet.
S S S S S S S S S S C C C C C C C C C C MM M MMM M M M M
S S S S MS S S S S S C C C C C C C C C C M M MC M M M M M

• Truncation

With probability p cut sequence at time t, with t randomly chosen.
S S S S S S S S S S C C C C C C C C C C M M M MMM M M M M
S S S S M S S S S S S C C C C C C C C C C M M M

The operators proposed are meant to introduce variations in the different components

of life course introducing variability among sequences. The general idea is to modify

the sequences mimicking the behavior of real life course trajectories. For example, some

individuals may postpone (or anticipate) a transition, while others invert the “order” in

which events happen. Mutation does not have a direct life course interpretation, but it

can be described as a source of measurement error, since it may occur that individuals

are randomly misclassified across time. Using this disturbance strategy allows to test the

reliability of different methods without assuming any generating mechanism of the data.

How to measure variability in Timing, Quantum and Sequencing

• Timing The tempo dimension of a transition is the timing in which a change of

state occurs. The exit time from the first time is a crucial transition in many

demographic studies (i.e. leaving parental home, entering the first union, having

the first child). As a naive indicator of timing, I define the age at first transition.

The standardized indicator τ expresses the proportion of a life sequence spent in
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Figure 2.3.: Effects of different sequence operators

the initial status. Precocious individuals have a low value of τ , on the contrary τ

increases with postponement.

tmin = min{s(t−1) 6= st} t = 1, . . . , T

τ = tmin/T
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• Quantum. The number of events is a key element that characterizes a life course

trajectory. The concept of Quantum indicates the likelihood of an individual to

experience transitions. A simple indicator can be expressed by the overall number

of transitions. The standardized value ρ indicates the number of transitions per

time period.

ρ =
#{s(t−1) 6= st}

T

• Sequencing The order in which events occur is crucial in the study of life course.

For example, it may be relevant to study the divergence of a life trajectory from

the normative course of transition. For this reason, I propose as an indicator, the

number of non-normative transition. That is, the transitions that diverge from a

given sequence of events considered normative in the society. The standardized

value ς indicates the proportion of normative transitions over the total number of

transition.

ς =
Number of normative transitions

Total number of transitions

The three indicators range between 0 and 1.

These operators modify different dimension of life courses. Postponement introduces

a major change in timing while the other two dimensions remain unaltered. Inversion

modifies only the order of events because it transforms an entire category of events into

another. Slicing modifies both the order and the quantum of events. Last, mutation has

a massive effect on quantum, but it affects also the other two dimensions introducing

completely random variations. The effect of the sequence operators are illustrated in

figure 2.4.

2.6.3. Classification

Once defined a new dataset, modified by the previous “sequence operators”, it is possible

to apply the alternative classification procedures. While LCA requires less specifications

by the researcher, in sequence analysis one need to specify the costs (only in case of

OM) and the clustering procedure. Following the most common approach in SA for

demographic studies, I estimate OM distances using costs proportional to transition rates
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Figure 2.4.: Effects in timing, quantum and sequencing. Mutation, Postponement

Figure 2.5.: Effects in timing, quantum and sequencing. Inversion, Slicing

and I use standard Ward algorithm for clustering. Ward clustering algorithm (Ward,

1963) can be briefly described as it follows. Consider N individuals to be clustered

according to their sequences. Let d(i, j) denote the distance between the ith and the jth

individual sequences. The total dispersion, i.e. the amount of dispersion within the whole
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data set, is usually measured as T =
∑

i,j d(i, j). Suppose now that the whole sample is

partitioned into G clusters. The dispersion within the gth cluster is Wg =
∑

i,j∈g d(i, j),

and the dispersion within the G groups can be summarized as WG =
∑G

g=1Wg. The

adequacy of a clustering solution is often evaluated by referring to R2
G = 1 − WG/T ,

which is the proportion of the total dispersion accounted for by the G clusters. By

construction, if G − 1 clusters are obtained by joining two clusters, say gL and gR, out

of a number of G, into a single one g, it follows that WG < WG−1, and R2
G > R2

G−1.

Hierarchical agglomerative clustering algorithms proceed by sequentially joining pairs of

clusters: they differ in the criterion that is followed to select which clusters must be

joined. In Wards algorithm the two clusters to be joined are selected by minimizing the

increase in the within-groups dispersion consequent on the reduction of the partitions

degree:

∆(g|gL, gR) = Wg −WgL −WgR = WG−1 −WG (2.2)

or, equivalently, by minimizing ∆R2
G−1 = R2

G − R2
G−1. The result of this hierarchical

procedure is a sequence of (nested) clusters solutions having a decreasing number of

clusters, {Pmax, Pmax−1, ..., P1}, max being the maximum number of clusters that we

can define, coinciding with N , the total number of cases. Given a partition PG, the

PG−1 partition is determined by (conditionally) maximizing R2
G−1, i.e. by minimizing the

decrease in the R2 due to the reduction of the number of clusters.

Latent Class has been conducted setting binary variables in each time period indicating

if the individual is single (S), cohabiting (C) and married (M). To avoid local maxima

I run the model 3 times and I choose the model with the minimum BIC. For practical

purposes, both the number of classes and the number of clusters is set fixed. The analyses

conducted varying the number of classes give similar results in terms of classification

performances.

2.6.4. Classification performances

The goodness of classification is measured examining the association rate between the

classes obtained by the two methods and the original groups. I measure how the asso-

ciation between the real and the actual groups changes according to different levels of
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disturbance. Association rate is measured with a modified version of Rand index (Rand,

1971). Rand index measures the proportion of couples of observations that are classified

in the same group by two (or more) judges. Suppose that in the population of interest,

there are k1 clusters in the first solution and k2 clusters in the second. Let Pij be the

probability that a randomly selected individual is classified in cluster i in the first solution

and cluster j in the second solution. Rand’s statistic is defined to be the probability that

a randomly selected pair is classified in agreement. This probability equals

Ps =
∑ ∑

P 2
ij +

∑ ∑
Pij(1− Pi+ − P+j + Pij) (2.3)

= 1−
∑
P 2
i+ −

∑
P 2

+j + 2
∑ ∑

P 2
ij (2.4)

This measure of agreement has the advantage that can be used even if the size of the two

clusters (k1 and k2) differ. On the other hand, Rand index makes no correction for chance

agreement. Therefore, it is not possible to tell whether a specific value of Ps is “large” or

“small”, because its value when individuals are classified at random (i.e. Pij = Pi+P+j)

is not zero, and depends on Pi+ and Pj+. This can constitute a disadvantage when the

replicability of different classifications are being compared. In this chapter, I use the

corrected version of the Rand Index (Morey and Agresti, 1984) that properly takes into

account the proportion of agreement due to chance. The corrected version of Rand’s

statistic equals

Ω =
2
∑ ∑

P 2
ij − 2(

∑
P 2
i+)(

∑
P 2

+j)∑
P 2
i+ +

∑
P 2

+j − 2(
∑
P 2
i+)(

∑
P 2

+j)
. (2.5)

This statistic equals one for perfect agreement, Ω = 0 for chance agreement, and Ω < 0

when agreement is less than expected by chance.

2.7. Simulation results

I simulated 1000 samples for each sequence operator applying different level of distur-

bance. For each sample, I estimate a latent class model with 4 classes and I calculated OM

and LCS matrix of dissimilarity. Then I apply a cluster analysis using Ward algorithm

to classify individuals in 4 groups. The groups obtained are compared with the original

groups using the corrected Rand index. Figure 2.6 and table 2.3 report the average rate
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of agreement between the original groups and the results obtained by latent class analysis

and sequence analysis (OM and LCS). Results show that classification is sensitive to the

transformations inducted by sequence operators. With the increasing of variability in the

sample, the classification goodness decreases. As expected, the performances of all the

methods decrease rapidly with random mutation. Mutation, in fact, can be considered

a benchmark since it introduces the maximum amount of variation. The agreement rate

under postponement decreases more slowly. In particular small postponement rates do

not seem to affect the probability of good classification. However, precision decreases with

higher disturbance levels. Postponement principally affects timing, since it extends the

amount of time spent in the initial status. But a massive postponement has also an effect

in quantum, since it reduces the amount of transitions in trajectories and reduces the

variability between different groups of sequences. Inversion has the maximum confound-

ing effect at rate 0.5. At that point, exactly half of sequences get all “C” inverted with

“M” and vice-versa. With greater inversion rates, the order of sequences changes and,

in turn, variability within groups is reduced. Therefore, classification becomes straight-

forward. Slicing has an effect both on sequencing and quantum of life course and the

classification decreases almost linearly. The performances of classification under trun-

cation follow a U-shape. An increase in truncation rate affects the number of censored

individual sequences. It follows that high truncation rates are associated with sequences

that are shorter in average. For this reason (since truncation is randomly assigned to the

second half of the sequence), I observe an increase in classification agreement when the

truncation rate is high.

The results obtained by our simulations suggest some considerations about the reli-

ability of these classification methods. First, there are no evidence of a methodology

that have superior performances under all the sources of variation. In fact we do not

observe a methodology that perform better in all the cases. Despite that, according to

our simulations, LCA has better performances under mutation and truncation. On the

other hand, SA shows greater agreement in inversion and slicing. Results from postpone-

ment indicate a substantial equivalence of the techniques with slightly better results for

sequence analyses. Second, the classifications with latent class analysis seem to be less
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precise. Using simulated data it is possible to have an indication on the variability of

the estimated agreement rates. Under all the sources of error, the results obtained with

LCA exhibit more variability. Third, the differences between OM and LCS are minimal.

Both the methods, in fact, produce very similar results. Although the two distances

are qualitatively different, the results obtained in all the sources of variability are very

similar.

To summarize the results I propose a measure of the overall performance. Let R be

the number of simulations, and Ω
{LCA;OM ;LCS}
r the corrected Rand index for the sample r

under different sequence operators. A simple index of the overall goodness of classification

is the expected Rand index Ω̄.

Ω̄ =
1

R

R∑
r=1

Ωi (2.6)

Ω̄ can be interpreted as the expected agreement between the true groups and the es-

timated classification. Table 2.2 summarizes the results. Sequence analysis techniques

seem to have better performances under postponement, inversion and slicing. Latent

class analysis gives better results under mutation and in case of data truncation.

Table 2.2.: Classification rate

Mutation Postponement Inversion Slicing Truncation

LCA 0.586 0.713 0.566 0.427 0.608
OM 0.520 0.735 0.638 0.632 0.549
LCS 0.509 0.737 0.647 0.646 0.552
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Figure 2.6.: Classification results
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2.8. Discussion

In the last decade, holistic methods for life course analysis have become more and more

common. Instead of focusing only on life course transitions, the object of the study is

the entire life trajectory. Life course trajectories can be described as categorical time

series where time is associated to life states. Using longitudinal or retrospective data,

it is, in fact, possible to describe individuals’ life courses as age-referenced sequences of

events. Rather than modeling directly the probability of the occurrence of a particular

event, holistic methods attempt to individuate important patterns in the data using a

data mining approach. In the literature of life course analysis we can distinguish two

principal approaches: latent class analysis and sequence analysis.

It is not clear, however, how reliable are these methods in detecting effectively pat-

terns in the data. A bigger critic that have been moved to these techniques is exactly

their reliability and the difficulties in testing it. For this reason, I propose a simulation

approach to investigate the reliability of classification techniques in life course analysis.

Furthermore, I propose a method to simulate life sequencing without making any as-

sumptions on the generating mechanism of the data. Starting from homogeneous groups

of life trajectories, I introduce different sources of variability that, mimicking individuals’

behavior, transform life courses in different dimensions. This approach allows to test if

there are substantial differences in detecting groups of life trajectories.

Our simulation results show that the two methods are consistent. Although I do not

found the absolute superiority of a method respect to the other, our results show that

OM and LCS seem to have better performances when life course sequences are modi-

fied in the ordering of transitions (inversion and slicing). On the other hand, LCA has

better results when the variations are completely random (mutation). Although random

mutation may be common in some scientific fields, i.e. biology or information theory, a

random disturbance appears to be quite unlikely in life course analysis. Individuals may

experience unexpected events in life course, but usually these events are associated with

a duration and rarely have no effect on the following part of the life trajectory. Never-

theless, mutation can be interpreted as a measurement error, since individuals may be
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misclassified during repeated measurements.

Overall, the results obtained in this chapter justify the use of sequence analysis (in

particular OM and LCS) for the study of life course. Our sequence operators do not

cover all the possible variation that can occur in life course. That otherwise would be

impossible. Also, life course classification may be influenced by other factors (i.e. the

length of sequences, the dimension of the state-space and the classification algorithm).

Despite that, this study presents some limitations, it represents one of the first attempt

to test the reliability of holistic methods for life course analysis.
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3. What explains the heterogeneity in
early family trajectories? A
non-parametric approach for
sequence analysis

3.1. Introduction

During the last decades, there have been profound changes in partnering and childbearing

in the United States, including changes in cohabitation and non-marital fertility. Women

in their early 20s have been particularly affected (Schoen et al., 2007; Amato et al.,

2008); as a result, it is important to examine divergences in the initial years of early

adulthood. In terms of family transitions, those years are very “dense” (Rindfuss et al.,

1987), with more demographic events occurring than during any other part of the life

course. The under-25 age group exhibits great heterogeneity in family formation behavior,

with some women postponing all family-related transitions, others making commitments

(e.g., cohabitation), and still others making choices with enduring consequences (e.g.,

becoming a parent). Life course trajectories are in part the outcome of individual life

planning, sometimes with the participation and help of the parents and/or partner, but

they are also influenced by the social origin and the dynamic context around young adults.

It is not completely clear, however, how much of the heterogeneity observed in life

courses can be explained by demographic and socioeconomic variables. It is reasonable

to expect that individuals who share similar characteristics before starting family forma-

tion experiences will have similar family trajectories. On the contrary, greater variability

should be expected by individuals from different sociodemographic backgrounds. In this

chapter, I attempt to investigate the heterogeneity in family trajectories during early

43



adulthood using sequence analysis techniques. Sequence analysis gives a representation

of the occurrence, the timing and the ordering of a set of events observed across time.

Using a rich longitudinal dataset (Add-Health), I compute the monthly family trajec-

tories of a sample of young women living in the United States. Examination of the

simultaneous distribution of cohabitation, marriage and parenthood provides data for

the trajectories. In each month, individuals can be classified as: Single (S), Single Parent

(SP), Cohabiting (C), Cohabiting parent (CP), Married (M) or Married parent (MP).

Using Optimal Matching Algorithm (OMA) (Abbott, 1995), it is possible to deliver a

measure of dissimilarity between family formation trajectories. In general, to calculate a

pairwise distance between two sequences, the number of minimum transformations (in-

sertion, deletion, and substitution) necessary to transform one sequence into the other is

tallied, each transformation is assigned a cost, and these costs are summed. The cost of

a single substitution is derived empirically by data. The result of OMA is a matrix of

pairwise dissimilarities that usually is the starting point for data reduction techniques,

mainly clustering or multidimensional scaling (Piccarreta and Billari, 2007; Aassve et al.,

2007)1. In this chapter, I propose a non-parametric procedure to test differences between

groups of life trajectories. Without using data reduction techniques, I propose to study

pairwise distances between observations. As standard ANOVA for linear models, I de-

compose the dissimilarity between trajectories in a component explained by a “model”

and in a “residual” component. Then it is possible to evaluate a pseudo F -statistic and a

pseudo-R2 in order to evaluate the explanatory power of each variable. Suitable statistical

tests are conducted following a non-parametric approach, approximating the distribution

of the statistic under the null hypothesis with a permutation procedure.

The aim of this chapter is both substantive and methodological. I attempt to describe

the impact of demographic and socioeconomic variables on the variability of life-course

trajectories answering questions like: How similar are the life courses of individuals that

share the same characteristics at the beginning of the transition? What are the variables

that most influence the divergence of trajectories? Conversely, I propose a semi paramet-

ric procedure to model the variability of sequence analysis without using data reduction

1For a more exhaustive description of OMA, I refer to section 2.4
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techniques.

3.2. Motivation and research questions

The variability of life trajectories is a central issue in life course sociology and demography.

A large body of literature, in fact, is dedicated to analyzing the historical variations in

life course between cohorts. Early adulthood and interactions with social context garner

particular attention (see e.g. Hogan and Astone, 1986; George, 1993; Rindfuss et al., 1987).

The majority of these studies analyze the evolution across time of the occurrence, timing

and order of different markers of transition to adulthood (e.g. marriage, childbearing,

leaving parental home, transition from school to work).

Most of the scholars argue that family trajectories in United States achieved a high

level of uniformity by the 1960s. The modernization of society led to an increase in

standardization of life courses throughout the 19th and 20th century. The continuous

evolution in the organization of public services (in particular public educational systems)

increased the age structuring of events and rendered the life course more orderly and

predictable (Modell et al., 1976). It follows that, until the 1960s, a large majority of

individuals experienced an identified set of ordered and age-graded family stages with

very few of them getting out of sequence or delaying transitions.

The evolution of the variability in life course over the last decades is more controversial

(Macmillan, 2005). Several studies suggest that life course became more variable and

less uniform starting from the 60s. This process is often described as a “new individu-

alization” in life course (Shanahan, 2000). As in the previous decades, individuals are

still subject to institutional constrains but at the same time they are less tied to familiar

and local contexts. In other words, life course has increasingly become the result of a

deliberate plan. In particular, family formation has become, in many countries, a more ex-

tended sequence of events because some demographic phenomena (cohabitation, staying

childless, living single, extra-marital parenthood) have become more accepted and prac-

ticed (Cherlin, 2004, 2005). Brückner and Mayer (2005) tested the de-standardization

hypothesis, examining different German cohorts and concluded that most of the changes
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in early life course are due to variation in family formation while education and labor

force participation increase in homogeneity.

Sequence analysis can be very effective to quantify and analyze heterogeneity in life

course. This methodology, in fact, permits one to analyze simultaneously variation in

timing, occurrence and ordering of life course events. Sequence analysis techniques have

been recently used in various studies to compare variability in life course between dif-

ferent countries and different cohorts. Elzinga and Liefbroer (2007), for instance, use

the Fertility and Family Survey data on 19 countries to test the de-standardization hy-

pothesis of family trajectories. Their results show that in most of the countries, family

trajectories of young adults have become less similar. The variability is analyzed using

the turbulence index that takes into account variations in ordering and sequencing of life

course events. In a similar fashion, Fussell et al. (2007) analyzes the transition to adult-

hood in Australia, Canada and the United States. An entropy measure for life sequences

analyzes the variability in life course. Furthermore, a sequence analysis approach has

been recently used by Widmer and Ritschard (2009) to test how cohort and sex affect

de-standardization in life course.

Although variability in life course is a major topic in life course analysis, most of the

works focus on variability between cohorts. Only a limited number of studies focuses on

variability within the same cohort. Family trajectories are influenced by a large array

of socio-economic characteristics such as race, parents’ education, family composition,

(see e.g. Schoen et al., 2009; Landale et al., 2010; Schoen et al., 2007), and geographic

context (South, 2001; Evans et al., 1992; Teachman and Crowder, 2002; Turney and

Harknett, 2010). It is not clear, however how much of the variation within individuals

can be explained by other variables. Are individuals who share the same characteristics

more similar in terms of life trajectories? How can we measure this association? It is

reasonable, in fact, to expect a certain grade of homogeneity between individuals with

similar traits. Jackson and Berkowitz (2005), for instance, examine the variation in

occurrence and sequencing of work and family events and find a great similarity within

same sex and race groups.

The aim of this chapter is to examine, in detail, the variability in family formation
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trajectories within a cohort of young US women. I focus on two sources of variabil-

ity: background characteristics and geographical context. The underlying idea is that

individuals who share similar characteristics at the beginning of adulthood might have

similar family formation trajectories. The objective of the chapter is, therefore, to test

if heterogeneity in life course can be partially explained by these two sets of variables.

In particular, I individuated four separate hypotheses that I propose to test. In the first

two, I test the direct effect of background characteristics derived from the family of origin

and the effect of the geographical context. In the third and fourth, I test the interaction

between socio-economic resources and standardization.

Hypothesis 1: Background characteristics I hypothesize that individuals with similar

backgrounds are more likely to experience similar family trajectories. In particular, I sup-

pose that characteristics such as race/ethnicity, parents’ education, parents’ birthplace,

family income and religiosity affect family patterns. I expect, therefore, that women who

share one or more of these characteristics are more similar in terms of family trajectories.

I also suppose that the influence of the family of origin is crucial in determining family

trajectories. I expect therefore that young women living in the same household (sisters,

half-sisters and twins) are more similar than couples of individuals randomly chosen from

the sample.

Hypothesis 2: Geographical context I hypothesize that individuals living in similar ge-

ographical contexts during childhood and early adolescence are more likely to experience

similar family trajectories. I examine the effect of geographical context looking at char-

acteristics such as median income, poverty level, unemployment rate and percentage of

foreign-born individuals. I expect that women who used to live in the same geographical

area during childhood and adolescence will have more family trajectories that are similar

in early adulthood. The geographic context may describe the social capital, which young

women draw on during the transition to early adulthood. Also, I consider schools and

their typology (public versus private). In the case of geographic context, I expect to see

less variation between trajectories in smaller geographic areas. Using the geographical

47



information of the sample, I test if individuals are more similar in smaller geographical

contexts. The geographical context components analyzed are: state, county, tract, and

block. If the geographical context has an effect on sequences’ variability, I expect that

individuals are more homogeneous at block level with respect to greater geographical

detail.

The two hypotheses above are tested comparing distances among pairs of individuals in

the same group with distances of pairs randomly chosen from the sample. Using Optimal

Matching distances it is possible to establish a measure of dissimilarity among life course

sequences. In a linear model framework, it is common to compare categorical variables

using models of analysis of variance (ANOVA). In this chapter, I present a procedure that

extends ANOVA to sequence analysis. Using a non-parametric approach, it is possible

to conduct statistical tests in order to verify if the observed divergences are statistically

significant.

This procedure allows to verification that some categories exhibit a particular degree of

homogeneity compared to others. It is possible, for example, to investigate characteristics

that might be associated with greater standardization. Analyzing variability within the

same cohort allows investigation of the precursors of de-standardization in life course.

The analysis is focused on the interactions between socio-economic resources and stan-

dardization.

Hypothesis 3: Social class increases de-standardization I hypothesize that women with

higher socio-economic status experience more de-standardized family trajectories. I ex-

pect that women with more educated and wealthy parents or those who used to live

in higher class neighborhoods experience more heterogeneous family trajectories. Young

women from higher social class can draw on more resources, in terms of human and social

capital, during the transition to early adulthood. This could lead to a more individualized

life course since life course may be less influenced by socio-economic constraints. On the

contrary, life course is more likely to be determined only by individual preferences. Under
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this hypothesis, I expect that women from higher social class are less likely to adhere to

traditional, age-normed family rules. I expect, therefore, that women from higher social

class are more likely to experience less standardized family patterns. On the contrary,

women with less resources may be constrained to follow a more standardized life course.

Hypothesis 4: Social class increases standardization This last hypothesis represents the

complementary version of hypothesis 3. I hypothesize that social class does not increase

de-standardization, but on the contrary, increases homogeneity and standardization in

terms of family trajectories during early adulthood. Therefore, I expect that young

women from higher social classes experience more homogeneous life trajectories. Social

class, indeed, is associated with a more institutionalized life course; in particular, social

class increases the time spent in education. This is generally associated with a delay in

family formation and a more age-normed family trajectory. Young women with more

socio-economic resources are less likely to drop-out of school or to experience early family

unions and early childbearing. Under this hypothesis, family background and social cap-

ital increase standardization and predictability in life course. On the other hand, women

from lower social classes can draw on less socio-economic resources. This can prevent

them from achieving the desired pattern of family formation. Under this hypothesis,

social class protects from unplanned events during early adulthood and increases homo-

geneity in family trajectories. For these reasons, I expect to observe less heterogeneity

among women with educated parents, greater family income and living in better neigh-

borhood.

Analyzing the variability in family formation within a cohort of young women is rel-

evant for a number of different reasons. First, it may help to quantify how much of

the variability in life course observed in the last decades is imputable to variations oc-

curring among subgroups of populations. It is possible, in fact, that the process of

de-standardization takes place at different paces in different groups of populations as de-

termined by race or education levels for example. Second, it may help to shed a light on
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the link between social stratification and life course. It may help, in fact, to understand

how socio-economic status is connected to standardization in life course. Furthermore,

studying the entire trajectory can help to study simultaneously heterogeneity in timing

quantum and sequencing of family transitions.

3.3. Data

3.3.1. Sample

The National Longitudinal Study of Adolescent Health (Add Health) is a school-based,

nationally representative sample of U.S. students in grades 7 through 12 in 1994. Nearly

all the respondents were born in the years 1976 through 1982. The Add Health data

include four waves of in-home interviews, which were conducted in 1995 (Wave I), 1996

(Wave II), 2001-2002 (Wave III) and 2008-2009 (Wave IV). The data for the present

study are taken from Waves I and IV. Of the 10,480 women interviewed in 1995, 8,015

were also interviewed during Wave IV. Since we restrict our analysis to women that we

can observe from age 18 to 26, the final sample size becomes 6,974. Using retrospective

questions from wave IV, I reconstructed the family biographies of women from age 15 to

26.

The Add-health study includes a sample of pairs selected in the same household. The

pairs interviewed at wave I is 2,553. The sample is composed by full-siblings, half-siblings,

twins (monozygotic MZ and dizygotic DZ), and non-related pairs (mostly cousins). In

the analysis presented in this chapter, the number of individuals with at least another

member of the household included in the sample is 1,956.

Incorporating systematic sampling methods and implicit stratification into the Add

Health study design ensured that this sample is representative of US schools with respect

to region of country, urbanicity, school size, school type, and ethnicity. In addition,

data are geo-referenced and can be associated with different geographical levels (states,

counties, census tracts and census blocks).
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3.3.2. Variables

Family trajectories

Life course trajectories are represented by monthly combinations of union and childbear-

ing states from age 15 to age 26. I designed the state space to take six possible values:

Single (S); Single Parent (SP); Cohabiting (C); Cohabiting Parent (CP); Married (M) and

Married Parent (MP). The months in which family events take place are defined using

retrospective questions. In sequence analysis, each life-course or trajectory is represented

as a string of characters (also numerical), similar to the one used to code DNA molecules

in the biological sciences. I calculated pairwise distances using Optimal Matching Al-

gorithm. Substitution costs are constant and imputed using the inverse of transition

probability. The resulting output of the procedure is a dissimilarity matrix. The matrix

is symmetric and has value 0 in the diagonal2.

Background characteristics

Background characteristics of the respondents were collected in Wave I. Variables are

categorical.

• Race/ethnicity (White, Hispanic, Black, Asian )

• Family structure at Wave I (living with both biological parents, living with a step

parent, living with a single parent, other type of family)

• Parents’ education (completed college, some college, high school, less than high

school, unknown)

• Parents’ birthplace(both parents born in US; at least one immigrant parent)

• Religiosity at Wave I (attended church or any religious ceremony at least once a

week; less than once a week)

2For a complete description of costs definition see section 2.4.1
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Geographical variables

Add-health data include contextual information for different geographical levels. For

most respondents participating in the Add Health in-home survey, Wave I and Wave

II home locations were identified. When possible, these locations have been geocoded

in order to link them to their block group census areas3 and their census tracts4. The

availability of block group level data in the 1990 Census of Population and Housing for

each of these areas has allowed the creation of a contextual data files corresponding to the

two waves of data collection in the Add Health in-home survey. For the analysis of this

chapter, I consider some economic indicators at block level detail. Variables have been

then categorized in three categories according to their tercile. In addition to block-level

variables, the typology of school (public or private) is taken in consideration.

• Unemployment rate (high; medium; low)

• Median income (high; medium; low)

• Poverty level (high; medium; low)

• Percentage immigrants (high; medium; low)

• School type (public; private)

3.4. Analysis of variance for life course sequences

I present a method to evaluate the association between a dissimilarity matrix and a set of

categorical variables. This method has been introduced in ecology by Anderson (2001b)

and McArdle and Anderson (2001) to analyze ecosystems. A permutation ANOVA has

also been used by Zapala and Schork (2006) to evaluate the similarity between pairs

3The block group is a U.S. Bureau of the Census defined geographic area, which in 1990, averaged
452 housing units, or 1,100 people. It is the lowest level of geography for which the Census Bureau
publishes sample data, and thus captures the most localized available contextual characteristics of
the areas where individuals live.

4A census tract is a small locally defined statistical area within selected counties, generally having stable
boundaries and, when first established by local committees, designed to have relatively homogeneous
demographic characteristics. Census tracts do not cross county boundaries. They are generally
defined for metropolitan areas and other highly populated counties and usually contain between
2,500 and 8,000 people.
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of individual samples using high-dimensional genomic data. Furthermore, Studer et al.

(2010) apply the same method to sequence analysis in social sciences.

The method presented is a generalization of the analysis of variance (ANOVA) in the

case of metric and semi-metric measures. As in standard ANOVA models, the objective

of the analysis is to partition the observed variance into components based on different

sources of variation.

3.4.1. The univariate case

The basic idea of analysis of variance is to compare variability within groups versus

variability between different groups, using the ratio of the F -statistic. The larger the

value of F , the more likely it is that the null hypothesis (H0) of no differences among the

group means is false. For univariate ANOVA, partitioning of the total sum of squares,

SStot, is achieved by calculating sums of squared differences between individuals and their

group mean (SSW , the within-group sum of squares) and between group means and the

overall sample mean (SSB, the within-group sum of squares).

SStot = SSB + SSW (3.1)

In standard analysis of variance, the assumption is that observations are drawn from

a (multivariate) normal distribution. In this case, the relation between sum of squares

and euclidean distances is straightforward. The total deviance (SStot) can be expressed

as the sum of pairwise euclidean distances deij.

SStot =
n∑
i=1

(yi − ȳ)2 =
1

2n

n∑
i=1

n∑
j=1

(yi − yj)2 =
1

n

n∑
i=1

n∑
j=i+1

(deij)
2 (3.2)

The output of a sequence analysis is generally a dissimilarity matrix. Anderson (2001b)

and McArdle and Anderson (2001) propose to substitute deij with a generic distance

(metric and semi-metric) in order to obtain a pseudo F -statistic.

Let D be a matrix of dissimilarities with elements dij, where dij represents the measure

of dissimilarity between individuals i and j. Consider a simple case when the groups are

composed by the same number of observations n. It follows that N = an is the total
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number of observation, and a is the number of groups. The total sum of squares is

SStot =
1

N

N−1∑
i=1

N∑
j=i+1

d2
ij. (3.3)

In a similar fashion, the within-group or residual sum of squares is

SSW =
1

N

N−1∑
i=1

N∑
j=i+1

d2
ijδij (3.4)

where δij takes value 1 if observation i and observation j are in the same group; otherwise

it takes a value of zero. Then SSB = SStot − SSW and a suitable pseudo F -statistic is

F =
SSB/(a− 1)

SSW/(N − a)
(3.5)

In an analog way is possible to calculate the amount of variability explained by the

model with a pseudo R2 equal to

R2 =
SSB
SStot

. (3.6)

3.4.2. The multivariate case

Consider the multivariate case where p variables are measured, simultaneously, for each

of n replicates in each of the a groups. Let X(N×p) be a matrix of explanatory variables

with p parameters associated to the N observations.

Traditional multivariate analysis of variance (MANOVA) assumes that observations

Y(N×p) are drawn from a multivariate normal distribution and the associated distance is

the euclidean measure.

McArdle and Anderson (2001) show that the standard MANOVA can be extended in

the case of non-euclidean distances. Let 1 be an array of length N with every elements

equal to 1 and A matrix such that aij = −1
2
d2
ij. The sum of squares SStot can be written

as the trace of G, where G is the Gower’s centered matrix (Gower and Krzanowski, 1999).

G = (I − 1

N
11

′
)A(I − 1

N
11

′
) (3.7)

As in the univariate case it is possible to partition the sum of squares into a component

explained by the model and a residual one.
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McArdle and Anderson (2001) show that the two quantities can be written as indicated

in eq.3.8 and eq.3.9, with H = X(X
′
X)−1X

′
known as the hat matrix in the linear

regression model.

SSB = tr(HGH) (3.8)

SSW = tr[(I −H)G(I −H)] (3.9)

Analogously to univariate ANOVA it is possible to calculate a pseudo F statistic.

F =
tr(HGH)/(p− 1)

tr[(I −H)G(I −H)]/(N − p)
(3.10)

If D is a matrix of euclidean distances, then G = (Y Y
′
) and F is equivalent to F in the

standard MANOVA setting.

More generally, it is possible to compare two nested models in order to test the contri-

bution of the inclusion (exclusion) of one parameter to the model.

Let indicate with c the complete model with p variables that is compared to the reduced

model r composed by r < p variables. Then, the pseudo F statistic is equal to

F=
r

SSBc − SSBr/(p− r)
SSWc/(n−p−1)

. (3.11)

The expression in eq.3.11 may be used to select the model using a backwars or forward

selection procedure.

Assessing the statistical significance of the F -statistic

Since this procedure can be used with any metric or semi-metric distance, we can calculate

the pseudo F -statistic and R2 starting from a matrix of pairwise Optimal Matching

distances. However, once F is calculated, we need a statistical procedure to test if the

observed differences between groups are significantly different.

Since Optimal Matching (or other sequence analysis distances) differ substantially in

distribution from euclidean distances, it is not possible to assume that F follows a Fisher

distribution as in the standard linear model. For this reason, the statistical significance
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of the F -statistic is evaluated using a permutation approach.

Suppose the null hypothesis is true and the groups do not differ substantially (i.e. life

trajectories are very similar). If this were the case, then our life course sequences (rows)

would be exchangeable among the different groups. Thus, the labels on the rows that

identify them as belonging to a particular group could be randomly shuffled (permuted)

and a new value of F obtained (called, say, F π). This random shuffling and recalculation

of F π is then repeated for all possible re-orderings of the rows relative to the labels. This

gives the entire distribution of the pseudo F -statistic under a true null hypothesis for

our particular data. Comparing the value of F obtained with the original ordering of

the rows to the distribution created for a true null by permuting the labels, a P -value is

calculated as

P =
(No. of F π ≥ F )

(No. of F π)
(3.12)

The original observed value of F is then a member of the distribution of F π under

permutation (i.e. it is one of the possible orderings). Usually, a priori significance level

of α = 0.05 is used for interpreting the significance of the results, as in other statistical

tests. It is also possible to view the P -value as a measure of confidence concerning the

null hypothesis (Fisher, 1955; Freedman and Lane, 1983). With a groups and n replicates

per group, the number of distinct possible outcomes for the F -statistic in a one-way test

is (an)!/(a!(n!)a) (Clarke, 1993). Usually p is calculated using a large random subset of all

possible permutations since it is not practical to calculate all possible permutations (Hope,

1968). However, the precision of the P -value increases with the numbers of permutations.

Generally, at least 1000 permutations should be done for tests with a α-level of 0.05 and

at least 5000 permutations should be done for tests with an α-level of 0.01 (Manly, 1991;

Anderson, 2001a). Statistical analysis and permutation tests are conducted with the

software R using the package TraMineR for sequence analysis (Gabadinho et al., 2009).
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3.5. Results

Univariate analysis of variance

The one-way analysis of variance confirmed that individuals with similar characteristics

experience more homogeneous family trajectories. Table 3.1 shows the decomposition of

variance for optimal matching distances. The results of the F -tests indicate a certain

grade of homogeneity within groups. The P -values are inferior to 0.001 and suggest

that the observed differences among groups are statistically significant. Among the back-

ground characteristics, one can notice that the two variables with bigger F -statistics are

race/ethnicity and family composition. This suggests that these two variables are dis-

criminant in explaining heterogeneity in life course. Among the geographical context, we

can notice how median income and poverty rate exhibit great values in the F -statistics.

This means that individuals who used to live (during Wave I) in neighborhoods with

similar economic status are more likely to experience homogeneous family trajectories.

These variables, in fact, contribute significantly to explain the total variability of the

sample. These results support hypotheses 2 and 3.

Table 3.1.: One-way analysis of variance. Pseudo F -test, p-values based on 1,000
permutations

Variable SSB df SSW df SStot df F -stat P -value

Background characteristics
Race/ethnicity 6785.55 3 428787.15 6851 435572.70 6854 36.14 < 0.001
Family composition 6982.25 3 429056.88 6858 436039.13 6861 37.20 < 0.001
Parents’ education 7185.19 4 428853.94 6857 436039.13 6861 28.72 < 0.001
Income 5437.28 3 313328.67 5089 318765.95 5092 29.44 < 0.001
Religiosity 264.41 1 435774.72 6860 436039.13 6861 4.16 < 0.001

Geographical context
School type 1741.62 1 434297.51 6860 436039.13 6861 27.51 < 0.001
Unemployment rate 2399.48 2 441704.42 6971 444103.91 6973 18.93 < 0.001
Median income 5728.38 2 438375.52 6971 444103.91 6973 45.55 < 0.001
Immigrant population 1698.08 2 442405.83 6971 444103.91 6973 13.38 < 0.001
Poverty rate 5052.13 2 439051.78 6971 444103.91 6973 40.11 < 0.001
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Background characteristics

A simple decomposition of variance is sufficient to test if there are significant differences

among groups. On the other hand, a simple test does not provide any indication of

the differences among different categories. Table 3.2 and Figure 3.1 show the variance

among the different categories of background variables. The total variance of the sample

is 63.54 and represents a measure of the dissimilarity between a couple randomly chosen

from the sample. Values above this level indicate that the variability is greater than the

mean level of the sample, while inferior values gives indications of homogeneity. Race/

ethnicity shows great differences among categories. White and Asian women exhibit lower

variability while Black and Hispanic women are more heterogeneous. Family composition

indicates that women who used to live with both biological parents at wave I have more

homogeneous family trajectories. On the other hand, women living in a single family or

in other types of families have more differentiated family patterns. Parents’ education

and family income are associated with lower heterogeneity (Hypothesis 4). In particular,

young women with college educated parents and those with parents in the last quartile

of income distribution, exhibit lower levels of sequence variability. We do not observe,

instead, substantial differences by religiosity.

The analysis clearly shows that background characteristics contribute significantly to

explain heterogeneity in life course. In particular, it seems that lower levels of hetero-

geneity are associated with higher social class, measured in terms of parents’ education

and family income. However, the contribution of each variable in explaining the total

variability of life sequences is small. The R2 is quite low for each variable tested in the

model. Less of the 2% of the variance, in fact, can be explained by such characteristics

as income or parents’ education. The low levels of R2 obtained with the decomposition

of variance may indicate that there are many unobserved variables that contribute to

explaining heterogeneity in life course. To test the hypothesis that background char-

acteristics matter, I adopt a fixed effect approach. I assume, in fact, that most of the

background characteristics are due to the family of origin and thus are common among
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Table 3.2.: Analysis of Variance. Background characteristics

Variable n Variance Pseudo R2

Race/ethnicity
Asian 365 51.87

0.016
Black 1488 65.13
Hispanic 1083 65.54
White 3919 61.74

Family composition
Living with biological parents 3523 57.28

0.016
Step family 696 66.41
Single Parent 2102 67.16
Other family 541 73.65

Parents’ education
Less than high school 780 70.47

0.016
High school or equivalent 2112 66.44
Some college 1203 63.24
College or more 1762 51.30
Unknown 1005 66.75

Income
Low 1117 70.20

0.017
Medium-low 1408 65.98
Medium-high 1287 60.05
High 1281 50.54

Religiosity
Never attend church 1891 63.40

< 0.001
Attend once a week religious services 4971 63.55

Total sample 6862 63.54

the members of the household. Therefore, I take the advantage of the pairs’ sample of

Add-health data, in order to test homogeneity within the same family. I hypothesize, in

fact, that individuals in the same household experience more similar family trajectories,

because of the influence of a common family environment. Moreover, I expect that the

typology of family links matters. Full siblings may be more similar than half siblings

or non related members (mostly cousins) because they have in common both biological

parents. Twins may be more similar because they share same more of the same charac-
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Figure 3.1.: Variability in family trajectories by background characteristics

teristics (including genetics). A descriptive analysis of similarity among family members

is shown in Figure 3.2. The total number of individuals with at least another member of

the household included in the sample was 1,956 (829 full siblings, 288 half siblings, 537

Twins, 396 Non-related members). Although the sample size of family pairs is low, the

results show the expected dependency. Individuals in the same family have a high degree

of similarity in family trajectories. Moreover, it is possible to notice that sequence simi-

larity increases with the family relation. Twins are, in fact, more homogeneous than half

siblings and full siblings. The mean distance between trajectories of individuals living in

the same household is the 44% of the mean distance between couples randomly chosen in

the sample. In particular, the average distance is slightly higher for half-siblings (53%)

than full-siblings (43%) and twins (38%). These results confirm the background hypoth-

esis (Hypotesis 1) since young women that have similar background characteristics are

more likely to experience similar family trajectories.
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Figure 3.2.: Family fixed effect. Variability in life trajectories among members of the
same family. N=1,956

Geographical context

The geographical context in which individuals grow up may have an influence on future

family trajectories. Characteristics such as the unemployment rate, poverty or the av-

erage income of a geographic area may give an indication of the social context of the

neighborhood. The results shown in Table 3.3 and Figure 3.3 indicate that individu-

als living in neighborhoods characterized by low unemployment, higher income and low

poverty rate experience more homogeneous family trajectories. Another important source

of social capital is the school attended during adolescence. Peers can be influential in

terms of behaviors (for example sexual initiation) and life course decisions. Furthermore,

school represents an important place for the marriage market. It is, therefore, reasonable

to expect that school significantly contributes to explaining life course variability. The

results, indeed, show that the typology of school matters. Students attending private

schools exhibit less variability in life course trajectories.
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Table 3.3.: Variability in family trajectories by geographical characteristics. Block level
variables

Variable n Variance Pseudo R2

School type
Public 6400 64.37

0.004
Private 462 48.34

Unemployment rate
Low 2196 59.06

0.005Medium 2250 62.67
High 2528 67.64

Median Income
Low 2379 68.86

0.012Medium 2364 64.05
High 2231 55.19

Foreign-born proportion
Low 2444 66.52

0.004Medium 2352 61.97
High 2178 61.56

Poverty rate
Low 2215 55.15

0.011Medium 2274 63.97
High 2485 68.98

Total sample 6862 63.54

Analogously to the family characteristics, I proposed a fixed effect approach to test the

influence of geographical area. Although the effect of variables measured at geographical

level are statistically significant (see table 3.1 for statistical test of the pseudo F -statistic),

the fraction of variance explained by contextual socio-economic variables is very low. This

motivates a further analysis on the variability within individuals at different geographical

levels. I suppose, in fact, that an increase in the geographical detail is associated with an

higher level of homogeneity in life course. In Figure 3.4, I report the amount of variability

among individuals in different contextual levels (34 states; 127 counties; 703 tracts and

1129 blocks). The Figure clearly shows that individuals who used to live in the same

geographical area have more similar trajectories. The hypothesis is confirmed since the
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Figure 3.3.: Variability in family trajectories by geographical characteristics. Block level
variables

higher the geographical detail (state, county, tract and block) the more life course become

similar. Results show that the average distance between individuals in the same state

is the 94% of the average distance of the sample. Average distances decrease to 83% in

the same county, 68% in the same tract and 62% in the same census block. The analysis

by geographical levels is accompanied by a comparison of young women who attended

the same high school (6,400 public schools and 462 private schools). It is interesting to

notice the family trajectories of women who went to the same public school are slightly

less heterogeneous than the average level. On the other hand, those who attended private

schools have the highest level of homogeneity, more than women living in the same block

(59% of the average distance). These results confirm the hypothesis 2 (Geographical

hypothesis 2 ).
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Figure 3.4.: Geographical fixed effect. Variability in life trajectories within the same
geographical area. N=6,916

Multivariate models

Until now, I presented the results of univariate analyses. However, most of the variables

taken into consideration are highly correlated and the interaction between them is not

negligible. In addition, contextual variables are highly correlated with background since

the place of living and the school attended by the respondents is supposedly the result

of family choices. It is very likely, in fact, that low-educated families live in lower socio-

economic neighborhoods and their children are more likely to attend public schools. For

this reason, it is convenient to accompany univariate analyses with multivariate models

where a set of variables are taken into consideration simultaneously. In table 3.4 the

results of a multivariate analysis of variance are shown. The model has been selected

through a backward procedure. Since race/ethnicity are highly correlated with most of

the other variables, the model is presented separated by race/ethnicity. Results confirm

that family composition and parents’ education contribute to the explanation of family

trajectories. The multivariate model confirms the results obtained in the univariate

analyses. Family composition and parents’ education contribute significantly to explain

heterogeneity for all the racial/ethnic groups. Parents’ birthplace is more relevant among
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Asian women while religiosity appears to be relevant especially for White women. The

only contextual variable that contributes to explaining heterogeneity in life course is

poverty level. A possible explanation of the inclusion of only one contextual variable is

that the variables included in the model are highly correlated. Overall, the amount of

variance explained by the model is modest, since less than 5% of the total variability in

family trajectories is explained by the model.

3.6. Discussion

In this chapter, I attempt to study the variability in family trajectories within a cohort

of young US women. I propose to use sequence analysis and I present a non-parametric

approach to test differences between groups of life course sequences. Although most of

the research on variability in life course has been done by looking at historical trends

or by doing cross-country comparison, the analysis of variation within a cohort can con-

tribute to shed a light on social stratification in life course. The analysis is focused on two

different sources of variability: background characteristics that include demographic vari-

ables and socio-economic status, and contextual variables. The analysis shows that both

background and context matter. Among the background characteristics, race/ethnicity,

family composition and parent’s education are the variables that most contribute to ex-

plaining divergence in family trajectories. Among contextual variables, school typology

and economic indicators of the neighborhood contribute significantly to explain distances

of life course trajectories. These results, accompanied by a “fixed effect” analysis on

variations within family and geographical areas, confirm hypotheses 1 and 2 (Background

and geographical context hypotheses).

Once the first two hypotheses are confirmed, I attempt to investigate what are the cat-

egories that exhibit greater homogeneity in life course. Two complementary hypotheses

concerning socioeconomic resources have been stated. Does socioeconomic status reduce

or increase variability in life course? The results give evidence of the latter. Women with

more educated parents and higher family income show less heterogeneity in life course.

Also the ones who attended private schools, lived in high-class neighborhoods with less

65



Table 3.4.: Multivariate model of analysis of variance (MANOVA). Results based on 1,000
permutations.

PseudoF PseudoR2 p-value

White n=3,919
Living with biological parents at WI 32.39 0.007 ***
Parents’ education (college) 52.24 0.012 ***
Parents born in US 4.02 0.001 ***
Religiosity WI (once a week or more attend reli-
gious services)

23.39 0.005 ***

Poverty level above median (neighborhood level) 27.83 0.006 ***
Total 38.69 0.043 ***

Black n=1,488
Living with biological parents at WI 9.98 0.007 ***
Parents’ education (college) 7.91 0.005 ***
Parents born in US 2.089 0.001 **
Religiosity WI (once a week or more attend reli-
gious services)

1.73 0.001 *

Poverty level above median (neighborhood level) 2.75 0.002 **
Total 6.071 0.0200 ***

Hispanic n=1,083
Living with biological parents at WI 9.075 0.008 ***
Parents’ education (college) 3.06 0.003 ***
Parents born in US 4.48 0.004 ***
Religiosity WI (once a week or more attend reli-
gious services)

1.82 0.002 *

Poverty level above median (neighborhood level) 2.64 0.002 **
Total 4.49 0.020 **

Asian n=365
Living with biological parents at WI 2.36 0.006 **
Parents’ education (college) 3.60 0.010 ***
Parents born in US 7.07 0.02 ***
Religiosity WI (once a week or more attend reli-
gious services)

1.33 0.004

Poverty level above median (neighborhood level) 0.64 0.002
Total 3.45 0.046 ***

p-values: ***<0.01; **<0.05; *<0.1. Based on 1,000 Permutations

unemployment, higher median income and less proportion of people living in poverty

exhibit greater similarity in family trajectories. The results confirm hypothesis 4 (social
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class increases standardization) and indicate that social class is associated with standard-

ization in family trajectories. Although we do not have indications on the mechanism

that links standardization and socioeconomic status, it is reasonable to suppose that

part of the standardization originates from a delay in family transitions due to a longer

permanence in the education system. College attendance, in fact, is usually associated

with later family transitions. On the other hand, family and educational trajectories are

strongly correlated and one trajectory influences the other. College attendance delays the

age at first union and age at childbearing and may be responsible of greater homogeneity

in family trajectories. On the other hand, educational patterns are influenced by previ-

ous family preferences and expectations. Social class may increase standardization since

women with greater socio-economic resources (in terms of of human capital and social

capital) can achieved the desired family trajectories. On the other hand, more disadvan-

taged women are more likely to experience unexpected variations in family trajectories.

This, at least during early adulthood, increases heterogeneity in life course.

The methodological contribution of this chapter is to present a technique that can be

used to test differences between groups of life course sequences. The method presented is

a generalization of ANOVA in the case of metric and semi-metric measures. As in stan-

dard ANOVA models, the objective of the analysis is to partition the observed variance

into components based on different sources of variation. This methods was first used

in ecology to test ecosystem dissimilarity and in the study of genetic relations. In this

chapter, I propose to use the same methodology with Optimal Matching distances for

life course analysis. This method presents some advantages and disadvantages. The first

advantage is the ability to test differences between groups of life trajectories using the

whole information of Optimal Matching (or other sequence analysis distances) without

using to data reduction techniques. Usually, when we refer to sequence analysis we cal-

culate Optimal Matching distances and we use multivariate techniques (typically cluster

analysis) to derive homogeneous groups of life trajectories. Although this procedure is

very powerful in detecting typical patterns of life course, it does not help to test if there

exist differences between subgroups of population. Using the entire dissimilarity matrix,

it is possible to use more information from the optimal matching calculations. On the
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other hand, using this pseudo-anova procedure, we can only draw conclusions on the

variations between trajectories but not on the actual patterns that particular groups are

more likely to follow. For example, we can say that White women experience more similar

trajectories than other racial groups but we cannot describe what their typical pattern is.

The two methods are therefore complementary and can be adopted to describe different

aspects of life course analysis. Another limitation is that we can only deal with categor-

ical variables. As in standard ANOVA, we test differences among groups but we cannot

model directly the effect of continuous variables. The empirical analysis presented in this

chapter uses Optimal Matching distances as a starting point. However, this procedure

can be extended without any problem to any kind of metric and semi-metric distance.

For life course analysis, we can therefore use other distances that measure dissimilarity

between life trajectories (i.e. Hamming distance, Longest Common Subsequences5). The

procedure is rather simple and intuitive since it is an extension of a basic statistic tech-

nique. The permutation approach is totally non-parametric and based on the number

of permutations used. The disadvantage, in the case of multivariate models, is that the

number of variables increases the complexity of the model and may be computationally

intensive. In the case of life course analysis, this method can be particularly effective to

test differences between groups of sequences, but the analyses presented in this chapter

show that only a small part of the total variance (less than 5%) between life course trajec-

tories is actually explained by the models presented. Nevertheless, the analysis presented

in this chapter constitutes one of the first attempts to explain the heterogeneity in family

trajectories using sequence analyses. The results indicates that social stratification is

highly correlated with life course trajectories and should be taken into account in the

study of variability in life course.

5See section 2.4.1 for examples of other sequence analysis distances
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4. Family trajectories and health. A life
course perspective

4.1. Introduction

During the last decade, there has been an increasing interest in the relationship between

marital status and health, (see e.g. Schoenborn, 2004; Waite and Bachrach, 2000; Wood

et al., 2007; Koball et al., 2010). This is partially motivated by the recent changes in

family behavior that have occurred in the United States and many other Western coun-

tries, i.e. increase in cohabitation, delay in marriage and rise of non marital childbearing

(Cherlin, 2005; Schoen et al., 2007). Studies on the United States highlight the positive

association between marriage and a various range of health outcomes for both men and

women. Married adults are less likely to die in any given period than the unmarried

(Lillard and Waite, 1993; Dupre et al., 2009), they also appear to have better mental

health than their counterparts (Lamb et al., 2003; Horwitz and White, 1998; Soons and

Kalmijn, 2009; Meadows, 2009) and they are less likely to engage in unhealthy behaviors

(Duncan et al., 2006).

Most studies examine health differences by marital status in order to identify the causal

effect of marriage. Generally, they compare health outcomes of married men and women

versus unmarried (or cohabiting) people or they examine the effect of changes in marital

status across life course (Nock, 1981). Only a limited number of studies adopts a complete

life course perspective. The life course paradigm assumes that individuals, as human

agents, build their future on the basis of the constraints and opportunities experienced in

the past (Elder, 1994). The process is iterative and cumulative, since initial advantages

or disadvantages often are amplified with time (Giele and Elder, 1998). Life courses are
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embedded in different time and location and are affected by the social context in which

individuals live. In addition, different life domains are strongly interdependent.

Elder (1985) observes that a trajectory can also be envisioned as a sequence of tran-

sitions that are enacted over time. A transition is a discrete life change or event within

a trajectory (e.g., from single to married), whereas a trajectory is a sequence of linked

states within a conceptually defined range of behavior or experience. Transitions are often

accompanied by socially shared ceremonies and rituals, such as a graduation or a wed-

ding ceremony, whereas a trajectory is a long-term pathway, with age-graded patterns of

development in major social institutions such as education or family. In this way, the life

course perspective emphasizes the ways in which transitions, pathways, and trajectories

are socially organized. Moreover, transitions typically result in a change in status, social

identity, and role involvement. Trajectories, however, are long-term patterns of stability

and change and can include multiple transitions. Using longitudinal or retrospective data,

family trajectories can be described by the complete sequence over time of union status,

childbearing and eventually work status. Life course scholars stress the importance of the

long term effects of trajectories (Soons et al., 2009), together with other characteristics

of life history. Rather than investigating the contemporaneous association between mar-

ital status and wellbeing, life course analysis looks at the entire development of family

history, i.e. the whole trajectory. Under this perspective, characteristics such as type,

number and duration of unions, or the order of events may have an effect on later health

outcomes (Peters and Liefbroer, 1997).

In this chapter, I investigate the role of family trajectory, i.e. the whole sequence of

family events, during the life course of early adults in shaping their health outcomes. I

jointly consider union formation and childbearing, since the two life domains are highly

connected and their intersections may have an effect on health outcomes. This chapter

is divided in two parts. First, I focus on transitions and investigate if changes in timing

(when events happen), quantum (what and how many transitions) and sequencing (in

what order) (Billari et al., 2006; Billari, 2005), have an effect on the health of young

women. In the second part, I classify life course trajectories into six groups representing

different ideal-types of family trajectories and I explore the association of these trajecto-
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ries with health outcomes.

4.2. Theoretical and empirical background

According to the life course health development (LCHD) model, health is the result of

a continuous process that develops over an individual’s lifetime (Halfon and Hochstein,

2002). In the LCHD model, health is a consequence of multiple factors operating in nested

genetic, biological, behavioral, social, and economic contexts. These contexts change as a

person develops. Therefore, health is seen as an adaptive process, composed by multiple

transactions between the contexts mentioned above (e.g., genetic, social) and the biobe-

havioral regulatory systems (e.g., neurological, endocrine) that define human functions

(Halfon and Hochstein, 2002). In other words, health is not a static phenomenon. It

develops over time and changes as a function of experience. The LCHD model suggests

that a person’s health takes on a trajectory that results from the cumulative influence of

multiple risk and protective factors during life course. Health, in turn, is a multidimen-

sional concept that encompasses a large array of measures, including behavioral, physical,

and emotional outcomes.

The association between family transitions and health is well documented. Changes in

the family structure may affect health in several ways. In particular, Wood et al. (2007)

distinguish five different health dimensions: health behaviors, mental health, physical

health and longevity, health care access and use, intergenerational health effects. In this

chapter, I will only consider the first three dimensions. Using a sample of young women in

the United States, I study the consequences of family trajectories on self-reported health,

depression, drinking and smoking behaviors.

A large number of works demonstrates that married people are healthier, happier and

less likely to engage in health threatening behaviors (for a review see Wood et al., 2007;

Schoenborn, 2004). These potential benefits of marriage have influenced, at least in part,

several US governmental initiatives in recent years that encourage and support marriage

(Lichter et al., 2003; Acs, 2007). Consequently, this led to a debate on the effectiveness of

pro-marriage policies among the scientific community, (McLanahan, 2007; Amato, 2007;
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Nock, 2005).

In the literature, the benefits associated with marriage are generally called the “pro-

tection effects” of marriage (Waldron et al., 1996). In their review, Musick and Bumpass

(2006) suggest four possible explanations: institutionalization, social roles, social support

and commitment. Marriage is an institution where spouses have defined social roles both

inside and outside the household (Gove, 1972; Ferree, 1990). Moreover, marriage is a

source of social support. Spouses provide intimacy, companionship and daily interaction.

At the same time, married people are connected to a larger network (e.g. friends, kin).

This enlarges the social capital from which spouses can draw on in case of need. Last, the

public nature of marriage strengthens commitment and facilitates joint long-term invest-

ments, including financial, role specialization and time spent in the care of young children.

Commitment strengthens bonds between partners and serves as a barrier to exit. It is not

clear, however, if these benefits are unique to marriage or whether they can be extended

to other intimate relationship, particularly cohabitation. Evidences are mixed: Wu and

Hart (2002) find no health effects of entering into marriage or cohabitation in Canada.

Horwitz and White (1998) find differences in happiness, but no disadvantages in terms

of depression. Musick and Bumpass (2006) examine several dimensions of wellbeing in-

cluding psychological health, social ties and relationship quality and they do not find

significative differences between married and cohabiters. In a comparative research using

data from 30 european countries, Soons and Kalmijn (2009) find that the cohabitation

gap (with respect to marriage) in wellbeing is associated with the degree of acceptance

of non-marital unions in the society.

Although there is an extensive literature on the association between marital status

and health outcomes, a number of issues motivates a life course perspective. First, the

association between marriage and wellbeing may reflect preexisting conditions. Healthy

individuals may be more likely to possess certain characteristics, such as higher earnings,

emotional health, and physical attractiveness, that make them more desirable marriage

partners than those in poor health. In contrast, those with poor mental or physical

health may lack the energy and well-being necessary to find a spouse or a partner. Most
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of the studies take into account selection issues using longitudinal data and controlling

for the “individual effect”. This is done generally using “fixed effect models” or “lagged

dependent variable” regression, where the researcher can take in consideration selection

controlling for previous outcomes. Although these statistical models take into account

selection, they generally do not solve the problem of reverse causation. In some situa-

tions, health status may be the cause, rather than the effect of family transitions. For

instance, once married, those who are less healthy may be less able to communicate and

to participate in activities with their partner, or may have difficulties to contribute fi-

nancially to the household, all of which may increase the likelihood of divorce.

Second, when data on marital status are collected in a longitudinal survey, we often

ignore what happens between the time periods that are taken in consideration. Cohab-

itation and marriage are not mutually exclusive. In the United States, about half of

young adults live with a partner before marrying. For some people, cohabitation is a

prelude to marriage or a trial marriage. For others, a series of cohabiting relationships

may be a long-term substitute for marriage (Cherlin, 2005). Although cohabitation has

become common in the United States, it rarely lasts long. About half of cohabitation

relationships end through marriage or a breakup within a year (Seltzer, 2004; Bumpass

and Lu, 2000). If we consider only the change in marital status between the two waves of

a longitudinal survey, we may ignore possible variations occurring in between. This may

lead to considerable bias if the time between two data collection is sufficiently large. For

instance, we may not distinguish between an individual married for the first time and an-

other one who remarried after a separation. Also, since many married people experience

cohabitation, it may be difficult to separate the causal effect of marriage. Does marriage

have a different effect if it is preceded by cohabitation? In this case, does the time of

exposure to premarital cohabitation matter?

Third, the majority of studies focus on union status without taking into consideration

the link with other life domains. Union status is clearly connected with other events

that happen during the life course. Having a child, leaving parental home, finishing

school, starting to work are strictly connected with the probability to enter (or exit) a

union. For example, a couple may decide to marry because of an unplanned pregnancy,
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or they can decide to postpone marriage until she/he reaches economic independence.

Since different domains are strictly interlaced, it may be difficult to identify the effect of

a single event, such as marriage or entering a cohabitation. Other variables may confound

the effect of family transitions. There may be, in fact, interactions between family events

and background characteristics such as race, socio-economic status or social context.

For instance, Harris et al. (2010) observed that early marriage by young adults does

not have a protective effect for African Americans as observed for whites. Moreover,

numerous studies show that individuals who marry at young age have higher risk of

marital dissolution (Martin and Bumpass, 1989; Bumpass et al., 1991; Lehrer, 1988;

Teachman, 2002).

Numerous studies try to investigate the causal link between divorce and premarital

unions. Marital dissolution is higher among couple who experienced cohabitation. This

negative effect is partially explained by self-selection (Lillard et al., 1995) and it is asso-

ciated with the degree of acceptance of non-marital unions in the society (Liefbroer and

Dourleijn, 2006). Moreover, Mazzuco (2009) found that the cohabitation length effect on

duration of marriage is time varying, being close to zero for the first 2-3 years of cohabi-

tation and rising considerably in the following years. Also low socioeconomic status may

constitute a barrier to enter marriage (Edin and Reed, 2005; Schoen et al., 2009) and

lead to other family transitions.

Last, standard analyses do not consider variations in timing, quantum and sequenc-

ing of life course trajectories. It is not clear, in fact, how changes in the structure of

trajectories affect health outcomes later in life. Most researches, in fact, do not take

into account when transitions occurs (timing), how many (quantum) and in what order

they happen (sequencing). Transitions that occur in different periods of life may have a

different effect on wellbeing. For instance, age at first union may be associated to health

outcomes. Marriages at age 18 and 30 are qualitatively very different, indeed. At the

same time, the sequence of events is relevant on the study of family life course. Does

marriage have the same effect on health if it is preceded by the birth of a child? Evidence

shows that unmarried mothers fare worse in the marriage market, because they have

greater chances of partnering with poorly educated and unemployed men (Ermisch and
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Pevalin, 2005). However, it is not clear if this increases the risk of having worse health

outcomes. Last, trajectories may be very different in terms of complexity. Some individ-

uals may experience a large number of transitions while others may not. Does stability

in family trajectories affect health outcomes? Does the number of transitions matter?

Some scholars argued that the overall structure of the life course has changed in profound

ways, becoming “de-standardized,” “de-institutionalized,” and increasingly “individual-

ized” (Macmillan, 2005; Shanahan, 2000; Elzinga and Liefbroer, 2007). It is not clear,

however, what are the consequences of a de-standardization of family life course.

From a life course perspective, health outcomes are the result of the cumulative in-

fluence of multiple risks and protective factors experienced during the life course. For

this reason the association between health and family formation should be expressed as

an iterative process where health and family trajectories are mutually influenced. Un-

der this perspective, it is necessary to take into account the whole trajectory in order

to study the effects on health outcomes. The discussion above shows how difficult it

may be to assess precise causal effects of family transition, unless the researcher relies on

very strong assumptions. On the other hand, taking the whole trajectory as an input in

statistical analysis is not straightforward (George, 2009). In this study, I use sequence

analysis techniques to capture characteristics of the family trajectory such as complex-

ity, sequencing and timing. Then, using Optimal Matching (Abbott and Tsay, 2000),

I derived from data typical pathways of family formation using clustering techniques.

Rather than identifying a causal effect of single family transitions, the aim of this paper

is to explore associations between health outcomes and typologies of family trajectories.

It may be possible, in fact, that certain typologies of family formation are associated

with low health outcomes. This is relevant from a policy point of view. The study of

family trajectories may highlight disadvantaged situations and it may permit to design

appropriate interventions.
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4.3. Contribution of the current study

The aim of this study is to explore the association between wellbeing and family tra-

jectories from a life course perspective. In particular, I am interested in analyzing if

there exists particular family trajectories associated with reduction in health status. To

evaluate wellbeing I focus on the analysis of four different health outcomes: Self reported

health, depression and risky behaviors (heavy drinking and smoking). I restrict the anal-

ysis to young women in age 30-33. I focused on young women for two reasons. First, the

timing of family formation events tends to be earlier for women than for men. For exam-

ple, the median age at first marriage in US is about 25 for women compared to 27 for men

(Cherlin, 2004). Given the relatively young age of the sample I use, more women than

men would have experienced family formation transitions. Second, becoming a parent is

a central variable in this analysis, and men’s reports of childbearing are less reliable than

those of women. Indeed, one third to one half of men misreport non-marital births and

births within previous marriages (Amato et al., 2008; Rendall et al., 1999).

A trajectory is defined as the monthly sequence of family states. The state-space is

defined as follows. For every woman in the sample, I collect information about marriage

and cohabiting relations. Moreover, I gather information about the age (in months) at

first birth. The combination of union status with parenthood gives these six states: Single;

Single Parent; Cohabiting; Cohabiting Parent; Married and Married Parent. Union states

are reversible since from cohabitation it is possible to go into marriage or to return to

single after a family disruption. Parenthood instead, is not reversible, i.e. from Single

Parent a woman can only go to Cohabiting Parent or Married parent. The six states

configuration follows the work by Schoen et al. (2007), where the authors examined early

family transitions using a multi-state life table framework. The monthly detail permits

to address in a precise way the order of transitions and to reduce the bias due to time

interval. Differently from Amato et al. (2008), I take into consideration only family

events (i.e. unions and childbearing) to focus on the relationship between health and

family trajectories.

Following a life course perspective, I intend to analyze the association between differ-
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ent types of family trajectories and self-reported health, depression symptoms and risky

behaviors. In the first part of the empirical analysis, I focus separately on variations

in timing, quantum and sequencing of family transitions. In the second part, I classify

family trajectories in homogeneous groups sharing similar characteristics. The effect of

selection and confounding variables is considered using appropriate statistical models. In

reference to variation of timing quantum and sequences, I specify three different research

hypotheses.

H1: Women who have earlier transitions have lower health outcomes. (Timing hypothe-

sis)

I hypothesize that women who postpone family formation are more likely to invest in

education and accumulate human capital. Young mothers or young women that enter an

union have, in fact, less time to accumulate resources that contribute avoiding poor health

and depression (Miech and Shanahan, 2000). Higher education also prevent women from

engaging in behaviors that can damage their health. Furthermore, low educated women

are more likely to match low educated men with higher probability of being unemployed

and with lower income. Last, early marriage and early motherhood are associated with

a higher probability of marital disruption that, in turn, is associated with major stress

(Ermisch and Pevalin, 2005; O’Connell and Rogers, 1984).

H2: Women with “disordered” trajectories have lower health outcomes. (Quantum hy-

pothesis)

Women who experience a large number of transitions are more likely to have less stable

unions and may experience more traumas that can be dangerous for health development.

The concept of “disorder” has been introduced for the first time by Rindfuss et al. (1987)

in the study of transition to adulthood and parenthood. Individuals have expectations

in terms of the role they assume in the society. A “disordered” life course may reflect

difficulties to achieve the desired social role and fulfill the expectations. Also the lack of

stability in family roles may be associated with more stress and less support from others.

The “disorder” of life course is evaluated with a series of measures indicating the stability
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of the trajectory.

H3: Women who have more non-normative transitions experience lower health outcomes.

(Order hypothesis)

Family transitions are not qualitatively equivalent. I expect that family transitions that

are recognized by the society as “normative” do not have negative effect on health. On the

contrary, I expect that “non-normative” transitions are associated with lower outcomes.

Individuals have expectations about the order of life-course events, even if sanctions are

not applied. In fact, many sociological theories build in an expected sequencing of events

in the transition to family. For example, first marriage is still sometimes equated with

the beginning of exposure to the risk of parenthood. The variable ordering of events in

the life course is a contingency of some importance in the life cycle (Hogan, 1978).

In the second part of the empirical analysis, I focus on family pathways. Since the pos-

sible combinations of family trajectories are enormous, I derive from data homogeneous

clusters of trajectories. The resulting typologies of family pathways describe simultane-

ously different combination of timing, quantum, and sequencing. In analogy with Amato

et al. (2008), I describe family formation using typical patterns of formation derived by

empirical observations. The advantage of using classes is to reduce the (almost) unlimited

number of combinations to a manageable number of groups that can be easily described.

Differently form other studies (e.g. Amato et al., 2008), I am not interested in the pre-

cursors of different family pathways, but rather the consequences. Studying the health

outcome of family typologies may help highlighting eventual disadvantages by subgroups

of population.

4.4. Data and methods

4.4.1. Sample

The data I use come from Waves I and IV of the National Longitudinal Study of Adoles-

cent Health (Add Health). Add Health is a longitudinal sample, nationally representative
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of US adolescents who were in grades 7 through 12 in 1994-5. In the first wave, data

were collected through in-home interviews with the adolescent participants and one of

their parents. Typically, the parent interview was completed by the biological mother.

Adolescents were interviewed again in a second wave one year later in 1996, again in a

third wave collected in 2001-2002 and finally in a forth wave in 2008-2009. At the time

of Wave IV, respondents ranged in age from 26 to 33 years. Since the goal of this study

is to explore the implications of early life course trajectories, the sample is restricted to

women who are 30 or older at Wave IV. Of this sample (n = 2,358), Wave IV weights are

missing for 101 women. After dropping these cases, the final sample size is 2,259. At the

time of the Wave IV data collection, 27% of women in the sample were 30 years of age,

54% were 31 years of age, and 19% were 32 years of age. Using retrospective questions

from wave IV, I reconstructed the family biographies of women from age 15 to their age

at wave IV.

Health outcomes

I created the following indicators to analyze different aspects of health status, with mea-

sures available both at Wave I and at Wave IV. Measures are expressed in a continuous

scale, and indicate physical, mental health, drinking and smoking behaviors.

Self-reported Health

Status of current health was assessed with one question, “In general, how is your health?”

(1= excellent, 2= very good, 3= good, 4= fair, 5=poor). Health status is therefore ex-

pressed in reverse order. Greater values indicate poor health status. I also report in the

descriptive analysis the proportion of women reporting poor or fair health status (11%

of the sample, Table 4.4).

Depression. A measure of depression has been constructed using questions from the

CESD (Center for Epidemiologic Studies Depression) Scale (Radloff, 1977). In particular,

nine questions out of this scale were asked (each based on the frequency of the event during

the past seven days): bothered by things that usually dont bother you, couldnt shake off

the blues, felt just as good as other people, had trouble keeping your mind on what you
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were doing, felt depressed, felt too tired to do things, enjoyed life, felt sad, and felt that

people disliked you ( 0 = never or rarely, 1 = sometimes, 2 = a lot of the time, and 3 =

most of the time or all of the time). When appropriate, the coding was reversed so that

high scores reflected high levels of depression. This indicator ranges from 0 to 21. I define

as individuals with depression symptoms those who have a level of 9 or above (i.e. the

ones who responded in average to have experience sometimes each of these symptoms,

18% - Table 4.4)

Smoking The number of cigarettes smoked in the last 30 days is used as a measure

of smoking behavior. The percentage of women who report to have smoked at least an

entire cigarette at wave IV is 27% (Table 4.4).

Heavy drinking. A scale of the frequency and severity of alcohol consumption has been

created using this question: Within the last 12 months, on how many days did you drink

five or more drinks in a row? Response options were 0 = never, 1 = one or two days, 2 =

once per month or less, 3= two or three days per month, 4 = one or two days per week,

5= three to five days per week, and 6 = every day or almost every day. The resulting

indicator is used as a continuous variable. Table 4.4 reports the proportion of respondents

who had at least an episode of heavy drinking in the last 12 months (35% at wave IV).

Background characteristics

To control for compositional characteristics, I include in the models some indicators of

demographic and socioeconomic status. Race/ethnicity is included: Hispanics, Black,

Asian and White as a reference group. Parents’ education is taken into account with a

dummy variable indicating if at least one of the parent has college education. Also family

composition at wave I is included. A dummy variable indicates if the respondent used

to live with both biological parents during the first interview. Last, continuous values of

age and age squared (measured in at Wave I) are included in the regression models.

4.4.2. Methods

In sequence analysis, life course trajectories are represented by monthly combination of

union and childbearing states from age 15 to age 30. I define the state space to take
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six possible values: Single (S); Single Parent (SP); Cohabiting (C); Cohabiting Parent

(CP); Married (M) and Married Parent (MP). In sequence analysis, each life-course or

trajectory is represented as a string of characters (also numerical), similar to the one used

to code DNA molecules in the biological sciences. Thus, every trajectory is composed by

a string of (12)∗15 = 180 values. The number of possible combinations is extremely large

(6180) and it is impossible to treat it with any statistical techniques. From a statistical

point of view, sequences can be thought as the realization of a stochastic processes or al-

ternatively as categorical time series. Life course sequences can be represented in several

ways. A common approach is to describe the sequence with the state and its duration

in time. For instance, an individual that stays single for 24 months, after that he has a

cohabitation of 12 months and then she/he marries and stays married for 24 months can

represented in this way:

(S, 24)-(C,12)-(M-24)

The sequence in the example describes the union status of a person for a period of five

years.

Sequences differ in three dimensions: timing, quantum, and ordering. In this chapter, I

attempt to define some basic indicators to measure variations in those three dimensions.

The proposed indicators are then used in regression analysis to evaluate the association

with health outcomes.

Timing

Timing refers to the duration of events, and specifically to the age at which different

transitions happen in the life course. I propose three indicators for timing:

• Age at first transition (i.e., the earliest between first union and first child).

• Age at first union.

• Age at first child.
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The three indicators are refereed to the period from age 15 to age 30. I only consider in-

dividuals who experienced the event by age 30. In Add-Health data, at age 30 the 94.4%

of women exited singlehood, 93.6% experienced a union and 64.6% became mothers.

Quantum

Quantum indicates the number of events in a trajectory. I propose two indicators to

evaluate the quantum of a sequence:

• Number of events from age 15 to 30.

• Sequences Turbulence.

The first is the number of transitions experienced from age 15 to 30 without distinguish-

ing the type of transitions. The second is an indicator proposed by Elzinga and Liefbroer

(2007) that measures the dynamics of a categorical time series. Turbulence takes into

account, besides the number of transitions, the duration in different states. The turbu-

lence index is, in fact, a composite measure of two aspects: variability in the time spent

in different states and the number of distinct subsequences that can be extracted from

the sequence. It gives an overall measure of the grade of disorder of a life trajectory (see

e.g. Elzinga et al., 2008; Elzinga and Liefbroer, 2007; Widmer and Ritschard, 2009)

Sequencing

Sequencing indicates the order in which events happen in life sequence. I propose two

indicators to evaluate the order in a family sequence:

• Number of normative transitions from age 15 to 30.

• Number of non-normative transitions from age 15 to 30.

I divide transitions in two groups: normative and non-normative transitions. Nor-

mative transitions are events in life course that are commonly accepted in the society

(Rindfuss et al., 1987). In this study, I consider “normative” the sequence of events

with this order: Single-Married-Married Parent. Each variation to this pattern is classi-

fied as “non-normative”. It follows that: premarital childbearing, cohabitation, and any

union disruptions are considered non-normative. The concept of normative is certainly
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arbitrary and relative to the society in which the study takes place. Since long-term

cohabitation in United States is not very common and marriage is still the primary form

of union, I chose to include cohabitation on the list of non-normative transitions. Table

4.1 illustrates the classification of transitions.

Table 4.1.: Normative and non-normative transitions. Classification Table. 1=“Norma-
tive”; 0=“Non-normative”

St SPt Mt MPt Ct CPt
St−1

1 0 1 0 0 0
SPt−1 - 2 - 1 - 0
Mt−1 0 0 1 0 0
MPt−1 - 0 - - 0
Ct−1 0 0 1 0 0
CPt−1 - 0 - 1 1

Regression Models

To examine the relation between the indicators above and health outcomes, I use regres-

sion models that take into account the effect of selection and confounding variables. The

aim is to analyze if the change in the four outcomes between Wave I and Wave IV is

imputable to some characteristics of family transitions. The time span between the two

wave in consideration is around 15 years. In Wave I, the respondents are teenagers (age

13-16), while in the last wave they are 30-33 years old. This means that the two time

periods considered represent two periods in life qualitatively very different. Health is a

continuous process that develops across time. Health in early adulthood is very likely to

be influenced by the level of health experienced in adolescence, childhood, infancy and

during mother’s pregnancy. Previous health levels, in turn, influence the family transi-

tions. To account for this selection issues, I include in the model the previous level of

health indicator as a regressor. To examine the impact of these indicators on health, I use

a change (or lagged dependent variable) model that sets health at Wave IV as a function

of the initial level of adolescent health at Wave I (Allison, 1990; Johnston, 1995). I then

1The empty diagonal indicates a permanence in the same state from time t to time t + 1.
2The symbol − indicates that the transition is not possible (i.e. from parenthood to singlehood).
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include the characteristics of the trajectory, a set of time-invariant SES and control vari-

ables measured at Wave I. Such models can correctly be estimated as long as exogenous

predictors are well controlled (Johnston, 2005).

The simple model is depicted in Equation (1)

Yi2 = γDi + ρYi1 + βXi1 + εi2 (4.1)

Here, Yi2 represents a vector of health indicators measured at Wave IV (Time 2) for

person i and Yi1 represents a vector of identical health measures at Wave I (Time 1).

Xi1 a vector of demographic controls and SES background at Wave I. The vector Di

represents the characteristics of the sequence from Wave I to Wave IV.

Alternatively we could assume that there is an individual effect such that εi2 = αi+ui2

where αi is the individual fixed effect and uit a random shock. In this case we could

use a fixed effect estimation, where the outcome is differentiated in order to drop the

individual’s time-invariant characteristics ai (Angrist and Pischke, 2009). However, the

fixed effect model is based on the presumption of time-invariant omitted variables. This

assumption does not seem plausible since health is theorized as a development process

that depends on many time-variant inputs that are not captured by the variables in the

model. Also the time lag is sufficiently large (around 15 years). This avoids the risk that

the time correlation explains all the variability in the outcomes.

Fixed effect (FE) appears to be particularly effective when we have information in

small interval of time and we know changes in status. Using FE models, a change in

status (i.e. marital status) can be associated with a change in the outcome. On the other

hand, with a lagged dependent variable (LDV) strategy, we can include in the estimating

equation time-invariant variables. While FE models control for time-invariant omitted

variables, LDV model does not. In particular, this can lead to bias in the estimates if we

attempt in identifying a causal effect of a treatment variable. However, in this case, the

proposed estimation strategy seems to be a good compromise to give a portrait of the

statistical association between trajectories and health outcomes.
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Extracting typologies of life trajectories

The indicators proposed in the previous paragraph are useful to describe some charac-

teristics of the life trajectory. However, they do not give any indication on the “type”

of sequence. To describe completely family trajectories we need to study simultaneously

timing, quantum, and sequencing in life course sequences (Billari, 2005). The complexity

of life course suggests to adopt an holistic approach, where all the different components of

the life course are taken into account. Abbott (1995) was the first to introduce sequence

analysis in the social sciences using Optimal Matching algorithm (OM) as a method to

compare different life sequences. This method has been used for the alignment of biose-

quences. The basic idea behind optimal matching is to measure the dissimilarity of two

sequences by considering how much effort is required to transform one sequence into the

other one. Transforming sequences entails three basic operations in this very elementary

method:

• insertion

• deletion

• substitution

A specific cost can be assigned to each operation, and the total cost of applying a series

of elementary operations can be computed as the sum of the costs of single operations.

Thus, the distance between two sequences can be defined as the minimum cost of trans-

forming one sequence into the other one. Hence, the resulting output is a symmetric

matrix of pairwise distances that can be used for further statistical analysis, mainly

multivariate analysis. Optimal Matching is a family of dissimilarity measures between

sequences derived from the distance originally proposed in the field of information theory

and computer science by Vladimir Levenshtein (Levenshtein, 1965), with the difference

that in OM the three operations have different costs, (Lesnard, 2006). The choice of the

operations’ costs determines the matching procedure and influences the results obtained.

This is a major concern about the use of this technique in social sciences (Wu, 2000). A

common solution for assessing the substitution costs is to use the inverse of the transition
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probability, in order to assign higher costs to the less common transitions (Piccarreta and

Billari, 2007). I adopt this strategy in the empirical analysis.

Sequence analysis have been adopted in demography to study complex phenomenon in

order to simultaneously study multiple demographic transitions (see e.g. Billari, 2001).

Once obtained the dissimilarity matrix, we can apply standard reduction techniques

to classify trajectories into homogeneous groups. The resulting groups are then used

to describe “typical” patterns of transitions. Following the approach of McVicar and

Anyadike-Danes (2002), I conduct a cluster analysis using Ward algorithm to identify

six clusters of life sequences. Clusters can be described by choosing a representative se-

quence. Aassve et al. (2007) suggest to identify groups by using the medoid sequence, that

is the sequence with the minimum distance from all of the other sequences in that cluster.

This group characterization of life sequences can be used as an input for further analysis,

in particular regression analysis in order to explore the consequences of different life

trajectories. For instance, Mouw (2005) uses the output of a clustering procedure as an

input for a regression analysis under the heading “Does the sequence matter?” Regression

analyses show important differences in the risk of experiencing outcomes such as poverty

at age 35. Sequences are also found to influence subsequent happiness and depression

status.

In this study, I analyze the consequences of family trajectories on health outcomes. I

detect typical trajectories using cluster analysis on family sequences from age 15 to age

30. I only consider sequences from age 15-30 in order to have sequences of the same

length for all the individuals. The resulting groups are then used as a categorical variable

in a regression analysis. Using different “typologies” of trajectory allows to analyze the

change in health status among different groups of individuals. This clustering procedure,

for instance, allows to isolate the groups of single mothers who experience the birth of

the first child outside a union, and do not experience stable union after childbearing.

It is important, from a policy point of view to understand if any particular trajectory

is associated with a decrease in health status. However, health status is measured at

different ages for different individuals. This creates an asynchrony between the outcome
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and the time used to describe the covariate. The ideal situation, would be to have

individuals interviewed at the same age. To control for age effects I introduce age and

age-squared in the estimation.

4.5. Analysis of trajectories

It is important to examine events in the initial years of early adulthood because the

large-scale changes in cohabitation, marriage, and non marital fertility have particularly

affected women in age 20-30. In terms of family transitions,those years are very “dense”

(Rindfuss, 1991), with more demographic events occurring than during any other part of

the life course. Figure 4.1 shows the distribution of “family states” from age 15 to 30. At

age 30 very few women are single (because they did not enter an union, or because a dis-

ruption), the 55% are married and 18% are cohabiting (Table 4.2). Cohabitation is more

frequent than marriage until age 23, then it slightly decreases at later ages. Motherhood

increases with time, but it is predominant within marriage. The 44% of 30-years-old

women are married and have at least a child (MP), while 11% are cohabiting mothers

(CP) and the 11% are Single Mothers (SP). Only the 35% are childless and most of them

are single.

The distribution of family states gives a picture of family states by age, but gives

no indication about the dynamic of trajectories. Table 4.3 shows the most frequent

trajectories observed among women 15-30. The representation in table 4.3 does not take

into account the length of permanence in a state, but only the order of events. The first

occurring pattern (11% of the sequences) includes cohabitation before marriage. The

normative pattern of transitions is the second most common. Women that follow this

pattern do not experience cohabitation. Only the fifth pattern contains individuals who

do not experience any transition, while the sixth and the seventh indicates the presence

of an union disruption. The first ten patterns cover 52% of all cases.
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Figure 4.1.: Distribution of family states. Women age 15-30, weighted frequencies.

In table 4.4 I cross-classify health outcomes with some features of the sequences.

Women who experienced marriage have better health outcomes. They are, in fact, less

likely to report poor health, to suffer depression and adopt more healthy behaviors. On

the contrary, women that have at least a cohabitation experience are more likely to have

poor health. Furthermore, the proportion of smokers and heavy drinkers is greater among

cohabiting and unmarried people. We do not observe great differences between mothers

and non-mothers on self-reported health and depression. We observe, instead, differences

in behaviors. In fact, mothers are less likely to be smokers or to drink than women who

never had a child.

Although these descriptive tables show a relation between health and family status, the

true impact can be masked by selection issues and by the effect of confounding variables.

In table 4.5 I report the mean value of indicators of timing, quantum, and sequences

for women conditional to their health status. Individuals with poor health status and

depression symptoms have their first family transitions earlier than others. They usually

experience more transitions, in particular the “non-normative” ones. Analogously, smok-

ing and drinking behavior is associated with early exit from singlehood, younger age at
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Table 4.2.: Weighted age percentage of women for marital status, cohabitation and moth-
erhood from age 16 to age 30.

Age
Prop. Prop. Prop.

married cohabiting with children
16 0.00 0.01 0.01
17 0.00 0.03 0.03
18 0.02 0.07 0.06
19 0.06 0.14 0.11
20 0.11 0.19 0.17
21 0.14 0.23 0.23
22 0.19 0.25 0.29
23 0.25 0.27 0.35
24 0.32 0.25 0.38
25 0.37 0.26 0.44
26 0.44 0.24 0.49
27 0.50 0.21 0.52
28 0.52 0.21 0.57
29 0.55 0.21 0.62
30 0.55 0.18 0.62

Table 4.3.: First 10 sequence pattern of transitions in Women 15-30. Weighted
frequencies.

Freq
1 S-C-M-MP 11.46
2 S-M-MP 10.46
3 S-C-M 5.93
4 S-C-CP-MP 4.41
5 S 4.37
6 S-C-S 3.46
7 S-C-S-C-M-MP 3.37
8 S-M 3.15
9 S-C 3.07
10 S-SP-CP-MP 2.77

Pattern representation indicates the sequence of events with durations ≥ 1

first union and first child and greater number of non-normative transitions.
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Table 4.4.: Proportion of women in poor health, with depression symptoms, smoking
and heavy drinking in the last 30 days. Frequencies by union status and
motherhood.

Prop. with Prop. with Prop. Prop.
poor health depression symptoms smoking drinking

Never Married 0.11 0.20 0.39 0.45
Ever Married 0.09 0.15 0.27 0.32
Never Cohabitation 0.07 0.17 0.16 0.20
Ever Cohabitation 0.10 0.17 0.36 0.42
Non-mothers 0.10 0.17 0.29 0.45
Mothers 0.10 0.17 0.32 0.32
Total 0.11 0.18 0.27 0.35

Table 4.5.: Indicators of timing, quantum and sequencing and health status.

Poor Health Depression Smoking Drinking Total
no yes no yes no yes no yes

Timing indicators
Age at first transition 22.12 21.17 22.12 21.17 22.47 20.83 22.06 21.83 21.97
Age at first union 22.24 21.02 22.23 21.02 22.55 20.96 21.91 22.03 21.96
Age at first child 23.44 21.99 23.51 21.99 23.80 22.01 23.54 23.18 23.43

Quantum indicators
Number of transition 3.09 3.40 3.11 3.41 2.9 3.69 3.08 3.36 3.18
Turbulence 6.43 6.48 6.45 6.48 6.27 6.89 6.42 6.68 6.52

Sequencing indicators
Number of normative
transition

1.08 0.97 1.10 0.97 1.12 0.93 1.19 0.96 1.10

Number of non-
normative transition

2.02 2.43 2.01 2.44 1.80 2.80 1.897 2.40 2.08
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4.5.1. Multivariate results

Early transitions have a negative effect on self-reported health and smoking behavior. Ta-

ble 4.6 (and tables B.2,B.3 in the appendix) reports the results of the regression analysis.

These results indicate that, controlling for previous health and compositional characteris-

tics, transitions under age 18 are associated with poor self-reported health and increase in

smoking. If we consider only union transitions or the age at first child, also transitions be-

fore age 20 are significantly different from transitions that happen later in life. Moreover,

depression symptoms are associated with early childbearing. The dynamic of family tra-

jectories has a similar effect. The number of transitions is associated with negative effect

on self-reported health and smoking behavior. The more transition a woman experience

between wave I and wave IV, the more she is likely to smoke and report poor health (see

table 4.7). Other indicators of sequence dynamics, instead, do not show notable effect on

health outcomes (see table B.4 in the appendix).

It is interesting to notice, however, what happens if we decompose the number of tran-

sitions into normative and non-normative (the distinction between normative transitions

and non-normative is defined in table 4.1). Results in table 4.8 show that the two types

of sequences have an opposite effect. While non-normative transitions have a negative

effect on health outcomes, normative transitions are associated with less unhealthy be-

havior. Non-normative transitions are associated with a decrease in self-reported health

and an increase in depression symptoms. Concerning smoking and drinking behaviors, we

observe a protection effect given by normative transitions. Traditional family formation

is therefore associated with reduction of risky behaviors. Controlling for other variables,

non-normative transitions are associated with increase in the number of cigarette smoked

and drinking occasions. Possible explanations are that non-normative transitions consti-

tute major sources of stress. People who follow a normative path, instead, receive bigger

support from friends and family.

The estimate results in tables 4.6,4.7,4.8 show similar levels of correlation between

health outcomes in Wave I and Wave IV. The inclusion of lagged dependent variable
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allows to take into account selection issues. I also included in the models’ background

variables indicating race composition, socio-economic status and the family composition

at the beginning of the transition. Although previous health outcomes control for health

selection, I assume that background characteristics can affect the level of health at Wave

IV net of previous health outcomes. Estimates show that women with college educated

parents have lower health outcomes and minor propensity to smoke. The propensity

to engage in risky behavior changes with race. Black and Hispanic girls tend to smoke

and drink less than their white counterpart. Moreover, African American women have

a general tendency to report minor levels of health. Overall, these results show that

women that move away from a traditional pattern have bigger risk to report poor health

and above all to engage in risky behaviors. Therefore, these results show that timing,

quantum and sequencing are important factors in the study of family formation.

4.6. Typologies of family trajectories

The analyses presented in the previous section show that women who move away from

a “normative” model (especially in terms of age at first transition and order of events)

are the ones who experienced greater decline on health status. Poor health outcomes are

associated with early transitions, high numbers of changes in family status, and “non-

normative” order of events. Traditional transitions seem to have instead a protective

effect, especially on behavior.

Any how, previous analysis do not permit to identify what type of family patterns are

associated with changes in health status. From a policy point of view, we are interested in

detecting what subgroups of population risk more to experience poor health, for example,

single motherhood (Furstenberg, 2005, 1998, 1976). Previous studies show lower levels of

health among single mothers, in particular mental health (Cairney et al., 2003), propen-

sity to smoke (Francesconi et al., 2010), and also higher level of mortality, (Mirowsky,

2005). Therefore, it is relevant to study the consequences of different patterns in family

formation.
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Table 4.6.: Regression estimates. Effects of timing indicators on health outcomes: age at
first transition

(1) (2) (3) (4)
Poor

Health Depression Smoking Drinking

Age at first transition > 25 (ref.)
Age at first transition < 18 0.270∗∗ 0.295 3.278∗∗∗ 0.0697

(0.102) (0.496) (0.871) (0.102)

Age at first transition 18-20 0.128 0.0691 1.771 0.0525
(0.107) (0.524) (0.916) (0.107)

Age at first transition 20-25 −0.0214 −0.0373 0.761 0.100
(0.104) (0.503) (0.841) (0.104)

Age at wave I 0.683 −4.167 −12.23 0.866
(0.904) (5.361) (11.98) (0.666)

Age squared at wave I −0.0199 0.112 0.310 −0.0268
(0.0251) (0.147) (0.329) (0.0180)

Living with bio-parents at wave I −0.0383 −0.185 −1.082 −0.00895
(0.0533) (0.250) (0.640) (0.0738)

College educated parents −0.230∗∗∗ −0.717∗∗ −3.151∗∗∗ 0.0685
(0.0636) (0.273) (0.771) (0.0949)

Hispanic 0.184∗ −0.112 −3.544∗∗∗ −0.150
(0.0905) (0.437) (0.755) (0.0943)

Black 0.176∗∗ 0.567 −1.002 −0.278∗∗∗

(0.0618) (0.342) (0.770) (0.0795)

Asian 0.208 0.0783 −1.643 −0.0998
(0.120) (0.389) (1.242) (0.155)

Self-reported health at wave I 0.270∗∗∗

(0.0289)

Depression WI 0.277∗∗∗

(0.0259)

Smoking WI 0.509∗∗∗

(0.0318)

Drinking WI 0.177∗∗∗

(0.0275)

Constant −4.230 42.61 123.8 −6.337
(8.132) (48.88) (109.3) (6.181)

Observations 2255 2237 2237 2248
Adjusted R2 0.141 0.108 0.310 0.060
Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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The number of possible combinations of sequences in family formation is almost un-

limited. It follows that a convenient empirical strategy aims to reduce all the possible

trajectories to a more manageable number. I used a cluster analysis to specify six groups

of trajectories as representative of the entire set of sequences. The details of the analysis

are presented in the Appendix. Below, I present a description of the sequences in each

group, additional details can be found in table 4.9 and figures 4.2 and B.1. Clusters can

also be described using their medoid sequences (Aassve et al., 2007). A medoid is the

observation with the minimum distance from other individuals in a cluster. The advan-

tage of using medoid sequences is to define the cluster using a real sequence that best

represents the groups.

1. Married mothers (S,73)(C,11)(M,12)(MP,84); n=693. This is the largest group

in the sample (29%). It is composed by women that follow a more traditional

pattern, i.e. Single-Married-Married Mothers. Almost all of them experience both

marriage and motherhood. Cohabitation is not rare, but generally short. Women

in this class start family transition earlier than women in other groups (with the

exception of single and cohabiting mothers). Although the number of transitions

is comparable with the other groups, the number of “non-normative” transitions is

limited.

2. Late transitions (S,168)(C,12); n=648. This group represents women that start

family transition very late or the ones who have not experienced any transition

by age 30. They stay single for the majority of the sequence and they eventually

experience a transition to cohabitation. Very few of them are married or have a

child by age 30.

3. Married women without children (S,97)(C,12)(M,71); n=315. This group

differs from group 1 essentially for two reasons. Women in this group begin the

family transition later and they remain longer married without a child. The average

time in which they stay married without children (M) is 2 years and half, compared

to 1 year in group 1. The result is that the majority of women in this group

postpones childbearing after age 30. The majority of transitions is traditional
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and cohabitation is generally short. Above all, this group is characterized by a

postponement of traditional pattern.

4. Single Mothers (S,71)(SP,90)(CP,19); n=302. This group identifies women who

became mothers without being in an partnership. The group is characterized by

very early transition to motherhood. Although there are some experiences of cohab-

itation, most of the time is spent outside a union. Women in this group experience

in average more transitions than women in other groups. The majority of transi-

tions are non-traditional. Single mothers are more likely to experience more than

one cohabitation union.

5. Cohabiting mothers (S,59)(C,15)(CP,106); n=237. Women in this group differ

from single mothers mainly for the fact that childbearing occurs during a cohabita-

tion. This group is characterized by early transitions both to union and to moth-

erhood. Similarly to single mothers, they experience a large number of transitions,

most of them “non-normative” transitions.

6. Cohabitating women (S,92)(C,84)(M,4); n=163. The last group is characterized

by cohabitation. It accounts for roughly 7% of women in the sample. Trajectories

in this class are similar to group 2 (late transitions), with the difference that women

in this group anticipate union to enter a cohabitation. The number of transitions

is relatively low. Childbearing is postponed to later age.

Groups differ for compositional characteristics, in particular race composition and so-

cioeconomic status (see table 4.9). Groups 4 and 5 have a higher proportion of African

American women. These two groups seem to be the more disadvantaged in terms of

family resources. Their families’ income is noticeably inferior and a great proportion of

them was not living with two biological parents at Wave I. On the contrary, women in

the groups 2 and 3 seem to be more advantaged in terms of family income, education and

family composition.
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Figure 4.2.: Distribution of states
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Single mothers, cohabiting mothers and cohabiting women (groups 3,4 and 6) report

inferior level of health at Wave IV (table 4.6). The same groups also have higher prob-

ability to incur depression symptoms. This is partially explained by selection, since the

same groups also have lower levels of health during wave I. Single and cohabiting moth-

ers have a greater propensity to smoke at Wave IV. Drinking behavior, instead, is more

frequent among cohabiting women and women who experience late transitions. Although

we observe a general reduction in smoking from adolescent to adulthood, women who

postpone family transitions (group 2) are the ones who have the biggest decrease.

To investigate the relation between health and family trajectories, I applied the same

estimation strategy used in the previous section. Since family trajectories are subject to

selection issues and confounding variables, I control for previous health outcomes (Wave

I) and compositional characteristics in the regression models. The choice of the family

pattern is very likely to be influenced by variables that are omitted in the regression

model. Also the effect of reverse causation may not be negligible. On the other hand,

the dependent variable is only a representation of a variety of trajectories and it cannot

be thought as a treatment that is randomly assigned to the population. For this reason,

the estimation results presented in table 4.11 only indicate a statistical association and

they not have a causal significance. Nevertheless, results show some interesting aspects

of the relation between health and family formation.

First, both women who have a child in early age and the ones who cohabit without

children have lower self-reported health. On the other hand, women with a traditional

pattern do not differ significantly to women who postpone family transitions. Second,

cohabiting mothers are more likely to experience depression symptoms compared to other

groups. Although single mothers are similar in many aspects, they do not differ from the

reference group. A possible explanation is that depression is associated with the cohab-

iting experience, or in other terms with union instability. Last, smoking and drinking

behaviors appear to be strongly influenced by family patterns. Trajectories with marriage

seem to have a protective effect on the risky behaviors of women. Controlling for other

variables, women of group 1 and 2 have lower probability to engage in heavy drinking
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behavior, while women of group 2 experience a sensible reduction on the average number

of cigarette smoked. This is consistent with other studies that show how marriage has

a strong incentive on reducing risky behaviors (Duncan et al., 2006). However, it would

be interesting to understand if this protective effect remains constant in time or if it has

only a temporary effect. Overall, parents education has a positive effect on health - both

physical and mental - and a reduction on cigarette smoking. Race has a mixed effect.

Black women report less perceived health levels, but at the same time are less likely to

engage in drinking behavior.

4.7. Discussion

Health is the result of a continuous process that develops over an individual’s lifetime.

Health trajectories are the consequence of a multitude of factors coming from genetic, bi-

ological, behavioral, social and economic contexts. Previous studies indicate that health

is certainly connected with family events occurring during life course. Following the

approach of Giele and Elder (1998), I distinguish between transitions (changes in family

status) and trajectories (the whole sequence of transitions) in order to study jointly union

formations and childbearing. Although the study of the dynamic inter-relationship be-

tween health and the life course has recently been an emerging topic, there is no general

agreement on how trajectories should be conceptualized and analyzed. In this chapter, I

use sequence analysis to describe life course trajectories. Describing family biographies

as sequences of family states allows to analyze different dimensions of life course. In

particular, I am interested in examining if there is a direct effect of timing, quantum

and sequencing on health outcomes for young women. It emerges that, controlling for

selection and background characteristics, changes in these dimensions affect health sta-

tus. Early transitions have negative repercussions on self-reported health and smoking

behavior (hypothesis 1 ). Although the experience of a large number of transitions is asso-

ciated with negative effects (hypothesis 2 ), some particular transitions have a protective

effect. Normative transitions (i.e. traditional unions, childbearing after marriage) have

protective effects on behaviors (hypothesis 3 ). Women with numerous normative transi-
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tions, in fact, smoke less cigarettes and have less occasions of heavy drinking. Above all,

the indicators proposed indicate that sequence characteristics matters. In particular, it

seems that moving away from normative family patterns (in terms of age-roles and order

of events) is associated with a decrease in wellbeing.

In the second part of the chapter, I examine the consequences of different typology of

trajectories. I individuate six classes representing typical patterns of family formation.

Differences in terms of wellbeing and propensity to risky behaviors are substantial. Once

controlled for selection and background characteristics, these differences are attenuated

but still significant. Empirical results show that women with short experiences of cohab-

itation and women with a traditional pattern do not differ significantly to women who

postpone family transitions. On the other hand, early childbearing and long cohabitation

are associated with poor health status. Moreover, married women are less likely to smoke

and to drink. These analyses partially confirm previous studies, in particular regarding

the “protection effect” of marriage. Although selection and social background play most

of the role, we still observe negative outcomes for women who experience early childbear-

ing. We do not find much differences, instead, between single mothers and young mothers

that have a child during a cohabitation.

Results show that early childbearing is associated with worse health outcomes. It is

possible that women who anticipate motherhood have less resources (in terms of human

and social capital) to tackle the stress of raising a child (especially if without a stable

partner). Another complementary explanation is that early mothers are disadvantaged in

the marriage market and they have difficulties to match with good men. Our results also

show that married women are less likely to smoke and drink, confirming a “protection

effect” of marriage. Cohabitation seems to have no negative effect if short and followed by

a marriage. On the other hand, it is associated to poor outcomes (especially propensity

to smoking and drinking) when it is persistent and accompanied by motherhood. It is

possible, in fact, that short cohabitation, when followed by marriage, are becoming more

and more accepted in the society. The aim of this paper is mainly descriptive. The

mechanism of these relations, in fact, is beyond the scope of this work. Nevertheless,
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these results, give evidences that family trajectories matter.

It would be interesting in the future, to investigate if these differences persist during the

life course to see if the more disadvantaged groups are able to catch up with the others.

Another open issue is the interaction between family transitions and social class. It may

be, in fact, that family trajectories have different effects according to the socio-economic

status of the family of origin. For example, the risk associated with non-normative

transitions may not affect women coming from higher social class. Last, this study only

deals with young women and ignores men. Comparing the trajectories of partners might

help to understand the effect of previous family transitions in the marriage market. Any

how, this study represents one of the first tentative to study the association between

health and family formation using a life course perspective.
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Table 4.7.: Regression estimates. Effects of quantum indicators on health outcomes: num-
ber of transitions

(1) (2) (3) (4)
Poor

Health Depression Smoking Drinking

Number of transitions 0.0457∗∗ 0.122 0.674∗∗∗ 0.0151
(0.0149) (0.0748) (0.183) (0.0192)

Age at wave I 0.325 −12.63∗ −30.34∗ 0.529
(1.475) (5.981) (14.84) (1.113)

Age squared at wave I −0.0102 0.343∗ 0.805∗ −0.0175
(0.0406) (0.164) (0.405) (0.0299)

Living with bio-parents at wave I −0.0622 −0.184 −1.215 −0.00217
(0.0537) (0.253) (0.654) (0.0736)

College educated parents −0.266∗∗∗ −0.739∗∗ −3.410∗∗∗ 0.0735
(0.0642) (0.267) (0.758) (0.0920)

Hispanic 0.182∗ −0.0408 −3.426∗∗∗ −0.144
(0.0917) (0.435) (0.747) (0.0953)

Black 0.175∗∗ 0.579 −0.963 −0.274∗∗∗

(0.0619) (0.341) (0.783) (0.0813)

Asian 0.198 0.0574 −1.785 −0.102
(0.117) (0.377) (1.252) (0.156)

Self-reported health at wave I 0.277∗∗∗

(0.0292)

Depression WI 0.273∗∗∗

(0.0255)

Smoking WI 0.508∗∗∗

(0.0321)

Drinking WI 0.176∗∗∗

(0.0273)

Constant −0.915 119.5∗ 289.0∗ −3.257
(13.40) (54.53) (135.9) (10.36)

Observations 2254 2236 2236 2247
Adjusted R2 0.133 0.113 0.312 0.061
Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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Table 4.8.: Regression estimates. Effects of sequencing indicators on health outcomes:
number of normative and non-normative transitions

(1) (2) (3) (4)
Poor

Health Depression Smoking Drinking

Number of normative transitions −0.0180 −0.133 −1.122∗∗ −0.216∗∗∗

(0.0315) (0.144) (0.354) (0.0430)

Number non-normative transitions 0.0556∗∗∗ 0.160∗ 0.961∗∗∗ 0.0513∗

(0.0153) (0.0769) (0.205) (0.0203)

Age at wave I 0.432 −12.21∗ −26.79∗ 0.988
(1.460) (5.933) (13.40) (1.105)

Age squared at wave I −0.0131 0.332∗ 0.710 −0.0298
(0.0401) (0.162) (0.364) (0.0297)

Living with bio-parents at wave I −0.0459 −0.115 −0.796 0.0575
(0.0540) (0.253) (0.657) (0.0740)

College educated parents −0.266∗∗∗ −0.739∗∗ −3.440∗∗∗ 0.0731
(0.0638) (0.266) (0.745) (0.0883)

Hispanic 0.163 −0.121 −4.121∗∗∗ −0.216∗

(0.0912) (0.435) (0.752) (0.0994)

Black 0.136∗ 0.425 −2.251∗∗ −0.425∗∗∗

(0.0640) (0.346) (0.815) (0.0862)

Asian 0.195 0.0529 −1.984 −0.124
(0.117) (0.384) (1.207) (0.144)

Self-reported health at wave I 0.273∗∗∗

(0.0290)

Depression WI 0.272∗∗∗

(0.0256)

Smoking WI 0.486∗∗∗

(0.0327)

Drinking WI 0.158∗∗∗

(0.0271)

Constant −1.861 115.8∗ 257.3∗ −7.337
(13.27) (54.10) (123.1) (10.26)

Observations 2254 2236 2236 2247
Adjusted R2 0.136 0.116 0.329 0.090
Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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Table 4.11.: Regression estimates. Effects of family trajectories on health outcomes

(1) (2) (3) (4)
Poor

Health Depression Smoking Drinking

Late transitions (ref. category)

Married mother 0.105 0.0705 −0.151 −0.311∗∗∗

(0.0694) (0.301) (0.768) (0.0880)

Married women 0.0824 0.168 −1.906∗ −0.225∗

(0.0784) (0.389) (0.913) (0.109)

Single mothers 0.245∗∗ −0.196 1.858 −0.162
(0.0883) (0.442) (1.095) (0.113)

Cohabiting mothers 0.211∗ 0.995∗ 2.243 −0.154
(0.0919) (0.498) (1.153) (0.123)

Cohabitation women 0.252∗ 0.887 0.327 0.330
(0.118) (0.481) (1.824) (0.230)

Age at wave I 0.650 −4.052 −12.08 1.173
(0.876) (5.366) (11.90) (0.645)

Age squared at wave I −0.0193 0.108 0.301 −0.0354∗

(0.0244) (0.147) (0.326) (0.0174)

Living with bio-parents at wave I −0.0624 −0.210 −1.206 −0.0269
(0.0536) (0.248) (0.645) (0.0720)

College educated parents −0.258∗∗∗ −0.722∗∗ −3.261∗∗∗ 0.0533
(0.0643) (0.274) (0.772) (0.0898)

Hispanic 0.152 −0.114 −4.162∗∗∗ −0.182
(0.0916) (0.448) (0.775) (0.0980)

Black 0.126∗ 0.530 −1.945∗ −0.324∗∗∗

(0.0630) (0.350) (0.815) (0.0814)

Asian 0.198 −0.00107 −1.813 −0.134
(0.121) (0.394) (1.185) (0.149)

Self-reported health at wave I 0.277∗∗∗

(0.0294)

Depression WI 0.278∗∗∗

(0.0261)

Smoking WI 0.509∗∗∗

(0.0318)

Drinking WI 0.166∗∗∗

(0.0270)

Constant −3.769 41.85 126.0 −8.809
(7.889) (48.93) (108.6) (5.973)

Observations 2255 2237 2237 2248
Adjusted R2 0.132 0.113 0.308 0.077
Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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Tremblay, R. E., D. S. Nagin, J. R. Séguin, M. Zoccolillo, P. D. Zelazo, M. Boivin,

D. Pérusse, and C. Japel, 2004. Physical aggression during early childhood: trajectories

and predictors. Pediatrics, 114(1):e43–50.

Turney, K. and K. Harknett, 2010. Neighborhood Disadvantage, Residential Stability,

and Perceptions of Instrumental Support Among New Mothers. Journal of Family

Issues, 31(4):499. doi:10.1177/0192513X09347992.

Uebersax, J., 1999. Probit latent class analysis: Conditional independence and condi-

tional dependence models. Applied Psychological Measurement, 23(4):283–297.

Vanhulsel, M., C. Beckx, D. Janssens, K. Vanhoof, and G. Wets, 2010. Measuring dis-

similarity of geographically dispersed space–time paths. Transportation, forthcoming.

Vermunt, J., 2003. Multilevel latent class models. Sociological Methodology, pages 213–

239.

Vermunt, J., 2008a. Latent class and finite mixture models for multilevel data sets.

Statistical Methods in Medical Research, 17(1):33.

Vermunt, J. K., 2008b. Latent Class Models in Longitudinal Research, chapter Hand-

book of Longitudinal Research: Design, Measurement, and Analysis. Burlington, MA:

Elsevier.

119



Waite, L. J. and C. Bachrach, 2000. The ties that bind: perspectives on marriage and

cohabitation. New York: Aldine de Gruyter.

Waldron, I., M. Hughes, and T. Brooks, 1996. Marriage protection and marriage

selection–prospective evidence for reciprocal effects of marital status and health. Social

Science & Medicine, 43(1):113–123.

Ward, J., 1963. Hierarchical grouping to optimize an objective function. Journal of

American Statistical Association, (58):236–244.

Widmer, E. D. and G. Ritschard, 2009. The de-standardization of the life course:

Are men and women equal?. Advances in Life Course Research, 14(1-2):28–39. doi:

10.1016/j.alcr.2009.04.001.

Wilson, C., 2001. Activity patterns of Canadian women: Application of ClustalG se-

quence alignment software. Transportation Research Record, 1777:55–67.

Wilson, C., 2006. Reliability of sequence-alignment analysis of social processes: Monte

Carlo tests of ClustalG software. Environment and Planning A, 38(1):187–204.

Wilson, C., 2008. Activity patterns in space and time: calculating representative Hager-

strand trajectories. Transportation, 35:485–499.

Wood, R., B. Goesling, and S. Avellar, 2007. The effects of marriage on health: A

synthesis of recent research evidence. Technical report, Department of Health and

Human Services.

Wu, L., 2000. Some Comments on” Sequence Analysis and Optimal Matching Methods

in Sociology: Review and Prospect”. Sociological Methods & Research, 29(1):41–64.

Wu, Z. and R. Hart, 2002. The Effects of Marital and Nonmarital Union Transition on

Health. Journal of Marriage and Family, 64(2):420–432.

Zapala, M. and N. Schork, 2006. Multivariate regression analysis of distance matrices for

testing associations between gene expression patterns and related variables. Proceedings

120



of the National Academy of Sciences of the United States of America, 103(51):19430–

19435.

121



A. R code

In this section, I present part of the R code used to implement the simulation study

described in chapter 2.

The following R code is necessary to define the “sequence operators” described in

chapter 2.

require("TraMineR")

require("poLCA")

#This is a function used to extract a random subsequences

from the original subsequence

zac=function(l=n, r=15) {

p=rep(1/l,l)

repeat{ z1=rmulti(p); z2=rmulti(p); if (abs(z1-z2)==r & abs(z1-z2)>1) break }

return(Z=list("z1"=z1, "z2"=z2)) }

#noise 1: inversion of a single sequence

noise1=function(seq=seq, level=.5){

n=length(seq)

seqx=seq

q=runif(1)

if (q<level ) {seq[seqx=="M"]="C"; seq[seqx=="C"]="M"}

return(seq) }
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#noise2: mutation of a single sequence

noise2=function(s,level=0.5, alphabet){

l=length(alphabet)

q=runif(1)

p=rep(1/l,l)

a=rmulti(p)

if (q<level ) s=alphabet[a]

return(s) }

# cut: random truncation of a single sequence

cut=function(seq,level=0.5, k=15){

q=runif(1)

n=length(seq)

p=rep(1/k,k)

z1=k+rmulti(p)

if (q<level ) seq[z1:n]="NA"

return(seq)}

# noise4: postponement of a single sequence

noise4=function(seq=seq, level=.5){

n=length(seq)

for (g in 2:n){

q=runif(1)

if (q<level) seq[g]=seq[g-1]}

return(seq) }

#noise5: slicing of a single sequence

noise5=function(seq=seq, level=.5){

n=length(seq)

p=rep(1/(n-1),(n-1))
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k=10

Z=zac(n, r=k)

z1=Z$z1

z2=Z$z2

a=seq[z1:z2]

Z=zac(n, r=k)

v1=Z$z1

v2=Z$z2

b=seq[v1:v2]

q=runif(1)

if (q<level){

seq[z1:z2]=b

seq[v1:v2]=a

}

return(seq)

}

The following code is used to implement the “sequence operators” on the entire dataset.

inversion=function(seq,l) seq2=t(apply(seq, 1, level=l, noise1))

slicing=function(seq,l) seq2=t(apply(seq, 1, level=l, noise5))

postponement=function(seq,l) seq2=t(apply(seq, 1, level=l, noise4))

mutation=function(seq,l) {if (is.seqe(seq)==FALSE)

A=seqdef(seq); alpha=alphabet(A)}

truncation=function(seq,l) seq2=t(apply(seq, 1, level=l, cut))
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B. Additional tables and figures

In this appendix, I report the additional tables and figures used in the analysis presented

in chapter 4. In particular, I present in table B.1 the costs setting used in the calculation

of Optimal Matching distances in chapter 4. Tables B.2, B.3 and B.4 report the results

of regression models using different indicators of timing and quantum. Last, Figure B.1

indicates the average time in each status by the membership to different typology of

family trajectories.

Table B.1.: Substitution costs derived from data. Add-health, women of age 15-30

C-> CP-> M-> MP-> S-> SP->
C-> 0.0000 1.9907 1.9846 1.9998 1.9745 1.9999

CP-> 1.9907 0.0000 2.0000 1.9865 1.9999 1.9653
M-> 1.9846 2.0000 0.0000 1.9813 1.9942 2.0000

MP-> 1.9998 1.9865 1.9813 0.0000 2.0000 1.9924
S-> 1.9745 1.9999 1.9942 2.0000 0.0000 1.9982

SP-> 1.9999 1.9653 2.0000 1.9924 1.9982 0.0000
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Table B.2.: Regression estimates. Effects of timing indicators on health outcomes: age
at first union

(1) (2) (3) (4)
Poor

Health Depression Smoking Drinking

Age at first union >25 (ref.)
Age at first union <18 0.378∗∗∗ 0.625 3.175∗∗ −0.121

(0.0820) (0.384) (1.001) (0.121)

Age at first union 19-20 0.238∗∗ 0.464 2.051∗ −0.0702
(0.0871) (0.414) (1.023) (0.125)

Age at first union 21-25 0.126 0.176 0.979 −0.105
(0.0805) (0.387) (0.935) (0.117)

Age at wave I −0.0570 −3.407 −12.75 0.978
(0.860) (5.332) (13.43) (0.783)

Age squared at wave I 0.000429 0.0916 0.320 −0.0300
(0.0237) (0.146) (0.369) (0.0215)

Living with bio-parents at wave I −0.0540 −0.338 −1.119 −0.0129
(0.0514) (0.232) (0.680) (0.0765)

College educated parents −0.198∗∗ −0.620∗ −3.338∗∗∗ 0.0563
(0.0634) (0.271) (0.790) (0.0984)

Hispanic 0.121 0.0115 −3.615∗∗∗ −0.111
(0.0834) (0.378) (0.806) (0.0977)

Black 0.264∗∗∗ 0.349 −0.643 −0.277∗∗

(0.0627) (0.314) (0.806) (0.0857)

Asian 0.247∗ 0.159 −1.778 −0.103
(0.118) (0.396) (1.287) (0.158)

Self-reported health at wave I 0.280∗∗∗

(0.0291)

Depression WI 0.275∗∗∗

(0.0255)

Smoking WI 0.509∗∗∗

(0.0320)

Drinking WI 0.176∗∗∗

(0.0279)

Constant 2.363 35.21 129.8 −7.137
(7.800) (48.68) (122.2) (7.155)

Observations 2168 2159 2155 2164
Adjusted R2 0.149 0.113 0.303 0.054
Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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Table B.3.: Regression estimates. Effects of timing indicators on health outcomes: age
at first child

(1) (2) (3) (4)
Poor

Health Depression Smoking Drinking

Age at first children >25 (ref.)
Age at first children <18 0.432∗∗∗ 0.771∗ 4.348∗∗∗ 0.223∗

(0.0839) (0.382) (1.060) (0.104)

Age at first children 19-20 0.278∗∗ −0.0794 2.867∗ 0.224
(0.0980) (0.411) (1.232) (0.121)

Age at first children 21-25 0.238∗∗ 0.469 1.538 0.0886
(0.0808) (0.330) (0.869) (0.0868)

Age at wave I 0.0200 −3.560 −0.921 1.279∗

(0.702) (5.698) (8.631) (0.537)

Age squared at wave I 0.0000226 0.0971 0.00795 −0.0373∗

(0.0196) (0.156) (0.240) (0.0148)

Living with bio-parents at wave I −0.0291 −0.441 −1.997∗∗ 0.00160
(0.0606) (0.262) (0.758) (0.0727)

College educated parents −0.215∗∗ −0.677 −3.774∗∗∗ −0.195∗

(0.0761) (0.361) (0.860) (0.0796)

Hispanic −0.0167 −0.380 −4.349∗∗∗ 0.0134
(0.0967) (0.425) (0.945) (0.114)

Black 0.0986 0.146 −2.838∗∗ −0.251∗∗

(0.0705) (0.379) (0.931) (0.0849)

Asian 0.353∗ 0.912 −2.027 −0.143
(0.179) (0.517) (1.369) (0.171)

Self-reported health at wave I 0.227∗∗∗

(0.0335)

Depression WI 0.234∗∗∗

(0.0286)

Smoking WI 0.535∗∗∗

(0.0368)

Drinking WI 0.131∗∗∗

(0.0286)

Constant 1.272 36.57 18.58 −10.51∗

(6.309) (52.07) (77.88) (4.892)

Observations 1509 1504 1502 1505
Adjusted R2 0.126 0.097 0.367 0.052
Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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Figure B.1.: Average time spent in each state by typology of trajectory
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Table B.4.: Regression estimates. Effects of quantum indicators on health outcomes:
sequences’ turbulence.

(1) (2) (3) (4)
Poor

Health Depression Smoking Drinking

Turbulence 0.0217 0.0166 0.243∗ 0.000212
(0.0114) (0.0326) (0.117) (0.0135)

Age at wave I 0.329 −8.882∗ −30.49∗ 0.562
(1.477) (4.495) (15.03) (1.108)

Age squared at wave I −0.0105 0.242 0.806∗ −0.0185
(0.0406) (0.124) (0.410) (0.0297)

Living with bio-parents at wave I −0.0752 −0.106 −1.429∗ −0.0103
(0.0533) (0.152) (0.649) (0.0722)

College educated parents −0.274∗∗∗ −0.492∗∗ −3.553∗∗∗ 0.0694
(0.0640) (0.167) (0.756) (0.0914)

Hispanic 0.166 −0.121 −3.680∗∗∗ −0.155
(0.0912) (0.238) (0.749) (0.0957)

Black 0.162∗∗ 0.417 −1.134 −0.283∗∗∗

(0.0620) (0.221) (0.783) (0.0809)

Asian 0.190 −0.140 −1.850 −0.107
(0.119) (0.244) (1.249) (0.155)

Self-reported health at wave I 0.282∗∗∗

(0.0295)

CES-D scale at wave I 0.229∗∗∗

(0.0254)

Smoking WI 0.517∗∗∗

(0.0316)

Drinking WI 0.177∗∗∗

(0.0273)

Constant −0.900 83.55∗ 292.0∗ −3.461
(13.43) (40.79) (137.7) (10.32)

Observations 2254 2241 2236 2247
Adjusted R2 0.128 0.086 0.305 0.060
Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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