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Abstract

The fifth generation of wireless technology (5G) is positioned to address the
demands and business contexts of 2020 and beyond. It is expected to enable a fully
mobile and connected society, related to the significant growth in connectivity and
volume of traffic that will be required in the near future. In this context, the mil-
limeter wave (mmWave) spectrum is rapidly emerging as a key enabler of the 5G
performance demands, thanks to the large available bandwidth at such high fre-
quencies. Communication at mmWaves, however, suffers from severe path and
penetration loss, requires the maintenance of directional transmissions and calls
for the definition of new control operations for both cellular and vehicular net-
works. Among all the challenges that will be faced, in this thesis we (i) focus on
the design of mobility management strategies for devices in idle and connected
mode, (ii) investigate how to deploy mmWave networking architectures, (iii) vali-
date the potential of the mmWave technology as a means to foster the automotive
revolution towards connected and autonomous transportation systems, (iv) study
the most promising options to broadcast vehicular sensory observations in an ef-
ficient way, and (v) envision how 5G technologies can evolve into 6G to address
the needs of the future digital society. Among other results, we demonstrate the
importance of combining multiple radio technologies into a single solution that is
more robust and efficient than any individual approach, discuss the trade-offs of
mobility management in 3GPP NR, and evaluate practical strategies for assigning
value of information in 5G networks.
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Sommario

La tecnologia cellulare di quinta generazione (5G) nasce per far fronte alla cres-
cente richiesta di una connettività veloce, a bassa latenza e robusta, in linea con
le esigenze di mercato della società del prossimo futuro. In questo contesto, lo
spettro delle onde millimetriche (mmWave) sta rapidamente emergendo come un
catalizzatore essenziale per lo sviluppo delle tecnologie 5G, in particolare grazie
all’enorme quantità di banda disponibile ad alte frequenze. La comunicazione
ad onde millimetriche, tuttavia, è ostacolata da una serie di problematiche, legate
principalmente alla rapida attenuazione della potenza in spazio libero, all’esigenza
di mantenere comunicazioni direzionali, e alla necessità di definire nuove proce-
dure di controllo per reti cellulari e veicolari. Tra tutte le sfide che si dovranno
affrontare, in questa tesi (i) progetteremo architetture per gestire la mobilità degli
utenti e le trasmissioni direzionali, (ii) investigheremo come installare efficiente-
mente reti cellulari a onde millimetriche, (iii) valideremo l’effettivo potenziale delle
onde millimetriche per favorire lo sviluppo di sistemi di trasporto totalmente au-
tonomi e connessi, (iv) analizzeremo meccanismi per trasmettere dati tra veicoli
in modo efficiente, (v) discuteremo di come i sistemi 5G possano evolversi in una
nuova generazione (6G) con l’obiettivo di garantire comunicazioni con prestazioni
sempre migliori. Tra i vari risultati, dimostreremo l’importanza di utilizzare le tec-
nologie radio in parallelo, discuteremo i pro e contro di diverse proposte per il con-
trollo della mobilità dei dispositivi cellulari e veicolari, e valuteremo le prestazioni
di strategie per assegnare valore all’informazione.
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Chapter 1
Introduction

From analogue cellular since Long Term Evolution (LTE), each generation of mobile technology has
been designed to meet the needs of end users and network operators. In this regard, the 5th gen-
eration (5G) of mobile technology will not simply be an evolution of earlier cellular standards. On
the contrary, it is positioned to address the demands and business contexts of 2020 and beyond. It
is expected to enable a fully mobile and connected society, related to the tremendous growth in con-
nectivity and density/volume of traffic that will be required in the near future [1, 2]. According to
the Cisco Visual Networking Index (VNI) [3]1, in fact, it is expected that global mobile data traffic
will grow at a Compound Annual Growth Rate (CAGR) of 47 percent between 2019 to 2022 (more
than the rate at which both the population and Internet users are growing) reaching 77.5 exabytes
per month by 2022. Mobile devices and connections will grow to 12.3 billion within the next four
years – and over 422 million of those will be 5G capable.

Previous generations of wireless networks have always been tailored towards one particular
need and a particular business ecosystem, such as mobile broadband in the case of LTE, and will not
reasonably be able to support this continuing growth in demand from subscribers for better mobile
broadband experiences [4]. In contrast, 5G will be associated with the need for multi-service and
multi-tenancy support, and is commonly understood to comprise a heterogeneous variety of tightly
integrated radio solutions and breakthrough technologies to address different service needs.

1.1 5G Service Requirements

According to the International Telecommunication Union (ITU), 5G wireless networks will need to
satisfy the following key requirements [4, 5], as illustrated in Fig. 1.1

• Peak data rate, referred to the maximum achievable data rate under ideal conditions per user
or device in bits per second. The minimum 5G requirements for peak data rate are 20 Gbps in
the Downlink (DL) and 10 Gbps in the Uplink (UL). In particular, per-user experienced data
rate should reach up to 100 Mbps in the DL and 50 Mbps in the UL.

1The Cisco Visual Networking Index (VNI) Global Mobile Data Traffic Forecast Update is part
of the comprehensive Cisco VNI Forecast, an ongoing initiative to track and forecast the impact of
visual networking applications on global networks, presenting some of Cisco’s major global mobile
data traffic projections and growth trends.
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Fig. 1.1: Key capabilities of 5G wireless systems [4].

• Area traffic capacity, defined as the total traffic throughput served per geographic area in
Mbps/m2. ITU has defined this objective with a target of 10 Mbps/m2 for the DL.

• Latency, defined as the time from when the source sends a packet to when the destination
receives it. The one-way end-to-end latency requirement is set to 4 ms for enhanced Mo-
bile Broadband (eMBB) services and 1 ms for Ultra-Reliable Low Latency Communication
(URLLC). Control plane latency, instead, should be bounded to less than 20 ms.

• Connection density, corresponding to the total number of connected and/or accessible devices
per unit area. ITU has specified a target of 1 million devices per km2 for machine-type com-
munication services.

• Energy efficiency, on the network side referring to the quantity of information bits transmitted
to or received from users. The specification given by ITU in this respect is that 5G air interfaces
must have the ability to support a high sleep ratio and long sleep duration.

• Reliability, defined as the success probability of delivering a data packet before a given dead-
line. The target is to transmit packets of 32 bytes in less than 1 ms in the cell edge of the dense
urban test environment with 99.999% probability.

• Mobility, defined as the maximum speed at which a defined Quality of Service (QoS) can be
achieved. For the rural test environment, the normalized traffic channel link data rate at 500
km/h, reflecting the average user spectral efficiency, must be larger than 0.45 bps/Hz in the
UL. At the same time, mobility interruption time, i.e., the time during which the device cannot
exchange data packets because of handover procedures, should be as low as 0 ms, essentially
meaning that a make-before-break paradigm has to be applied, i.e., the connection to the new
cell has to be set up before the old one is dropped.

1.2 5G Use Cases and Applications

5G will need to support, apart from the evolution of mobile broadband, new use cases ranging from
delay-sensitive video applications to ultra-reliable safety services. Researchers, industry vectors and
standardization bodies, like 3GPP and ITU, have categorized use cases in a few broad application
domains (as depicted in Fig. 1.2) that, for their generality and complementarity, are good representa-
tives of future 5G services [4, 6].

2



1.2. 5G USE CASES AND APPLICATIONS

2 Use Cases, Scenarios, and their Impact on the Mobile Network Ecosystem20

performed a detailed analysis of these in order to identify the similarities and the gaps between the 
already proposed UCs [4]. We present here a summary of this analysis of the challenging UCs origi-
nating from NGMN and from 5G PPP Phase 1 projects [7].

2.4.1 NGMN use Case Groups

According to NGMN [5], the business context beyond 2020 will be notably different from today, 
since it will have to handle the new UCs and business models driven by the customers’ and operators’ 
needs. According to the NGMN vision, 5G will have to support, apart from the evolution of mobile 
broadband, new UCs ranging from delay‐sensitive video applications to ultra‐low latency, from high 
speed entertainment applications in a vehicle to mobility for connected objects, and from best effort 
applications to reliable and ultra‐reliable applications, for instance related to health and safety.

Thus, NGNM has performed a thorough analysis for capturing all the customers’ and operators’ 
needs. The analysis is based on 25 UCs for 5G grouped into eight UC families, as listed in Table 2‐1 
and illustrated in Figure 2‐2. The UCs and UC families serve as an input for stipulating requirements 
and defining the building blocks of the 5G system design.

According to the NGMN 5G White Paper [5], the UC analysis is not exhaustive, though it provides 
a thorough and comprehensive analysis of the requirements of 5G. One can identify the key require-
ments and characteristics of each UC proposed by NGMN as listed in Table 2‐1.
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Figure 2-2. UC families considered by NGMN with representative UCs [6].Fig. 1.2: Representative 5G use cases [4].

• Broadband access. It refers to the use cases requiring high data rates across a wide coverage
area, including enhanced access to multimedia content, services and data with improved per-
formance and increasingly seamless user experience. Applications include (i) pervasive video
streaming (video traffic will be 82% of all IP traffic by 2022, up from 75% in 2017), (ii) operator
cloud services, (iii) information sharing and traffic support in ultra-dense open-air gathering
events (e.g., where several hundred thousands of users per km2 request connectivity).

• High-speed user mobility. Beyond 2020, there will be a growing demand for mobile services
in very high speed scenarios. Vehicles, in particular, will demand enhanced connectivity for
on-board entertainment, accessing the Internet, enhanced navigation through real-time infor-
mation dissemination, autonomous driving, safety and vehicle diagnostics. 5G will foster the
automotive revolution towards fully autonomous transportation systems.

• Internet of Things and smart cities. 5G will accelerate and, in some cases, enable the adoption of
solutions for so-called smart cities, improving the quality of life through better energy-efficient
architecture, environment and waste management, improved city transportation.

• e-health services. 5G will revolutionize health services, for instance through the possibility of
wirelessly enabled smart pharmaceuticals or remote surgery with haptic feedback. Depend-
ing on the patient’s device, treatment reactions based on monitored data may be required, and
these should be immediate and (semi-)automatic. Such applications will involve significant
growth in remote operation and control and will require extremely low latency and ultra-high
reliability, due to the sensitive nature of the exchanged information.

• Lifeline communication. Public safety and emergency services that are provided today are con-
tinuously improving. In addition to new capabilities for authority-to-citizen communication,
these use cases will evolve to include emergency prediction and disaster relief, as well as re-
mote control of vehicles and machines in dangerous or inaccessible areas, e.g., in the fields of
mining. Specifically, 5G should be able to provide robust communications in case of natural
disasters (e.g., earthquakes, floods, hurricanes), energy-efficient network management, high
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level of connection availability in addition to the ability to support traffic surges.

• Broadcast services. While personalization of communication will lead to a reducing demand
for currently deployed broadcast services, e.g., linear TV, future fully mobile and connected
society will nonetheless need efficient distribution of information from one source to many
destinations for the support of interactive services. These applications (which are also well
suited to accommodate vertical industries’ needs) require ubiquitous connectivity as well as
continuous service availability.

Most importantly, 5G will support the unprecedentedly stringent throughput and latency de-
mands of future cellular networks, and will play a key role for the automotive sector towards the
development of future Connected Intelligent Transportation Systems (C-ITSs) and Connected and
Autonomous Vehicles (CAVs), as we will discuss in the following sections.

1.3 5G Cellular Networks

As of July 2019, while technical standard development for 5G radio services is still an ongoing pro-
cess, 293 operators in 98 countries have demonstrated, are testing, or have started deploying working
5G commercial cellular networks (the equivalent numbers of 5G investments in November 2018 were
192 operators in 81 countries) [7]. The wide diversity of technology drivers and use cases of future
society will not make 5G cellular deployments just a simple evolution of 4G networks with new spec-
trum bands, higher spectral efficiencies and higher peak throughput, but also target new services and
business models. Several standardization bodies are involved in the definition of the forthcoming 5G
cellular system. The most important one is the 3rd Generation Partnership Project (3GPP) which re-
cently defined a new Radio Access Technology (RAT), i.e., 3GPP NR2, that introduces novel designs
and technologies that will comply with the 5G requirements. NR has been standardized by 3GPP
with a first set of specifications3 (Release 15) in December 2017 and a complete one published in June
2018. Release 16 for NR is expected to be completed in December 2019 and will be composed of a set
of specifications that match the ITU 5G requirements previously described in Sec. 1.1.

1.3.1 5G Cellular Networks Standardization: 3GPP NR

Their main characteristic of NR is flexibility: the specifications, indeed, provide a general technol-
ogy framework that addresses different and, in some cases, conflicting 5G requirements [10] and is
forward compatible, to accommodate future applications and use cases. Fig. 1.3 shows the main
novelties of NR with respect to LTE. For the Radio Access Network (RAN), as illustrated in the left
part of Fig. 1.3, NR features (i) a more flexible frame structure, providing a choice of physical-layer
parameters that enable support for a wide variety of use cases; (ii) the support for a much larger
spectrum, with frequencies also in the Millimeter Wave (mmWave) band (up to 52.6 GHz); and (iii)
the design of Physical (PHY) and Medium Access Control (MAC) layer procedures for beam man-
agement [9, 11]. In the core network, instead, the 5G Core (5GC) introduces network slicing and a
higher level of flexibility and virtualization with respect to the traditional LTE Evolved Packet Core
(EPC). Moreover, different deployment options and inter-networking with LTE are supported, as

2While NR was originally meant as the acronym for “New Radio” [8], according to the latest 3GPP
specifications [9] it has lost its original meaning and it now refers to the 5G Radio Access Network.

3The specifications for NR are in the Technical Specification (TS) of 3GPP 38 series, together with
Technical Reports (TRs) that contain related studies. Other relevant RAN specifications can be found
in the 36 (LTE) and 37 (LTE-NR inter-networking) series.
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Fig. 1.3: Key novelties and options of the 5G architecture: flexible frame structure, multi RAT,
mmWaves and core network options.

shown in the right part of Fig. 1.3. In the following paragraphs, we will introduce the main novelties
related to the NR frame structure and the 5G deployment architectures [12, 13].

5G NR Frame Structure The main characteristics of the frame structure can be found in [11].
The waveform is Orthogonal Frequency Division Multiplexing (OFDM) with a cyclic prefix, and the
available resources are organized in a time and frequency grid, with OFDM symbols and subcarriers
representing the minimum units in time and frequency. As in LTE, and as shown in Fig. 1.3, 14 sym-
bols are grouped in one slot, slots in subframes (1 ms) and subframes in frames (10 ms). However,
NR’s main novelty is flexibility: it supports multiple numerologies, i.e., sets of parameters for the
OFDM waveform, also multiplexed in time and frequency, as long as they are aligned on a subframe
basis. This enables the different 5G use cases: for example, a higher subcarrier spacing supports
high-data-rate traffic, while a lower subcarrier spacing enables low-frequency narrowband commu-
nications. The maximum bandwidth for each carrier is 400 MHz, with the option to aggregate up
to 16 carriers. In time, each subframe is composed by 2n slots, with n ranging from 0 to 4. This pa-
rameter controls also the subcarrier spacing ∆ f , equal to 15 × 2n kHz. For frequencies above 6 GHz,
the minimum value of n is 2, therefore the minimum subcarrier spacing is 60 kHz. The left part of
Fig. 1.3 shows an example of NR frame structure with different subcarrier spacings (∆ f = 60 and 120
kHz) and number of slots per subframe (4 and 8, respectively).

The NR frame structure also supports ultra-low-latency communications. First, with mini-slots,
data transmission does not need to be allocated synchronously with respect to the beginning of a
standard slot, thus it does not need to wait for the next slot. Moreover, a subframe can be self-
contained, i.e., an exchange with a first transmission and the corresponding acknowledgment can be
completed in 1 ms. Therefore, NR supports sub-ms latency for acknowledged transmissions.

5G NR Network Deployment The flexibility provided by the 3GPP specifications extends
to the possible deployment architectures and interconnectivity between 4G and new 5G networks,
as shown in Fig 1.3. In particular, in order to smooth the transition between the different generations
and reuse the widely deployed LTE and EPC infrastructure, the NR specifications foresee a non-
standalone (NSA) deployment, in which the network operator does not use the new 5GC, but only
deploys NR Next Generation Node Bases (gNBs)4 which are connected to EPC. Alternatively, in
a standalone (SA) deployment, both the RAN and the core network follow the 5G specifications,
which, as Fig. 1.3 illustrates, support network slicing and follow the Network Function Virtualization

4Notice that gNB is the NR term for a base station.
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(NFV) paradigm [14].

With NR, the gNB can also be split into separate physical units, i.e., the Distributed Unit (DU),
which contains the lower layers of the protocol stack and is deployed in the field, and the Cen-
tral Unit (CU) incorporating complete stack functionalities, which can be co-located with the DU or
hosted in a data center facility. As discussed in [15], this allows network operators to deploy the 5G
RAN according to the use cases they want to serve, e.g., an ultra-dense small cell deployment with
low utilization but high peak rate can rely on the CU/DU split to maximize the multiplexing and
enable a centralized control of the RAN, while a rural low-density deployment for the support of
Internet of Things (IoT) applications can feature complete gNB nodes. Finally, the 5G core network
has been redesigned with respect to the 4G core following a service-based approach [14]: the 5G core
is composed of multiple network functions, that provide mobility, authentication and routing sup-
port, that can be dynamically instantiated in data centers according to the load and traffic demands
of the network. For example, while in LTE/EPC networks the control plane for the mobility of the
user was handled by a single server (e.g., the Mobility Management Entity (MME)), with the 5GC
multiple network functions concur to offer the same set of services, but can be deployed in different
data center locations and quickly turned off and on to decrease resource utilization.

Moreover, the 5GC supports network slicing [16], i.e., the resources of the network can be split to
serve different portions of traffic, that have different QoS requirements (e.g., IoT and mobile broad-
band traffic). The service-based 5GC architecture is an important enabler of network slicing in 5G,
given that network functions can be provisioned dynamically to serve new network slices without
the need to use separate servers, as would happen with the EPC.

1.4 5G Vehicular Networks

Over the past few decades, advances in the automotive industry have opened up the potential for
CAVs as a means to offer safer and more efficient driving. From a safety perspective, CAVs can
eliminate or mitigate the severity of traffic accidents, which also account for around 25% of traffic
congestion, since more than 90% of accidents are due to human error [17]. In addition, connected cars
can guarantee improved traffic management through smart platooning, adaptive and cooperative
cruise control, lane change assistance, and traffic light coordination. In particular, CAVs can lead to
more than 50% highway capacity increase at 80% market penetration, resulting in an estimated 10%
reduction in infrastructure investment and 4 to 10% improved fuel economy [18]. The transition to
autonomous, computer-controlled vehicles is also expected to contribute to a 60% fall in emissions,
with positive implications on the environment [19]. The hands-free driving environment of CAVs
can finally reduce drivers’ stress and tedium, as well as increase their productivity (CAVs could
save over 2.7 billion unproductive hours in the US annually in work commutes, according to some
estimates [20]). Overall, in the US alone, the total associated monetized annual market resulting
from CAVs is estimated in a huge 1.3 trillion USD, or 8% of the entire US GDP, thereby stimulating
research efforts towards fully autonomous vehicles [21].

CAVs, when fully commercialized, will have ever more stringent regulations in terms of road
safety and traffic efficiency [23]. In this regard, new use cases (and relative requirements) specific to
future vehicular services have been defined in [22], as summarized in Fig. 1.4.

• Platooning. It refers to the set of services that enable the vehicles to cooperatively travel in close
proximity to one another at highway speeds. The data rate ranges from a few Kbps up to 65
Mbps depending on whether sensor sharing is required, while the latency ranges from 10 ms
to 500 ms depending on the distance. Vehicle platooning poses also very strict requirements
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Fig. 1.4: Representation of the use cases specified by the 3GPP in [22] for future CAVS systems.

in terms of connection reliability.

• Extended Sensors. It enables the exchange of raw or processed data gathered through local
sensors, thereby enhancing the perception range of the vehicles beyond the capabilities of
their on-board instrumentation. The data rate demands are proportional to the resolution
of the acquired sensory data and range from around 10 Mbps for a 300-beam 32-bit LIDAR
up to approximately 1 Gbps for high-quality uncompressed camera images [24]. Due to the
sensitive nature of the exchanged information, the maximum tolerable latency varies from
approximately 3 ms up to 100 ms for lower degrees of automation.

• Advanced Driving. It enables semi- or fully-automated driving through persistent dissemina-
tion of perception data. The required throughput is relatively low (i.e., less than 50 Mbps),
while latency must be very small (i.e., less than 100 ms for high degree of automation) to
ensure prompt reactions to unpredictable events.

• Infotainment. It generically refers to a set of services that deliver a combination of information
and entertainment (e.g., video streaming, media download applications, Internet browsing).
Data rate requirements are in the order of hundreds of Mbps, and the dynamic maintenance
of multicast communication may be required.

In this perspective, the potential of future CAV deployments can be fully unleashed through
wireless communications to and from roadside infrastructures and among vehicles, a concept that
is usually referred to as Vehicle-to-Everything (V2X) connectivity. Today, the two key technologies
that enable V2X communications are IEEE 802.11p [25] and Cellular-V2X (C-V2X) [26] – an LTE-
based RAT – that, however, fall short of providing the desired QoS performance of future V2X use
cases. Therefore, going forward into the 5G era, different standardization activities are currently
being promoted as a means to overcome current technology limitations, as described in the following
subsections [27].

1.4.1 5G Vehicular Networks Standardization: 3GPP NR-V2X

3GPP V2X related specification so far has been focused on enhancements to LTE, which however may
not be able to satisfy the unprecedentedly stringent demands (e.g., in terms of latency and through-
put) of envisioned vehicular services [29]. However, 3GPP has an agreed roadmap to support V2X
as part of its ongoing 5G effort, i.e., within the so called NR-V2X work item for Release 16 [28,30–32].
These developments will include (i) more sophisticated channel models, (ii) sidelink and network
architecture improvements, (iii) enhancement of legacy communication standards for V2X transmis-
sions, (iv) RAT selection support, and (v) dynamic QoS management. A comparison between the
C-V2X and NR-V2X key features is presented in Table 1.1.
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Table 1.1: Comparison of C-V2X and NR-V2X [28].

Feature C-V2X NR-V2X

Communication types Brodacast Broadcast, Unicast, Groupcast
Modulation and Coding Scheme (MCS) QPSK, 16-QAM QPSK, 16-QAM, 64-QAM
Waveform SC-FDMA OFDM
Re-transmissions Blind HARQ
PHY Channels PSCCH, PSSCH PSCCH, PSSCH, PSFCH
Control and data multiplexing FDM TDM
Subcarrier spacing 15 kHz Flexible (up to 120 kHz)
Scheduling interval One sub-frame Slot, mini-slot, multi-slot
Carrier frequency Sub-6 GHz Sub-6 GHz, mmWaves

Sidelink Modes Like C-V2X, NR-V2X will support two sidelink modes. The NR-V2X sidelink
mode 1 defines mechanisms that allow direct vehicular communications within gNB coverage, which
allocates resources to the vehicles and controls users’ operations. The NR-V2X sidelink mode 2, in-
stead, supports direct vehicular communications in the out-of-coverage scenario and vehicles au-
tonomously determine sidelik transmission resources within pre-configured resource polls. More-
over, while C-V2X only provisions support for broadcast transmissions, NR-V2X enables broadacst,
unicast and groupcast (i.e., communication with only a specific sub-set of vehicles in the sender’s
vicinity) transmission services, e.g., for a platoon leader that communicates with its platoon mem-
bers using the groupcast mode as well as with vehicles that are not part of the platoon using the
broadcast mode.

PHY Enhancements A large number of NR-V2X use cases are based on reliable and high-
throughput delivery of messages. To support such services, 3GPP investigates, as for cellular trans-
missions, general aspects of NR operations in the mmWave band above 52.6 GHz (e.g., target spec-
trum range, use cases, regulatory requirements) [33]. NSA functionalities (i.e., the synergistic orches-
tration among different radios, including coexistence of C-V2X and NR-V2X within a single device)
are also being discussed to deliver more flexible and resilient transmissions.

At the PHY layer, NR-V2X systems support a flexible numerology, as introduced in 3GPP Re-
lease 15 for cellular scenarios (see Sec. 1.3). Mini-slots are also possible, where vehicles that have
latency-critical messages to send can occupy any number of OFDM symbols within the slot. Further-
more, slot-aggregation, i.e., combining two or more slots to form a multi-slot, will also be supported
in NR-V2X to cater to use-cases that require exchange of large-sized packets [28]. C-V2X also pro-
vides support for re-transmissions, to increase the communication reliability, even through these
re-transmissions are blind, i.e., the source, if configured, re-transmits without knowing if the initial
transmission has been received by surrounding destination nodes. Such blind re-transmissions are
resource inefficient if the initial transmission is successful. Blind re-transmissions are also ineffec-
tive if more than two transmissions are required for a given reliability requirement. NR-V2X will
thus introduce a new Physical Sidelink Feedback Channel (PSFCH), which enables feedback-based
re-transmissions and channel state information acquisition [34].

Other PHY layer enhancements include the use of Low-Density Parity-Check (LDPC) coding,
higher order Modulation and Coding Scheme (MCS) including 64-QAM, and a flexible number of
DeModulation Reference Signal (DMRS) symbols per slot [28].

Resource Scheduling Operations 3GPP has began evaluating the following schemes:
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Table 1.2: Comparison of IEEE 802.11p and IEEE 802.11bd [28].

Feature IEEE 802.11p IEEE 802.11bd

Channel coding BCC LDCP
Re-transmissions None Congestion dependent
Doppler management None Midambles
Subcarrier spacing 156.25 kHz Flexible (down to 78.125 kHz)
Supported relative speeds 252 km/h 500 km/h

• For sidelink mode 1, a gNB schedules resources to be used by the UE for sidelink transmis-
sion(s) (this is similar to C-V2X PC5 mode 3).

• For sidelink mode 2, the UE determines, i.e., a gNB does not schedule, sidelink transmission
resources within sidelink resources configured by a gNB or pre-configured by the network.
The work item considers four sub-modes [32]5:

– Mode 2 (a): Each UE autonomously selects its resources (this mode is similar to C-V2X PC5
mode 4) by sensing and analyzing the channel occupation time during the sensing window,
and using this information to identify the most appropriate set of resources.

– Mode 2 (b): UEs assist other UEs in performing resource selection. The UE providing assis-
tance can be the receiver UE, which can potentially notify the transmitting UE of its preferred
resources using the PSFCH.

– Mode 2 (c): UEs use pre-configured sidelink grants to transmit their messages. This sub-
mode will be facilitated through the design of two-dimensional time-frequency patterns.

– Mode 2 (d): a UE performs resource allocation for a group of UEs in its vicinity, thereby
allowing a significant reduction in the number of collisions between group member UEs. This
sub-mode is especially useful in applications that require groupcast or unicast transmissions,
e.g., for platooning [36]. The UE performing resource allocation for other UEs within the
group is referred to as the scheduling UE (S-UE) [37]. The mechanism to select a UE as the
S-UE is still under study, and some possible options include selection based on geo-location
or pre-configuration [38].

1.4.2 5G Vehicular Networks Standardization: IEEE 802.11bd

IEEE developed the first V2X standard, i.e., IEEE 802.11p, in 2010, to assist basic vehicular safety
and better traffic management. Since then, however, advanced PHY and MAC techniques, intro-
duced in 802.11n/ac/ax, stimulated researchers to create the IEEE 802.11bd Task Group to promote
IEEE 802.11p enhancements targeting future V2X application requirements [39]. Although techni-
cal details have not yet been throughly discussed, IEEE 802.11bd is positioned to support twice
the throughput and the communication range of 802.11p, with relative velocities up to 500 km/h,
through (i) new transmission mechanisms, (ii) dual carrier modulation, (iii) re-designed PHY and
MAC features, and (iv) support of high-frequency operations. A comparison between the IEEE
802.11p and IEEE 802.11bd key features is presented in Table 1.2.

Transmission Mechanism Improvements In 802.11p systems, preambles are used for ini-
tial channel estimation. However, for fast-varying channels, the initial estimate may quickly become

5In the latest 3GPP meetings, it has been agreed to no longer support modes 2(b) and 2(c) as
separate sub-modes [35].
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obsolete. 802.11bd, in turn, proposes to use midambles as a means to better handle high Doppler shifts
experienced in high-mobility environments. Unlike preambles, which are allocated at the beginning
of the frame, midambles will be introduced in between the OFDM symbols with appropriate fre-
quency, and will be used in channel tracking so that an accurate channel estimate is obtained for all
symbols [28]. Furthermore, it is possible to repeat certain signaling fields of the preamble to achieve
higher range and robustness [40]. Finally, new re-transmission methods have been discussed by the
IEEE 802.11bd Task Group to increase packet reliability. In particular, 802.11bd proposes an adaptive
re-transmission scheme where decisions to re-transmit a frame and the number of re-transmissions
are based on the congestion level [41].

PHY Enhancements IEEE 802.11p PHY layer is OFDM-based with 64 subcarriers, typically
with a subcarrier spacing of 156.25 kHz. To increase the OFDM efficiency, IEEE 802.11bd Task Group
members are exploring the use of narrower OFDM numerologies such that the number of subcarriers
is increased while still occupying a 10 MHz channel [42]. The design of alternate OFDM numerolo-
gies must, however, take the maximum relative velocities into consideration, to avoid that fast-fading
channel variations result in inter-carrier interference [28]. 802.11bd will also support Dual Carrier
Modulation (DCM) techniques, that allow transmitting the same symbols twice over sufficiently far-
apart subcarriers such that frequency diversity is achieved [43]. Because each symbol transmission
is repeated over two different subcarriers, the modulation order must be doubled (e.g., from QPSK
to 16-QAM) to maintain the throughput while improving block-error-rate performance.

IEEE 802.11p devices operate in the 5.9 GHz band and count on a total spectrum of 75 MHz.
IEEE 802.11db systems, instead, support operations in the above 6-GHz bands, including therefore
the mmWave frequencies [44]. At the current stage, communications at 60 GHz are included in the
scope as an optional feature.

Other PHY layer enhancements include the use of LDPC coding and multiple antennas to in-
crease the reliability using spatial diversity or increase the throughput using spatial multiplexing [45].

1.5 5G Technologies and Challenges

The wide diversity of technology drivers and use cases is a unique characteristic of the 5G paradigm,
whose potential will be fully unleashed only through cornerstone technological advancements and
novel network designs [12]. In particular, 5G encompasses new architecture developments to boost
wireless capacity through (i) new frequency bands (e.g., the mmWave spectrum up to 100 GHz), (ii)
advanced spectrum usage and management, (iii) new techniques such as massive Multiple Input
Multiple Output (MIMO), (iv) seamless integration of licensed and unlicensed bands, as well as
multi-radio access technology orchestration, and (v) a new core network design offering network
slicing and virtualization. These concepts will be further studied and discussed in Chapter 2.

In particular, communications at very high frequency (up to 100 GHz), including standalone
operations in the mmWave bands, will enable 5G performance demands by delivering orders of
magnitude higher bit-rates than legacy cellular networks [10, 46, 47]. Even though the standardiza-
tion is moving full pace ahead towards first 5G deployments operating at mmWaves, there are still
various questions to be answered for the proper design of both cellular and vehicular networks, and
many topics are still open for long-term research.

PHY Layer From a PHY-layer perspective, even though the literature provides valuable insights
into the propagation characteristics of mmWave signals, there remain some open problems which
call for more accurate channel modeling, including:
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• Characterization of second order statistics: The lack of temporally correlated channel mea-
surements in the mmWave band significantly limits the level of detail that can be achieved in
simulations, and prevents the applicability of existing channel models to dynamic scenarios.

• Characterization of vehicular channel. Current channel models are derived from cellular mea-
surement campaigns which might not be fully representative of a vehicular system due to the
more challenging propagation characteristics of highly mobile vehicular nodes.

• Characterization of scenario-dependent fading statistics. Fading is vital to describe the fluc-
tuations of the received power over time. Most existing measurements lack characterization
of the correlation among signals in a multipath environment, e.g., the role played by ground
reflection is often underestimated, especially in a mobile setting.

• Characterization of directional scenarios. The effects of directional transmissions (through
MIMO technologies) have not been numerically characterized by currently available channel
measurements, which make use of isotropic antennas with the assumption of unit gain or of
horn antennas with fixed pointing direction. It has also been demonstrated that the delay
spread decreases with narrow beams, but measurements are lacking [48, 49].

MAC Layer Signals propagating in the mmWave band suffer from increased pathloss and severe
channel intermittency, and are blocked by many common materials such as brick or mortar [50, 51],
and even the changing position of the body relative to the mobile device can lead to rapid drops in
signal strength (see Chapter 2 for more details). This requires the establishment and maintenance
of highly-directional transmission links, to benefit from the resulting beamforming gain and sustain
an acceptable communication quality. From a MAC-layer perspective, fine alignment of the trans-
mitter and receiver beams has important implications for the design of a variety of control tasks,
including (i) Initial Access (IA) [52] for idle users, which allows a mobile UE to establish a physical
link connection with a gNB, and (ii) beam tracking, for connected users, which enables beam adap-
tation schemes, handover, path selection, and radio link failure recovery procedures [53]. In current
legacy systems, these procedures are performed using omnidirectional signals while, in the mmWave
bands, it may be essential to exploit the antenna gains even for control operations. In the vehicular
context, these challenges are further exacerbated considering a highly dynamic scenario, as the beam
alignment may be lost before a data exchange is completed [54]. Also, the increased Doppler effect
experienced at high speed could make the assumption of channel reciprocity not valid and could
impair the feedback over a broadcast channel (e.g., during synchronization).

Optimizing resource allocation in a multi-user high-rate mmWave directional scenario poses an-
other interesting challenge. On one hand, typical Reference Signal Received Power (RSRP)-based
association can lead to inefficient use of the network resource, thereby resulting in overload of the
transmission links. At the same time, mmWave systems become noise-limited [55], thereby mak-
ing legacy resource allocation methods, which are suited for an interference-limited homogeneous
regime, ineffective. This calls for the design of fair and efficient attachment policies, specifically
tailored to the characteristics of the above-6 GHz bands.

TCP/IP Layer In the mmWave context, the propagation characteristics and the directional na-
ture of above-6 GHz links bring several challenges for network protocol design. For instance, due to
the presence of communication blockages, the shortest path connecting two network nodes (in terms
of geographical or topological distance) is not necessarily the best, and may actually yield lower
throughput and higher packet loss than a longer path. It is thus important to make a judicious se-
lection of relaying nodes, for example trying to keep the number of hops to a minimum when using
multi-hop communications to overcome an impaired direct path.
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Another relevant issue is the performance analysis of transport protocols, especially congestion
control using the Transmission Control Protocol (TCP). First, standard slow start mechanisms can
take several Round Trip Times (RTTs) to achieve the full throughput offered by the mmWave physical
layer, increasing the latency of the communication. Second, sudden drops in the data rate, which are
likely to occur in LOS/NLOS transitions, can result in very large queuing at the nodes, dramatically
increasing the packet drop probability. Third, after a retransmission timeout, even aggressive TCP
protocols (e.g., Cubic) can take inordinately long to recover the full data rate [56].

Network Architecture At mmWaves, the combination of the high propagation loss and the
blockage phenomenon calls for a high-density deployment [57]. Such ultra-dense deployment can be
costly for network operators due to (i) the need to interconnect a large number of small cells through
wired backhaul links, (ii) the significant capital and operational expenditures for the deployment of
the base stations (which are not scalable with the number of nodes), (iii) increased traffic control and
signaling load derived from frequent handover and radio link failure events. In this perspective,
how to forward massive wireless traffic from/to the core network in a low cost and energy efficient
way is still an open issue that deserves further discussion.

Base station densification in 5G calls also for the design of an energy efficient wireless net-
work [58]. At mmWaves, in particular, the maintenance of multi-Gbps wireless links will have a
major impact on end users’ battery life, thereby posing energy, complexity and cost issues.

1.6 Thesis Structure

Given the above introduction, in this thesis we study the challenges pertaining to both future cellular
and vehicular networks operating at mmWaves, compare all the existing solutions, highlight pros
and cons, and propose new valid approaches. More specifically, the thesis is organized as follows.

• In Chapter 2 (based on [B3]) we overview some of the key enabling technologies that could
lead to fundamental changes in the design of 5G networks, including the use of (i) the mmWave
spectrum to enable the foreseen application performance demands, (ii) the MIMO technol-
ogy to improve the reliability and spectral efficiency of future 5G networks, and (iii) multi
connectivity (in non-standalone deployments) to improve communication robustness while
increasing network capacity.

• In Chapter 3 (based on [J1, J5, C4]) we study, analyze and compare some possible imple-
mentations of initial access techniques for 5G cellular networks, where we argue that direc-
tionality should be used also in the initial synchronization phase. In particular, we focus on
the solutions that have been recently proposed by the 3GPP in its Release 15, as part of NR
specifications. We show that there exist trade-offs among better detection accuracy, improved
reactiveness and reduced overhead.

• In Chapter 4 (based on [J2, J3, J5, J6, C2, B1]), after a brief overview of the proposed frame
structure and reference signals in 3GPP NR, we focus on the settings for communication at
frequencies above 6 GHz. In particular, we describe several beam management and handover
procedures according to different network architectures (standalone and non-standalone) and
signal transmission directions (downlink or uplink). Specifically, we provide insights and
guidelines for determining the strategies in different mmWave network deployments, accord-
ing to the need of the network operator and the specific environment in which the nodes are
deployed. We finally demonstrate that multi-connectivity is able to improve the handover
performance of an end-to-end network with mmWave access links with respect to several
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metrics, including latency, throughput (in terms of both average and stability), radio control
signaling and packet loss.

In Chapter 5 (based on [J7, C7, C8]) we investigate Integrated Access and Backhaul (IAB) so-
lutions as an approach to relay access traffic to the core network wirelessly, thereby removing
the need for all base stations to be equipped with fiber backhaul. We review the characteristics
of IAB that are currently being standardized in 3GPP NR Release 16 and evaluate the perfor-
mance of IAB networks for different applications and traffic types such as Internet browsing
and video streaming. We show that IAB represents a viable solution to efficiently relay cell-
edge traffic, although the benefits decrease for more congested networks. We also highlight
the limitations of the IAB paradigm and provide guidelines on how to overcome them.

• In Chapter 6 (based on [J4, J9, C1, C3, C5, C6, C9, C12,C14, C16, B2]) we focus on vehicular
network operations and provide an end-to-end performance comparison between the dif-
ferent radio technologies that are currently discussed for V2X deployments (including LTE,
IEEE 802.11p and mmWaves). The impact of several automotive specific parameters (i.e., the
gNB density, the vehicular scenario and the application data rate) are investigated in terms
of experienced throughput, communication latency and fairness. We conclude that, although
legacy communication systems deliver a good compromise between fairness and low latency,
the combination of massive bandwidth and spatial degrees of freedom has the potential for
mmWave systems to meet some of the boldest requirements of next-generation transportation
systems, including high peak per user data rate and very low latency, both in urban and high-
mobility highway scenarios. We conclude that the end-to-end communication performance
can be improved by using multiple radios in parallel (i.e., hybrid networking), to complement
the limitations of each type of network and deliver more flexible and resilient transmissions.

• In Chapter 7 (based on [J10, C10, C11, C13, C15, P1]) we propose to use Value of Informa-
tion as an essential tool to discriminate the importance of the different information sources
in vehicular networks. In particular, we study the trade-off between ensuring accurate po-
sition information and preventing the congestion of the communication channel, and design
an innovative threshold-based broadcasting algorithm that forces vehicles to distribute state
information if the estimated positioning error is above a certain error threshold. We show
through simulations that the proposed approach outperforms a conventional broadcasting
strategy, which relies on a periodic transmission of state information and channel sensing,
since it reduces the positioning error with no additional resources. Moreover, we propose a
method that quantifies the expected Value of Information based on time, space and quality
inter-dependencies, and evaluate the impact of the operating distance, the type of observa-
tion, the type of sensor, the propagation scenario and the age of information on the value
assessment operations.

• In Chapter 8 (based on [J8]) we present an overview of the applications and the technologies
that may characterize future 6G networks. To this aim, we consider several potential 6G use
cases (including massive scale connectivity, truly indoor coverage, eHealth, robotics and un-
manned applications) and attempt to identify the most promising technologies, architectures
and deployment models that can provide the basis for 6G systems. We expect 6G networks to
adopt new spectrum bands, combining advancements throughout the whole network stack,
from circuit and antenna design to network architectures, protocols and artificial intelligence.

• In Chapter 9 we conclude this thesis with suggestions for future research.
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Chapter 2
Millimeter Waves and
5G Technologies

As introduced in Chapter 1, 5G will not simply be an evolution of earlier cellular standards. On
the contrary, 5G will foster the 4th industrial revolution by supporting, besides enhanced mobile
broadband and massive machine-type communications, new use cases with unprecedented stringent
demands in terms of ultra-high data rates, ultra-low latency and support for a massive number of
connections. To meet these requirements, 5G encompasses novel architecture developments and
design options including [59] (i) new frequency bands (e.g., the Millimeter Wave (mmWave) spectrum
up to 100 GHz), (ii) new techniques such as massive Multiple Input Multiple Output (MIMO), and (iii)
seamless integration of different frequency bands through Multi-Connectivity (MC). In this chapter
we will overview the characteristics of these key innovations.

2.1 Millimeter Waves: the Next Spectrum Frontier

The mmWave spectrum – roughly above 10 GHz1 – has rapidly emerged as an enabler of the 5G
performance demands in micro and picocellular networks [60]. These frequencies, combined with
high-order modulation, offer much more bandwidth than 4G/LTE systems operating in the con-
gested bands below 6 GHz, and initial capacity estimates have suggested that networks operating at
mmWaves can offer orders of magnitude higher bit-rates than legacy cellular networks. The phys-
ical size of antennas at mmWave frequencies is so small that it becomes practical to build complex
antenna arrays to realize directional communications, thereby obtaining high antenna gains through
beamforming. Directional communications, at the same time, tend to isolate the users and deliver
reduced interference. Security and privacy are also inherently improved because of the short-range
transmissions which are typically established [61]. Recognizing the potential of mmWave for wire-
less applications in the 5G context, the Federal Communications Commission (FCC) has proposed
to authorize the 27.5–28.35 GHz band and the 38.6–40 GHz band for mmWave services subject to
county-sized geographic area licenses [62]. Similarly, the European Commission (EC) has licensed
the 24.25–27.5 GHz frequency band for initial 5G trails [63]. 3GPP and IEEE are also supporting, for

1Although strictly speaking mmWave bands include frequencies between 30 and 300 GHz, indus-
try has loosely defined it to include any frequency above 10 GHz.
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Fig. 3: Pathloss for sub-6 GHz, mmWave and terahertz bands, and received power for VLC. Notice that the limits of the axis and the legends
are different in each frequency band, to better illustrate the differences and the possible scenarios in which each band could be exploited. The
sub-6 GHz and mmWave pathloss is computed using 3GPP models and considers both Line-of-Sight (LOS) and Non-Line-of-Sight (NLOS)
conditions, while LOS-only is considered for terahertz (with the model from [10]) and VLC (using the model described in [11]).

difficult to design efficient procedures for directional
communications, considering multiple frequency bands
and possibly a very large bandwidth. Therefore, 6G
systems will need new channel estimation techniques.
Recently, out-of-band estimation (e.g., for the angular
direction of arrival of the signal) has been proposed to
improve the reactiveness of beam management schemes,
by exploiting the omnidirectional propagation of sub-
6 GHz signals and mapping the channel estimation to
mmWave frequencies [13]. Similarly, given the sparsity
in terms of angular directions of mmWave and terahertz
channels, it is possible to exploit compressive sensing to
estimate the channel using a reduced number of samples.

• Sensing and network-based localization. The usage of
RF signals to enable simultaneous localization and map-
ping has been widely studied [14], but such capabilities
have never been deeply integrated with the operations and
protocols of cellular networks. 6G networks will exploit
a unified interface for localization and communications
to (i) improve control operations, which can rely on con-
text information to control beamforming patterns, reduce
interference, predict handovers; and (ii) offer innovative
user services, e.g., for vehicular and eHealth applications.

B. Innovative Network Architectures

The disruption brought by the communication technologies
described in Sec. III-A will enable a new 6G network architec-
ture, but also potentially require structural updates with respect
to current mobile network designs. For example, the density
and the high access data rate of terahertz communications will
create constraints on the underlying transport network, which
has to provide both more points of access to fiber and a higher

capacity than today’s backhaul networks. Moreover, the wide
range of different communication technologies available will
increase the heterogeneity of the network, which will need to
be managed.

The main architectural innovations that 6G will introduce
are described in Fig. 4. In this context, we envision the
introduction and/or deployment of the following architectural
paradigms:

• Cell-less architecture and tight integration of multiple
frequencies and communication technologies. 6G will
break the current boundaries of cells, with UEs connected
to the network as a whole and not to a single cell. This
can be achieved, for example, through multi connectivity
techniques, and the support for different and heteroge-
neous radios in the devices. The cell-less network proce-
dures will guarantee a seamless mobility support, without
overhead due to handovers (which might be frequent
when considering systems at terahertz frequencies), and
will provide QoS guarantees even in challenging mobility
scenarios such as vehicular ones. The overcoming of
the cell concept will also enable a tight integration of
the different 6G communication technologies. The users
will be able to seamlessly transition among different
heterogeneous links (e.g., sub-6 GHz, mmWave, terahertz
or VLC) without manual interventions or configurations
in the device, which will automatically select the best
available communication technology. Finally, according
to the specific use case, the UE may also concurrently use
different network interfaces to exploit their complemen-
tary characteristics, e.g., the sub-6 GHz layer for control,
and terahertz link for the data plane.

• 3D network architecture. Traditionally, networks have
been designed to provide connectivity for an almost bi-
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Millimeter wave spectrum
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Fig. 2.1: The millimeter wave spectrum.

the first time, frequencies above 6 GHz, including therefore mmWave bands [64], for both cellular
and vehicular network operations, as described in Secs. 1.3 and 1.4.

Despite these promising features, communication at mmWave introduces new challenges for
the whole protocol stack, which may have a significant impact on the overall end-to-end system
performance, as explained in the next subsection.

2.1.1 Challenges of the Millimeter Wave Spectrum

Propagation Loss. Propagation loss is given by Friis’ free-space formula, i.e.,

Prx = PtxGtxGrx

(
λ

4πd

)2
, (2.1)

where Ptx and Prx are the transmit and receive powers, respectively, Gtx and Grx are the transmit and
receive antenna gains, respectively, λ is the wavelength and d is the distance between the transmit-
ter and the receiver. A direct result of (2.1) is that the receive power scales with λ2 and hence, for
mmWaves, due to the high frequency and, consequently, to the small wavelength, the communica-
tion suffers from severe path loss, thereby preventing long-range omnidirectional transmissions.

Penetration Loss. The poor diffraction capability and high penetration loss make blockage
from common material (e.g., brick and mortar) an important effect in mmWave propagation [50].
For example, it was observed that there is a received power difference of more than 40 dB at 28 GHz
and 73 GHz when a mobile receiver goes around a building corner [47]. Even changes in the position
of the body relative to the mobile device can lead to rapid drops in signal strength. In particular,
Raghavan et al. [65] have experimentally captured the impact of the hand and the human body on the
mmWave signal propagation, showing that a median loss of 15 dB is incurred by the hand even in the
most pessimistic scenario of a hard hand grip. The authors also proved that the time-scales at which
the mmWave signals are disrupted by blockage are on the order of a few hundreds of ms or more.
High attenuations for certain materials might even result in the mmWave signals transmitted from
outdoor base stations being confined to streets and other outdoor structures. The indoor coverage
must thus be provided by other means such as using indoor Wi-Fi or femtocells.

Environmental Loss. Signal propagation at mmWaves is affected by weather absorption [51].
Raindrops, for instance, are roughly the same size as the mmWave wavelengths and, therefore, cause
scattering of the radio signal. Under heavy rain, the attenuation is in the 8-18 dB/km range. For-
tunately, the most intense rain tends to fall in selected countries of the world and happens in short
bursts, while light rain yields just a little attenuation. Foliage loss is another limiting propagation
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impairment at mmWave frequencies. At 80 GHz and 10 meters foliage penetration, for example, the
loss can be as severe as 23.5 dB, which is about 15 dB higher compared to sub-6 GHz channels.

Atmospheric Loss. MmWave signals are absorbed by gas molecules to some extent, even
though the absorption level depends on the frequency [61]. While the attenuation under normal
atmospheric conditions is in the range between 7–15.5 dB/km, oxygen (O2) and water vapor (H2O)
absorption peaks at 60 GHz and 180 GHz and causes an overall attenuation of 15 dB/km and 20–30
dB/km, respectively, thereby resulting in severe attenuation even at short distances.

Delay Spread and Doppler Spread. Delay and Doppler spreads are important characteris-
tics of the mmWave propagation channels. The delay spread is a measure of the propagation delay of
each multipath component and determines the severity of intersymbol interference. It was observed
in [66] that large delay spreads are rare for link distances greater than 50 m. The Doppler spread
refers to the difference in the perceived frequency of a traveling wave from its true frequency, and is
closely related to the coherence time, which determines the temporal selectivity of the channels. Its
effect increases with the carrier frequency and the speed of the mobile terminals, and may lead to
network disconnections [67].

To deal with these impairments, mmWave networks must provide a set of mechanisms by which
the endpoints establish highly directional transmission links to benefit from the resulting beamform-
ing gain and sustain an acceptable communication quality. This is typically achieved using high-
dimensional phased arrays, as described in the next section.

2.2 Massive MIMO: a Key Component of 5G Systems

While the combination of extreme cell densification, increased system bandwidth through mmWaves,
and more flexible spectrum usage (e.g., by resource sharing) represents a feasible and sustainable
solution to meet 5G performance requirements, MIMO techniques have also emerged in modern
wireless networks to improve reliability and spectral efficiency. The main concept is to use multi-
ple transmit and receive antennas to exploit multipath propagation. Among the possible antenna
array designs, the most suitable approach is the use of Uniform Planar Arrays (UPAs) where the
antenna elements are evenly spaced on a two-dimensional plane and a 3D beam can be synthesized
by adapting both azimuth and elevation planes, as illustrated in Fig. 2.2.

Depending on the channel properties, MIMO systems can be configured for [68, 69]:

• Spatial diversity, i.e., sufficiently separated antennas are used to transmit redundant versions
of the same message over multiple paths. The quasi-independent fading characteristics of the
channel are thereby exploited to make links more robust and decrease the outage probability.

• Beamforming, i.e., multiple antenna elements are adaptively phased to form a concentrated
beam pattern towards a specific direction. Beamforming provides significant array gains,
thereby guaranteeing increased Signal to Noise Ratio (SNR) (since propagation path loss is
mitigated) and reduced co-channel interference (resulting from the spatial selectivity of the
directional antenna).

• Spatial multiplexing, i.e., an outgoing signal is split into multiple independent streams, trans-
mitted simultaneously and in parallel on the same channel through different antennas.
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Fig. 2.2: Illustration of an UPA MIMO array. At the base station side, the array (which has dimension
of roughly 1.5 cm ×1.5 cm) is comprised of 4 × 4 elements, at the user terminal side the array has
2 × 2 elements. The antenna element radiation pattern is modeled as a patch antenna element with
horizontal and vertical spacing equal to λ/2.

Moreover, multi-user MIMO (MU-MIMO) can be implemented through Spatial Division Multiple
Access (SDMA), in which the multipath properties of the channel are used to multiplex users in the
spatial dimension while operating in the same time-frequency resource.

Typical current MIMO installations use relatively few (i.e., less than 10) antennas, and the corre-
sponding improvement in spectral efficiency has been relatively modest [70]. When combined with
mmWave propagation, instead, the full potential of the MIMO paradigm can be truly unleashed. In
fact, the physical size of antennas at mmWave frequencies makes it practical to build large antenna
arrays (e.g., with 100 or more elements), thereby scaling up the network performance by possibly
orders of magnitude compared to state of the art MIMO implementations. The concept of using a
number of antennas in network nodes which is much higher than the number of users is usually
referred to as massive MIMO [71]. For mmWave transmissions, massive MIMO is mainly used for
beamforming while, at sub-6 GHz, it provides channel hardening, i.e., the combined usage of a mas-
sive number of antennas decreases the channel variability by averaging the small-scale fading [72].

However, massive MIMO comes with its own set of challenges, mainly related to:

• Hardware impairments: massive MIMO systems exploit channel reciprocity to estimate the
channel responses on the uplink and use such information for both uplink and downlink
transmissions. Since the transceiver hardware is generally not reciprocal, calibration is needed
to exploit the channel reciprocity in practice.

• Energy-consumption vs. flexibility trade-off: while it is desirable to design digital beamforming
architectures (which enable the transceiver to generate beams in multiple directions at the
same time), they may suffer from increased energy consumption with respect to an analog
strategy (which, in turn, has little flexibility since the transceiver can only beamform in one
direction at a time).

• Channel State Information (CSI) acquisition: dynamic environments impose a finite coherence
interval during which CSI must be acquired and utilized. As a consequence, there is a finite
number of orthogonal pilot sequences that can be assigned to the network terminals. Reuse
of such pilots may result in pilot contamination and coherent interference, which cause perfor-
mance degradation.
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DEPLOYMENTS

2.3 Multi-Connectivity:
Towards Non-Standalone Deployments

Despite the use of MIMO technologies, the increased carrier frequency of mmWave systems may
render the propagation conditions more demanding than at the lower frequencies traditionally used
for wireless services, especially in terms of communication resilience. In this context, one likely key
feature of cellular networks that can improve robustness is Multi-Connectivity (MC) [73, 74], which
enables each user to maintain multiple possible signal paths to different cells so that drops in one
link can be overcome by switching data paths [75]. An MC architecture can be both among multiple
5G cells (SA deployment) and between 5G cells and traditional 4G/LTE cells in the legacy spectrum
(NSA deployment).

Multi-Connectivity in SA Deployments. In this configuration (see Fig. 2.3a), multiple
5G cells, possibly operating in the mmWave spectrum, can be integrated through MC to perform
network function integration, bearer split, and user plane aggregation at lower layers of the protocol
stack, including [4]:

• Bearer split at the Packet Data Convergence Protocol (PDCP) level, with a duplication of data pack-
ets towards the secondary cell. The duplicated data can then be used to enhance diversity and
hence reliability whenever required by a specific service type;

• Bearer split at the Radio Link Control (RLC) level, such that the secondary cell only implements
the lower parts of the RLC functionality, while the higher parts of the RLC are centralized
at the master cell, allowing for a faster reaction of traffic steering mechanisms towards the
radio legs;

• Aggregation at the MAC level, like in LTE Release 10 Carrier Aggregation (CA). This provides
the possibility of joint scheduling across the radio legs, and hence the fastest possible reaction
to changing radio conditions. This level of aggregation, however, typically requires ideal
backhaul between the base stations, or these should be co-located, and may be complicated in
the context of different numerologies involved.

Multi-Connectivity in NSA Deployments. In this configuration (see Fig. 2.3b), a 5G base
station, possibly operating in the mmWave spectrum, uses a 4G/LTE cell as support for the control
plane management, and mobile terminals exploit MC to maintain multiple possible connections to
provide macro-diversity. Mobiles with such 4G/5G integration feature benefit from both the high
bit-rates that can be provided by the mmWave links and the more robust, but lower-rate, legacy
channels, thereby opening up new ways to solve capacity issues as well as provide good mobile
network performance and robustness. Some literature works, such as [76], consider only the bands
under 6 GHz for the control channel of 5G networks, to provide robustness against blockage and
a wider coverage range, but this solution does not provide the high capacities that can be obtained
when exploiting mmWave frequencies. The potential of combining legacy and mmWave technolo-
gies in outdoor scenarios has also been investigated in [77], highlighting the significant benefits that
a mmWave network achieves with flexible, dynamic support from LTE technologies. Article [78] also
proposes an MC framework as a solution for mobility-related link failures and throughput degrada-
tion of cell-edge users, enabling increased reliability with different levels of mobility. The 3GPP is
also envisioning to adopt key principles of the MC concept from LTE Release 12 [79] for NSA de-
ployments, where the user plane of LTE and 5G are aggregated at PDCP level.
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Fig. 2.3: Possible MC configurations. An MC architecture can be both among multiple 5G cells and
between 5G cells and traditional 4G/LTE cells in the legacy spectrum.

The 3GPP, in its Release 15, supports both SA and NSA deployments. The former includes the
NR core and RAN, the latter relies on the LTE RAN as a radio overlay [80].

Finally, notice that an MC scheme should not be confused with a mmWave version of the Joint
Transmission (JT) Coordinated MultiPoint (CoMP) nor of the Coordinated Scheduling/Beamforming
(CS/CB) CoMP [81,82]. In the first case, multiple base stations are simultaneously and cooperatively
selected as transmission cells to achieve better reception of users at the cell edge. In the second
case, users receive data only from their current serving cells, and base stations share their associ-
ated users’ channel state information and their relative scheduling information, with the overall goal
of enabling inter-cell interference mitigation in a distributed way. Importantly, unlike in standard
CoMP, the mobile terminals do not need to maintain relative phase information for the links from
different cells – a task that would be extremely difficult in a mmWave setting due to the high Doppler.

2.4 Conclusions

In this chapter we described the main technological novelties that are being discussed in the research
community to match the 5G performance requirements. We focused on the potentials and limitations
of the mmWave bands as a solution to achieve sufficient link budget, massive MIMO to establish
directional communications and provide antenna gain by beamforming, and the multi-connectivity
paradigm to guarantee service continuity in case of network disconnections.
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Millimeter Waves for Future 5G
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Chapter 3
Initial Access in 5G Millimeter
Wave Cellular Networks

3.1 Introduction

As introduced in Sec. 2.1, the use of the mmWave spectrum for communication will be one of the
innovations of 5G cellular mobile networks. It will provide unprecedented data rates, but is highly
susceptible to rapid channel variations and suffers from severe isotropic pathloss. Highly directional
antennas at the transmitter and the receiver will be used to compensate for these shortcomings and
achieve sufficient link budget in wide area networks. However, directionality demands precise align-
ment of the transmitter and the receiver beams, an operation which has important implications for
control plane procedures, like Initial Access (IA), and may increase the delay of the data transmission.

3.1.1 Initial Access in 4G/LTE Networks

Initial access [83] is the procedure by which a mobile terminal establishes an initial physical link
connection with a cell, a necessary step to access the network, and is composed of three steps, as
described in the following paragraphs.

Step 1: Cell Search Cell search aims at detecting surrounding cells and measuring the strength
of received signal from each of these cells. One of them will become the User Equipment (UE)’s entry
point to join the network. This is done by synchronizing to each available frequency in the network
and checking whether this is a frequency from the right operator which it wants to connect to.

This synchronization procedure makes use of two specially designed physical signals which
are broadcast omnidirectionally in the downlink by the eNodeB (eNB) in each cell: the Primary
Synchronization Signal (PSS) and the Secondary Synchronization Signal (SSS). Each UE in the cell is
aware a priori of when and where the synchronization control channel is and, thereby, it can extract
and detect those signals. The detection of the PSS and SSS not only enables time and frequency
synchronization, but also provides the UE with the physical layer identity of the cell and the cyclic
prefix length, and informs it whether the cell uses Time Division Duplexing (TDD) of Frequency

This chapter is based on the contributions presented in [J1, J5, C4]. Part of the results included
in this chapter is also based on joint work with Michele Polese.

23



CHAPTER 3. INITIAL ACCESS IN 5G MILLIMETER WAVE CELLULAR
NETWORKS

Division Duplexing (FDD). Since, usually, multiple neighbour eNBs send their own PSS and SSS
messages, the PHY entity of each UE generates a list of detected cells, each with its corresponding
cell ID and the averaged recorded RSRP.1 Finally, inspecting the report, the terminal can choose the
cell with the strongest RSRP, instructing back its PHY entity to synchronize to this particular cell.

Step 2: System Information Acquisition At this moment, the terminal has to acquire the
cell system information. This information is repeatedly broadcast by the network and needs to be
acquired by terminals in order for them to access and, in general, operate properly within the net-
work and a specific cell. The system information includes, among other things, downlink and uplink
cell bandwidths, uplink and downlink configuration in case of TDD, detailed parameters related to
Random Access (RA) transmission, number of transmit antennas and uplink power control.

In LTE, system information is delivered by two different mechanisms relying on two different
transport channels: (i) a limited amount of system information, corresponding to the so-called Mas-
ter Information Block (MIB), is transmitted using the Physical Broadcast Channel (PBCH); (ii) the
main part of the system information, corresponding to different so-called System Information Blocks
(SIBs), is transmitted using the Downlink Shared Cannel (DL-SCH).

Step 3: Random Access At this stage, the UE does not have any resource or channel available
to inform the network about its desire to connect to it; the LTE Random Access Channel (RACH)
therefore plays a key role to perform this connection. The RA procedure comes in two forms, allow-
ing access to be either contention-based (implying an inherent risk of collision) or contention-free.

• In the contention-based procedure, a RA preamble signature is randomly chosen by the UE,
with the result that it is possible for more than one UE to transmit simultaneously the same
signature, leading to the need for a subsequent contention resolution process.

• In the contention-free procedure, a dedicated signature is allocated to a certain UE. In such
a way, the whole procedure is faster than the contention-based one, provided that enough
dedicated signatures can be assigned to each UE accessing the network.

3.1.2 Initial Access in 5G Networks: Limitations

In current LTE systems, IA is performed on omnidirectional channels, whereas beamforming can
only be performed after a physical link is established [84]. However, there are several factors that
make 4G/LTE procedures unsuitable for use in a 5G mmWave context [52].

Discovery range mismatch In LTE systems, acquiring time-frequency synchronization dur-
ing cell search is facilitated, as signals are transmitted omnidirectionally in the downlink. In mmWave
bands, it may instead be essential to exploit the beamforming gains even during the cell search phase,
since omnidirectional signaling may generate a mismatch between the relatively short range at which
a cell can be detected (C-plane range), and the much longer range at which a user could directionally
send and receive data (U-plane range) [85, 86].

Multi-connectivity To ensure sufficient coverage, mmWave networks will be much denser.
Each user is expected to simultaneously detect multiple potential serving stations, including at least
a macro eNB operating in the LTE spectrum. Consequently, the IA procedures have to be redesigned
in order to capture this fundamental new feature.

1RSRP is the linear average of the downlink reference signals across the channel bandwidth and
provides information about signal strength, without giving any indication of signal quality.
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Deafness and blockage In mmWave cellular networks, IA messages may not be received due
to deafness or blockage phenomena. Deafness refers to a situation where the transmit-receive beams
do not point to each other, whereas blockage causes a failed message delivery due to a channel drop,
which may be related to obstacles, hand rotations, and other mm-Wave-sensitive events, as described
in Sec. 2.1.1. Increasing the transmission power, or waiting for a random back-off time (as done in
LTE), are not suitable approaches in mmWave networks, hence new techniques have to be introduced
to discriminate among the different reasons for access failure.

Dynamics-aware access Due to denser topologies, association schemes based on RSRP would
be highly inefficient in mmWave cellular networks, an issue already encountered in heterogeneous
networks [87]. However, the challenge with higher frequencies is the need to also account for dy-
namics such as directionality and intermittency.

3.1.3 Motivations and Chapter Structure

Given the limitations outlined in Sec. 3.1.2, there is an urge to extend current LTE procedure for IA
with innovative mmWave-aware algorithms and methods. A natural (and practical) solution is to use
beamforming even in the first stages of the IA procedure, keeping in mind that a fully directional data
plane requires a directional IA procedure in the new frequency band. However, when considering
an analog multiantenna architecture, directionality means that only one direction can be considered
at a time, thereby losing the broadcast property of the wireless medium, with important implications
for protocol design and delay performance that must be carefully taken into consideration.

Along these lines, in this chapter we provide a global comprehensive evaluation of mmWave
measurement frameworks that have been proposed for IA, and we focus in particular on the strate-
gies that have been recently standardized by the 3GPP in its Release 15, as part of NR specification.
We assess how to optimally design fast, accurate and robust control-plane IA schemes through mea-
surement reports. We focus on a DL framework, and on SA and NSA architectures that may or may
not leverage the MC paradigm. Performance is assessed in terms of (i) detection accuracy, i.e., how
representative the measurement is; (ii) reactiveness, i.e., how quickly a mobile user gets access to the
network; and (iii) overhead, i.e., how many resources are needed for the measurement operations.
Finally, we illustrate some of the complex trade-offs to be considered when designing IA solutions
for 3GPP NR. The results prove that the optimal design for implementing efficient and fast IA must
account for specific features such as the gNBs density, the antenna geometry, the beamforming con-
figuration and the level of harmonization of different technologies.

The rest of the chapter is organized as follows. Sec. 3.2 reports related work on IA procedures
at mmWave frequencies. In Sec.3.3 we review the 3GPP NR procedures for IA, and present the IA
frameworks we will evaluate. In Sec. 3.4 we describe the system model, the metrics that will be
considered and the 3GPP parameters that will be configured, and present major findings and results.
Finally, in Sec. 3.5 we identify guidelines for the design of IA strategies at mmWaves.

3.2 Related Work

Papers on IA in 5G mmWave cellular systems are very recent.2 Most literature refers to challenges
that have been analyzed in the past at lower frequencies in ad hoc wireless network scenarios or,
more recently, referred to the 60 GHz IEEE 802.11ad WLAN and WPAN scenarios (e.g., [103–105]).

2We refer to works [52, 88, 102] for a detailed taxonomy of recent IA strategies.
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Table 3.1: Literature on initial access strategies for mmWave networks.

Topic Relevant References

Initial Access [52, 88, 89]

[85, 90, 91] Exhaustive search.
[92–94] More advanced searching schemes.
[95–98] Context-aware initial access.
[99–101] Performance comparison.

However, most of the proposed solutions are unsuitable for next-generation cellular network require-
ments and present many limitations (e.g., they are appropriate for short-range, static and indoor
scenarios, which do not match well the requirements of 5G systems). Therefore, new specifically
designed solutions for cellular networks need to be found.

Jeong et al. [90] and Barati et al. [85] proposed an exhaustive method that performs directional
communication over mmWave frequencies by periodically transmitting synchronization signals to
scan the angular space. The result of this approach is that the growth of the number of antenna
elements at either the transmitter or the receiver provides a large performance gain compared to the
case of an omnidirectional antenna. However, this solution leads to a long duration of the IA with
respect to LTE, and poorly reactive tracking. Similarly, in [91], measurement reporting design options
were compared, considering different scanning and signaling procedures, to evaluate access delay
and system overhead. The channel structure and multiple access issues were also considered. The
analysis demonstrated significant benefits of low-resolution fully digital architectures in comparison
to single stream analog beamforming. Additionally, more sophisticated discovery techniques (e.g.,
[92,93]) were studied to alleviate the exhaustive search delay through the implementation of a multi-
phase hierarchical procedure based on the access signals being initially sent in few directions over
wide beams, which are iteratively refined until the communication is sufficiently directional. In [94] a
low-complexity beam selection method by low-cost analog beamforming was derived by exploiting
a certain sparsity of mmWave channels. It was shown that beam selection can be carried out without
explicit channel estimation, using the notion of compressive sensing.

Context information can also be exploited to improve the cell discovery procedure and minimize
the delay [95, 96], while capturing the effects of position inaccuracy in the presence of obstacles. In
the scheme proposed in [97], booster cells (operating at mmWaves) were deployed under the cov-
erage of an anchor cell (operating at LTE frequencies). The anchor base station gets control over IA
informing the booster cell about user locations, in order to enable mmWave gNB to directly steer
towards the user position. Finally, in [98], the authors studied how the performance of analog beam-
forming degrades in the presence of angular errors in the available context information during the
initial access or tracking procedures, according to the status of the UE (connected or non-connected,
respectively).

The performance of the association techniques also depends on the beamforming architecture
implemented in the transceivers. Preliminary works aiming at finding the optimal beamforming
strategy refer to WLAN scenarios. For example, the algorithm proposed in [106] takes into account
the spatial distribution of nodes to allocate the beamwidth of each antenna pattern in an adaptive
fashion and satisfy the required link budget criterion. Since the proposed algorithm minimizes the
collisions, it also minimizes the average time required to transmit a data packet from the source to
the destination through a specific direction. In 5G scenarios, papers [85,90,92] gave some insights on
trade-offs among different beamforming architectures in terms of users’ communication quality. In
this context, articles [99,100] evaluated the mmWave cellular network performance while accounting
for the beam training, association overhead and beamforming architecture. More recently the authors
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1. Beam sweeping: covering a spatial area with a set of beams
2. Beam measurement: evaluate the quality of the received signal
3. Beam determination: the selection of the suitable beam based on measurements
4. Beam reporting: feedback of transceiver decision in the beam determination phase
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OVERVIEW

q 5G is currently undergoing standardization in 3GPP as New Radio (NR) with support
for mmWave frequencies à huge rates but unstable propagation

q Need for fine and durable alignment of the beam pair
q Need to TRACK and MONITOR the channel quality à BEAM MANAGEMENT

GOAL: Definition of mmWave-aware initial access (IA) strategies
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IV. RESULTS AND DISCUSSION

In this section, we present some simulation results aiming at
(i) evaluating the performance of the presented initial access
schemes in terms of detection accuracy (i.e., probability of
misdetection), as reported in Sec. IV-A; (ii) describing the
analysis and the results related to the performance of the mea-
surement frameworks for the reactiveness and the overhead,
respectively in Sec. IV-B and Sec. IV-C. Final considerations
and remarks, aiming at providing guidelines to characterize the
optimal IA configuration settings as a function of the system
parameters, are contained in Sec. IV-D.

A. Detection Accuracy Results

In Fig. 3 we plot the Cumulative Distribution Function
(CDF) of the SNR between the mobile terminal and the
gNB it is associated to, for different antenna configurations
and considering two density values. Notice that the curves
are not smooth because of the progressive transitions of the
SNR among the different path loss regimes, i.e., Line of
Sight (LOS), Non Line of Sight (NLOS) and outage. We see
that better detection accuracy performance can be achieved
when densifying the network and when using larger arrays.
In the first case, the endpoints are progressively closer, thus
ensuring better signal quality and, in general, stronger received
power. In the second case, narrower beams can be steered thus
guaranteeing higher gains produced by beamforming. We also
notice that, for good SNR regimes, the MgNB = 4, MUE = 4
and MgNB = 64, MUE = 4 configurations present good
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Fig. 5: PMD as a function of �b, for different subcarrier spacings �f

and repetition strategies and for different antenna configurations. MgNB =
4, MUE = 4, � = �5 dB.

enough SNR values: in these regions, the channel conditions
are sufficiently good to ensure satisfactory signal quality (and,
consequently, acceptable misdetection) even when considering
small antenna factors. Finally, the red line represents the SNR
threshold � = �5 dB that we will consider in this work.

Analogous considerations can be deduced from Fig. 4 which
illustrates how the misdetection probability monotonically
decreases when the gNB density �b progressively increases
or when the transceiver is equipped with a larger number of
antenna elements, since more focused beams can be gener-
ated in this case. Moreover, we notice that the beamforming
strategy in which the UE transmits or receives omnidirec-
tionally, although guaranteeing fast access operations, does
not ensure accurate IA performance and leads to degraded
detection capabilities. More specifically, the gap with a fully
directional architecture (e.g., MgNB = 64, MUE = 16) is
quite remarkable for very dense scenarios, and increases as
the gNB density increases. For example, the configuration
with 16 antennas (i.e., MUE = 16) and that with a single
omnidirectional antenna at the UE reach the same PMD, but
at different values of gNB density �b, respectively 30 and 35
[gNB/km2]: the omnidirectional configuration requires a higher
density (i.e., 5 [gNB/km2] more) to compensate for the smaller
beamforming gain.

Finally, Fig. 5 reports the misdetection probability related
to �b, for different subcarrier spacings �f and repetition
strategies D. First, we see that, if no repetitions are used (i.e.,
D = 0), lower detection accuracy performance is associated
with the �f = 240 kHz configuration, due to the resulting
larger impact of the thermal noise and the consequent SNR
degradation. Furthermore, the detection efficiency can be en-
hanced by repeating the SS block information embedded in the
first 240 subcarriers in the remaining subcarriers (i.e., D = 1),
to increase the robustness of the communication and mitigate
the effect of the noise in the detection process. In fact, if a
frequency diversity approach is preferred, the UE (in the DL
measurement technique) or the gNB (in the UL measurement
technique) has Nrep > 1 attempts to properly collect the
synchronization signals exchanged during the beam sweeping
phase, compared to the single opportunity the nodes would
have had if they had not implemented any repetition strategy.

We also observe that the �f = 120 kHz with no frequency
diversity configuration and the �f = 240 kHz scheme with
Nrep = 5 produce the same detection accuracy results, thus
showing how the effect of increasing the subcarrier spacing
and the number of repetitions of the SS block information in
multiple frequency subbands almost compensates in terms of
misdetection capabilities. Finally, we observe that the impact
of the frequency diversity D and the subcarrier spacing �f

is less significant when increasing the array factor, as can be
seen from the reduced gap between the curves plotted in Fig.
5 for the MgNB = 4, MUE = 4 and MgNB = 64, MUE = 4
configurations. The reason is that, when considering larger
arrays, even the configuration with �f = 240 kHz and no
repetitions has an average SNR which is high enough to reach
small misdetection probability values.

B. Reactiveness Results

For initial access, reactiveness is defined as the delay
required to perform a full iterative search in all the possi-
ble combinations of the directions. The gNB and the UE
need to scan respectively N✓,gNBN�,gNB and N✓,UEN�,UE

directions to cover the whole horizontal and vertical space.
Moreover, they can transmit or receive respectively KBF,gNB

and KBF,UE beams simultaneously. Notice that, as mentioned
in Sec. III, for digital and omnidirectional architectures KBF =
min{N✓N�, M}, for hybrid KBF = min{N✓N�, M}/⌫,
where ⌫ is a factor that limits the number of directions in
which it is possible to transmit or receive at the same time,
and for analog KBF = 1 [31].

Then the total number of SS blocks needed is4

SD =

⇠
N✓,gNBN�,gNB

KBF,gNB

⇡⇠
N✓,UEN�,UE

KBF,UE

⇡
. (3)

Given that there are NSS blocks in a burst, the total delay
from the beginning of an SS burst transmission in a gNB to
the completion of the sweep in all the possible directions is

TIA = TSS

✓⇠
SD

NSS

⇡
� 1

◆
+ Tlast, (4)

where Tlast is the time required to transmit the remaining SS
blocks in the last burst (notice the there may be just one burst,
thus the first term in Eq. (4) would be 0). This term depends
on the subcarrier spacing and on the number of remaining SS
blocks which is given by

NSS,left = SD � NSS

✓⇠
SD

NSS

⇡
� 1

◆
. (5)

Then, Tlast is

Tlast =

(NSS,left

2 Tslot � 2Tsymb if NSS,left mod 2 = 0j
NSS,left

2

k
Tslot + 6Tsymb otherwise,

(6)
4We recall that hybrid or digital architectures consume more power than

analog ones, if the same number of bits in the ADCs is used, and thus are
more likely to be implemented only at the receiver side. Nevertheless, some
ADC configurations enable energy efficient digital beamforming (e.g., 3 bits
ADC [28]), with a power consumption equivalent to analog implementation.

8 16 32 64
0

2,000

4,000

NSS

T
IA

[m
s]

MgNB = 4, MUE = 4 MgNB = 16, MUE = 4

MgNB = 64, MUE = 4 MgNB = 16, MUE = 16

MgNB = 64, MUE = 16 MgNB = 64, MUE = 1 (omni)

(a) gNB Analog, UE Analog

8 16 32 64
0

100

200

300

NSS

T
IA

[m
s]

32
0

0.5

1

(b) gNB Analog, UE Digital (DL-based configuration)

8 16 32 64
0

50

100

NSS

T
IA

[m
s]

32
0

0.5

1

(c) gNB Digital, UE Analog (UL-based configuration)

Fig. 6: TIA as a function of NSS with TSS = 20 ms.

The two different options account for an even or odd remaining
number of SS blocks. In the first case, the SS blocks are sent
in NSS,left/2 slots, with total duration NSS,left/2Tslot, but the
last one is actually received in the 12th symbol of the last slot,
i.e., 2 symbols before the end of that slot, given the positions
of the SS blocks in each slot described in [18]. If instead
NSS,left is odd, six symbols of slot bNSS,left/2c + 1 are also
used.

A selection of results is presented in the next paragraphs. In
Fig. 6 we consider first the impact of the number of SS blocks
in a burst, with a fixed SS burst periodicity TSS = 20 ms and
for different beamforming strategies and antenna configura-
tions. In particular in Fig. 6a, in which both the UE and the
gNB use analog beamforming, the initial access delay heavily
depends on the number of antennas at the transceivers since
all the available directions must be scanned one by one. It
may take up from 0.6 s (with NSS = 64) to 5.2 s (with
NSS = 8) to transmit and receive all the possible beams,
which makes the scheme infeasible for practical usage. A
reduction in the sweeping time can be achieved either by

SUMMARY of RESULTS

q Synchronization Signal (SS) block and burst to estimate the channel and select the
best gNB to attach to

q Standalone. UE connects only to an NR gNB at mmWave frequencies
q Multi-connectivity. UE maintains multiple possible signal paths to different cells

at different frequencies (i.e., mmWaves and sub-6 GHz)
q Downlink. The gNBs transmit synchronization signals via SS blocks
q Uplink. The UEs transmit Sounding Reference Signals (SRSs)

networks is dramatically changing the traditional notion of
a communication cell [3], increasing the importance of the
uplink traffic and advocating the design of UL-driven solutions
for both the data and the control planes.

The first procedure for IA is beam sweeping, i.e., covering
a spatial area with a set of beams transmitted and received
according to pre-specified intervals and directions. Meanwhile
the second procedure, denominated beam measurement, re-
quires the UEs in a downlink framework (or the gNBs in
an uplink one) to evaluate the quality of the received signal.
Different metrics could be used [22]. In this paper, we consider
the Signal to Noise Ratio (SNR), which is the linear average of
the received power on different resources with synchronization
signals over the noise power. The third procedure is beam
determination, i.e., the selection of the suitable beam or beams
either at the gNB or at the UE, according to the measurements
obtained with the beam measurement procedure. This proce-
dure differs in the DL and UL frameworks. In downlink, the
UE performs autonomously a decision on the best direction
in which IA should be performed. In uplink, instead, the
gNBs forward the collected information to a central controller,
which then decides which is the best direction. The fourth and
final procedure is beam reporting, i.e., the UE sends to the
Radio Access Network (RAN) information on the quality of
the received beamformed signals and on its decision in the
beam determination phase. In a standalone downlink (SA-DL)
framework, as proposed by 3GPP, the mobile terminal has
to wait for the gNB to schedule the Random Access Channel
(RACH) opportunity towards the best direction that the UE has
just determined, for performing random access and implicitly
informing the selected serving infrastructure about the optimal
direction through which it has to steer its beam. It has been
agreed that for each SS block the gNB will specify one or
more RACH opportunities with a certain time and frequency
offset and direction, so that the UE knows when to transmit
the RACH preamble [23]. When a multi-connectivity downlink
(MC-DL) scheme is considered, instead, the UE can use the
LTE connection to report the optimal set of directions to the
gNBs, so that it does not need to wait for an additional beam
sweep from the gNB to perform the beam reporting or the IA
procedure. Similarly, in a multi-connectivity uplink (MC-UL)
framework, the network reports to the UE the optimal direction
and the resources for random access. Notice that we do not
consider the SA-UL configuration for IA, since we believe that
uplink-based architectures will likely necessitate the support
of an LTE overlay for the management of the control plane
and the implementation of efficient measurement operations.

III. SYSTEM MODEL

A. Performance Metrics

The performance of the different architectures and beam
management procedures for IA will be assessed using three
different metrics. The detection accuracy is measured in terms
of probability of misdetection PMD, defined as the probability
that the UE is not detected by the base station (i.e., the SNR
is below a threshold �) in an uplink scenario, or, vice versa,

Parameter �f D NSS TSS KBF M �b

Accuracy x x x
Reactiveness x x
Overhead x

TABLE I: Relation among performance metrics and parameters.
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Fig. 1: SS block structure. For configurations (a) and (b), each blue rectangle
is an SS block (with 4 OFDM symbols) of duration 17.84 µs (i.e., �f = 240
kHz) and bandwidth BSS = 57.6 MHz. For configurations (c) and (d) (for
which �f = 120 kHz), instead, the blocks last 35.68 µs and have bandwidth
BSS = 28.8 MHz. Cases (a) and (c) implement a frequency repetition scheme
(with Nrep = 5 and 11, respectively) while, for cases (b) and (d), a data
solution (i.e., Nrep = 1) is preferred.

the base station is not detected by the UE in a downlink
scenario. The reactiveness is the average time to find and
report the best beam pair for IA, i.e., the time needed to
perform the beam management procedures for IA described
in the previous section. Finally, the overhead is the amount of
time and frequency resources allocated to the framework with
respect to the total amount of available resources.

The simulations for the detection accuracy performance
evaluation are based on realistic system design configurations.
Consequently, the channel model is based on recent real-
world measurements at 28 GHz in New York City, to provide
a realistic assessment of mmWave micro and picocellular
networks in a dense urban deployment. A complete description
of the channel parameters can be found in [24].

B. 3GPP Framework Parameters

In this section, we list the parameters that affect the per-
formance of the measurement architectures, as summarized in
Table I. Moreover, we provide insights on the impact of each
parameter on the different metrics.

As depicted in Fig. 1, we consider the frame structure of
3GPP NR, with different subcarrier spacings �f . It is expected
that, for frequencies above 6 GHz, the subcarrier spacing �f

will be 15⇥ 2n kHz or more, with 2  n  4 (i.e., �f = 60,
120 or 240 kHz) and 14 OFDM symbols per slot [25]. The
slot duration in µs is given by [26]

Tslot =
1000

2n
, (1)

while the duration of a symbol in µs is [26]

Tsymb =
71.35

2n
. (2)

§ Δf = {120, 240} KHz: subcarrier spacing
§ D: Frequency diversity (data or repetition)
§ NSS = {8, 16, 32, 64}: max. number of SS blocks in a burst
§ TSS = {5, 10, 20, 40, 80, 160} ms: SS burst periodicity
§ M: antenna elements (and number of steering directions)
§ !": gNB density
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Fig. 17: Overhead for initial access, introduced by the transmission of the SS blocks. Notice that the number of repetitions for the different subcarrier spacings
�f is chosen to send as many repetitions of the SS blocks as possible.

Finally, the total overhead ⌦ takes into account both the SS
bursts and the CSI-RSs in TSS:

⌦tot =
NCSINsymb,CSITsymb⇢B + RSS

TSSB
. (17)

Subcarrier spacing and frequency diversity – Fig. 17
reports the overhead related to the maximum duration of the
SS burst (i.e., 5 ms) for different subcarrier spacings and
repetition strategies. It can be seen that if no repetitions are
used (i.e., D = 0) then the overheads for the configurations
with �f = 120 kHz and �f = 240 kHz are equivalent:
the OFDM symbols used for the SS blocks have half the
duration with the larger subcarrier spacing, but they occupy
twice the bandwidth, given that the same number of subcarriers
are used. Instead, when a repetition strategy is used (i.e.,
D = 1), the overhead is different. As mentioned in Sec. V-B,
we consider 5 repetitions for �f = 240 kHz and 11 for
�f = 120 kHz. Therefore, the actual amount of bandwidth
that is used is comparable, but since the OFDM symbols with
�f = 120 kHz last twice the time than those with the larger
subcarrier spacing, then the overhead in terms of resources
used for the SS burst is higher with �f = 120 kHz.

SS burst periodicity – Fig. 17b shows the dependency of
the overhead for initial access on TSS, which follows an inverse
proportionality law. In particular, for very small TSS (i.e., 5
ms) the impact of the SS bursts with repetitions in frequency
is massive, with up to 43% of the resources allocated to the
SS blocks. For TSS = 20 ms or higher, instead, the overhead
is always below 10%.

CSI-RS periodicity – The overhead due to the transmission
of CSI-RSs is shown in Fig. 18a for different TCSI periodicities
and time and frequency resource allocation to the CSI-RSs.
It is always below 0.001 with TCSI = 10 ms, and below
0.017 for TCSI = 1 ms. However, for practical values of the
configuration of the CSI-RSs, in which the bandwidth for the
reference signal is smaller than half of the entire bandwidth,
then also for TCSI = 1 ms the overhead reaches very small
values, i.e., below 0.008.

Impact of IA and tracking – The trend of ⌦tot is shown
in Fig. 18b, where it can be immediately seen that the largest
impact is given by the term RSS at the numerator and not
by the CSI-RS-related overhead. The parameters on the x and
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Fig. 18: Overhead for the CSI-RS transmission and total overhead, with
TSS = 20 ms. Notice that the number of repetitions for the different subcarrier
spacings �f is chosen to send as many repetitions of the SS blocks as
possible.

y axes have indeed a limited effect on the gradient of the
surfaces, which are almost horizontal. The main difference is
introduced by the different subcarrier spacings and repetition
strategies. Notice that, contrary to what is shown in Fig. 17a,
there is a difference between the two different subcarrier
spacings for the total overhead ⌦tot and for the CSI-RS-
related overhead ⌦CSI, because we consider a different Tsymb

in Eq. (16), but the same ⇢ factor, thus a different number of
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56

SS block SS burst
e.g., up to 64 SS blocks at subcarrier spacing of 120 kHz

Slot (with 14 OFDM symbols) 
with two SS blocks

5 ms

TSS

Accuracy (misdetection probability)

q Better accuracy for dense networks
q Better accuracy with narrow beams
q Better accuracy with frequency diversity 

and narrowband communication

Reactiveness (initial access delay)

q Impact of SS block configuration
q Digital BF enables faster IA operations
q Better reactiveness with larger beams
q Analog gNB / Analog UE leads to very 

large IA delays

Overhead (initial access resources)

q Impact of SS block configuration
q Impact of subcarrier spacing
q Frequency diversity needs more resources

q It is better to use a configuration that completes the beam sweep in a single SS burst, by appropriately selecting NSS, the 
beamforming and the antenna array architectures

q The adoption of a frequency diversity scheme increases the detection accuracy at the expense of an increased overhead
q With low network density, larger antenna arrays enable the communication with farther users, and provide a wider coverage, 

but, as the gNB density (!") increases, it is possible to use a configuration with wide beams for SS bursts
q Standalone and multi-connectivity frameworks mainly differ when accounting for the impact of beam reporting:

Ø Standalone enables fast IA operations (if a single SS burst is enough for all the steering directions)
Ø Multi-connectivity may be preferable for (i) fast radio link failure recovery and (ii) robustness

[1]: 3GPP, “Study on New Radio (NR) Access Technology - Physical Layer Aspects - Release 14,” TR 38.802, 2017. 
[2]: 3GPP, “NR - Physical channels and modulation - Release 15,” TS 38.811, 2017.

Fig. 3.1: SS and burst structure for IA in NR systems. SS blocks are sent every TSS and are grouped
in bursts of up to L blocks.

in [53,89,101] compared the performance of several IA schemes, based on current 5G NR slot design
considerations, in terms of coverage and search delays, and for different antenna array settings. The
results showed that, although employing wide beams, initial beam training with full pilot reuse is
nearly as good as perfect beam alignment. Finally, paper [107] provided an overview of the main
features of NR with respect to initial access and multi-beam operations, and article [108] discussed
about how to collect channel state information in NR.

3.3 Initial Access in 5G Networks: the 3GPP NR Approach

Given that NR will support communication at mmWave frequencies, it is necessary to account for
beamforming and directionality in the design of its PHY and MAC layers. The NR specifications will
thus include a set of parameters for the frame structure dedicated to high carrier frequencies, as well
as synchronization signals that enable IA procedures [64]. In this regard, in Sec. 3.3.1 we introduce
the 3GPP IA measurement signals proposed for NR, while in Sec. 3.3.2 we present the IA frameworks
we consider.

3.3.1 3GPP NR Measurement Signals for Initial Access

In LTE, as reviewed in 3.1.1, the synchronization procedure for IA relies on two specifically designed
signals, broadcast omnidirectionally in the downlink, namely the PSS and the SSS. Each UE in the
cell knows a priori when and where the synchronization control channel is and can extract and
detect those signals. For NR, the 3GPP has defined a directional version of synchronization signals
introducing Synchronization Signal (SS) blocks and bursts [11], as represented in Fig. 3.1.

An SS block is composed by 240 subcarriers in frequency and 4 OFDM symbols [11] in time, and
carries the PSS, the SSS and the PBCH, used to estimate the RSRP and select the optimal beam to
communicate. The SS blocks are transmitted in the first 5 ms of an SS burst, which is then repeated
with periodicity TSS ∈ {5, 10, 20, 40, 80, 160} ms [109]. The maximum number of SS blocks per burst
L varies according to the carrier frequency, with 64 blocks per burst above 6 GHz. At mmWaves,
each gNB directionally transmits the SS blocks by sequentially sweeping different angular directions
to cover a whole cell sector. Based on the measured quality of the received signal, the SS blocks can
be exploited to identify their initial directions of transmission (in this case, to reduce the impact of
SS transmissions and guarantee prompt network access operations, SS can be sent through wider
beams) and for beam tracking purposes, as we will see in Chapter 4.
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(a) SA deployment.
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(b) NSA deployment.

Fig. 3.2: Signals and messages exchanged during the beam management procedure according to the
3GPP NR specifications, for SA and NSA deployments. Notice that the duration of the three phases
is not in scale, since it depends on the actual configuration of the network parameters.

3.3.2 3GPP NR Initial Access Frameworks

3GPP NR specifications include a set of basic procedures for IA [9]. We consider two different de-
ployment architectures. With the standalone option, the UE connects only to an NR gNB at mmWave
frequencies. With multi-connectivity standalone option, instead, each UE maintains multiple possible
signal paths to different cells at different frequencies (e.g., NR at mmWaves and LTE at conven-
tional frequencies), thus providing both high capacity and robust connections [110]. A downlink
framework is analyzed, where the gNBs transmit synchronization signals (i.e., SS blocks) which are
collected by the surrounding UEs.

For an SA deployment, the IA scheme proposed in 3GPP NR is composed of the following steps,
as illustrated in Fig. 3.2a:

• Step 1 (Beam sweeping): UEs and gNBs cover a spatial area with a set of beams transmitted
and received according to pre-specified intervals and directions. The measurements are car-
ried out with an exhaustive search, i.e., users and base stations have a predefined codebook of
directions (each identified by a beamforming vector) that cover the whole angular space and
are used sequentially to transmit/receive synchronization signals [90].

• Step 2 (Beam measurement): UEs evaluate the quality of the received signal, embedded in
the SS blocks. Different metrics could be used [111]. In this thesis, we consider the SNR, which
is the linear average of the received power on different resources with synchronization signals
divided by the noise power.

• Step 3 (Beam determination): UEs select the beam through which they experienced the max-
imum SNR, if above a predefined threshold. The corresponding sector will be chosen for the
subsequent transmissions and receptions and benefit from the resulting antenna gain. We re-
call that the optimal beam pair for each link can be determined only after a complete scan,
since the gNBs have to detect all UEs within their whole angular range. Steps 1, 2 and 3
correspond to cell search in 4G/LTE IA (see Sec. 3.1.1).

• Step 4 (Beam reporting): UEs send beam quality and beam decision information to the RAN.
This corresponds to random access in 4G/LTE IA (see Sec. 3.1.1). According to the 3GPP, af-
ter the best beam is determined, the mobile terminal has to wait for the gNB to schedule the
RACH opportunity towards the best direction that the UE just determined, for performing
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random access and implicitly informing the selected serving infrastructure of the optimal di-
rection (or set of directions) through which it has to steer its beam, in order to be properly
aligned. It has been agreed that for each SS block the gNB will specify one or more RACH op-
portunities with a certain time and frequency offset and direction, so that the UE knows when
to transmit the RACH preamble [9, 112]. This may require an additional complete directional
scan of the gNB, thus further increasing the time it takes to access the network, especially
when there is a large number of directions to scan.

For an NSA deployment it may be possible to decrease the beam reporting information latency
in Step 4 compared to SA when large antenna arrays are used, as illustrated in Fig. 3.2b. In the
NSA case, the UE leverages the support of the LTE overlay to receive information on the RACH
opportunity of interest, and thus a full beamformed RACH may be scheduled without the need to
monitor multiple directional SS blocks and associated RACH opportunities.

3.4 Performance Analysis

In Sec. 3.4.1 we define the metrics that will be used to compare the performance of the different IA
frameworks, in Sec. 3.4.2 we list the relevant parameters that affect the performance of the investi-
gated solutions, and finally in Sec. 3.4.3 we present our main simulation results.

3.4.1 Performance Metrics

The performance of the different IA architectures and configurations will be assessed using three
different metrics. The detection accuracy is measured in terms of probability of misdetection PMD,
defined as the probability that the UE is not detected by the base station (i.e., the perceived SNR is
below a threshold Γth). The reactiveness is represented by the average time to find the best beam pair,
i.e., the average time for a UE to connect to a gNB. The overhead is the amount of time and frequency
resources allocated to the framework with respect to the total amount of available resources.

The simulations for the detection accuracy performance evaluation are based on realistic sys-
tem design configurations where multiple gNBs are deployed according to a Poission Point Process
(PPP). The channel model is based on recent real-world measurements at 28 GHz in New York City,
to provide a realistic assessment of mmWave micro and picocellular networks in a dense urban de-
ployment. A complete description of the channel parameters can be found in [113].

3.4.2 Performance Parameters

Frame Structure As depicted in Fig. 3.3, we consider the frame structure of 3GPP NR, with
different subcarrier spacings ∆ f . Given that in [11] the only subcarrier spacings considered for IA at
frequencies above 6 GHz are ∆ f = 120 and 240 kHz, i.e., 15 × 2n kHz, with n ∈ [3, 4], we will only
consider these cases. The slot duration in ms and the symbol duration in µs are, respectively

Tslot =
1

2n and Tsymb =
71.35

2n . (3.1)

Therefore, for n = 3 and 4 the slot duration is 125 µs or 62.5 µs, respectively [114]. Moreover,
according to the 3GPP specifications [11], the maximum number of subcarriers allocated to the SS
blocks is 240, thus the bandwidth reserved for the SS blocks would be respectively 28.8 and 57.6
MHz. We consider a maximum channel bandwidth B = 400 MHz per carrier [64].
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Fig. 3.3: SS block structure. For configurations (a) and (b), each blue rectangle is an SS block (with
4 OFDM symbols) of duration 17.84 µs (i.e., ∆ f = 240 kHz) and bandwidth BSS = 57.6 MHz. For
configurations (c) and (d) (for which ∆ f = 120 kHz), instead, the blocks last 35.68 µs and have
bandwidth BSS = 28.8 MHz. Cases (a) and (c) implement a frequency repetition scheme (with Nrep = 5
and 11, respectively) while, for cases (b) and (d), a data solution (i.e., Nrep = 1) is preferred.

Frequency Diversity It is possible to configure the system to exploit frequency diversity, D.
Given that 240 subcarriers are allocated in frequency to an SS, the remaining bandwidth in the sym-
bols which contain an SS block is B − 240∆ f . Therefore, it is possible to adopt two different strate-
gies: (i) data (as represented in Figs. 3.3(b) and (d)), i.e., the remaining bandwidth B − 240∆ f is used
for data transmission towards users , or (ii) repetition (as displayed in Figs. 3.3(a) and (c)), i.e., the
information in the first 240 subcarriers is repeated in the remaining subcarriers to increase the ro-
bustness against noise and enhance the detection capabilities. The number of repetitions is therefore
Nrep = 1 if frequency diversity is not used (i.e., D = 0, and a single chunk of the available band-
width is used for the SS block), and Nrep = 11 or Nrep = 5 when repetition is used (i.e., D = 1)
with ∆ f = 120 kHz or ∆ f = 240 kHz, respectively. There is a guard interval in frequency among the
different repetitions of the SS blocks, to provide a good trade-off between frequency diversity and
coherent combining [85]. Notice that 3GPP does not provide specifications for the repetition scheme.

SS Block Configuration We consider different configurations of the SS blocks and bursts. The
maximum number NSS of SS blocks in a burst for our frame structure and carrier frequencies is L =

64. We assume that, if NSS < L, the SS blocks will be transmitted in the first NSS opportunities. The
actual maximum duration of an SS burst is Dmax,SS = 2.5 ms for ∆ f = 240 kHz and Dmax,SS = 5 ms
for ∆ f = 120 kHz. We will also investigate all the possible values for the SS burst periodicity Tss, as
defined in [109, 115], i.e., TSS ∈ {5, 10, 20, 40, 80, 160} ms.

Array Geometry As shown in Table 3.2, another fundamental parameter is the array geometry,
i.e., the number of antenna elements M at the gNB and UE and the number of directions that need
to be covered, both in azimuth Nθ and in elevation Nϕ. In general, the antenna elements can be
deployed as uniform linear or planar arrays, i.e., ULA and UPA respectively, and can be arranged as
either rectangular or square arrays. Among the possible antenna designs, the most suitable approach
is the use of UPAs, since they can enable 3D beamforming by adapting the beam in both azimuth
and elevation planes [49]. In the simulations, the spacing of the elements is set to λ/2, where λ is
the wavelength, since this pattern was shown to offer excellent system capacity in small-cell urban
deployments, as well as easy packageability (e.g., at 28 GHz, a 4 × 4 array has a size of roughly 1.5
cm × 1.5 cm) [85]. At the gNB we consider a single sector in a three sector site, i.e., the azimuth
θ varies from −60 to 60 degrees, for a total of ∆θ = 120 degrees. The elevation ϕ varies between
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Table 3.2: Relationship between M, θ and Nθ , for the azimuth case. Each gNB sector sweeps through
∆θ,gNB = 120◦, while the UE scans over ∆θ,UE = 360◦. In our evaluation, we consider a single
antenna array at the UE modeled as a uniform rectangular array with isotropic antenna elements,
following the approach of the literature [116]. Real handheld devices will be equipped with multiple
patch antennas able to cover the whole angular space.

M θ [deg] Nθ,gNB Nθ,UE

4 60 2 6
16 26 5 14
64 13 10 28

−30 and 30 degrees, for a total of ∆ϕ = 60 degrees, and also includes a fixed mechanical tilt of the
array pointing towards the ground. There exists a strong correlation among beamwidth, number of
antenna elements and BF gain. The more antenna elements in the system, the narrower the beams,
the higher the gain that can be achieved by beamforming, and the more precise and directional the
transmission. Thus, given the array geometry, we compute the beamwidth ∆beam at 3 dB of the main
lobe of the beamforming vector, and then Nθ = ∆θ/∆beam and Nϕ = ∆ϕ/∆beam.

Network Deployment Finally, the last parameters are the number of users N ∈ {5, 10, 20}
per sector of the gNBs and the density of base stations λb, expressed in gNB/km2.

3.4.3 Simulation Results

3.4.3.1 Detection Accuracy Results

Array size and gNB density – Fig. 3.4 shows the Cumulative Distribution Function (CDF) of the SNR
between the mobile terminal and the gNB it is associated to, for different antenna configurations and
considering two density values. Notice that the curves are not smooth because of the progressive
transitions of the SNR among the different path loss regimes, i.e., Line of Sight (LOS), Non Line of
Sight (NLOS) and outage. We see that better detection accuracy performance can be achieved when
densifying the network and when using larger arrays. In the first case, the endpoints are progres-
sively closer, thus ensuring better signal quality and, in general, stronger received power. In the
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Fig. 3.4: CDF of the SNR, for different antenna configurations. ∆ f = 120 kHz, Nrep = 0. The red
dashed line represents the SNR threshold Γth = −5 dB that has been considered in this study.

31



CHAPTER 3. INITIAL ACCESS IN 5G MILLIMETER WAVE CELLULAR
NETWORKS

10 20 30 40 50 60
10−3

10−2

10−1

100

λb [gNB/km2]

M
is

de
te

ct
io

n
pr

ob
ab

ili
ty

MgNB = 4, MUE = 4 MgNB = 16, MUE = 4
MgNB = 64, MUE = 4 MgNB = 64, MUE = 16
MgNB = 64, MUE = 1 (omni)

10 20 30 40 50 60
10−3

10−2

10−1

100

λb [gNB/km2]

M
is

de
te

ct
io

n
pr

ob
ab

ili
ty

MgNB = 4, MUE = 4 MgNB = 16, MUE = 4
MgNB = 64, MUE = 4 MgNB = 64, MUE = 16
MgNB = 64, MUE = 1 (omni)

Fig. 3.5: PMD vs. λb, for different antenna configurations.
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Fig. 3.6: PMD as a function of λb, for different subcarrier spacings ∆ f and repetition strategies and for
different antenna configurations. MgNB = 4, MUE = 4, Γth = −5 dB.

second case, narrower beams can be steered thus guaranteeing higher gains produced by beamform-
ing. We also notice that, for good SNR regimes, the MgNB = 4, MUE = 4 and MgNB = 64, MUE = 4
configurations present good enough SNR values: in these regions, the channel conditions are suffi-
ciently good to ensure satisfactory signal quality (and, consequently, acceptable misdetection) even
when considering small antenna factors. Finally, the red line represents the SNR threshold Γth = −5
dB that we will consider in this thesis.

Similar considerations can be deduced from Fig. 3.5, which illustrates how the misdetection
probability monotonically decreases when the gNB density λb progressively increases or when the
transceiver is equipped with a larger number of antenna elements, since more focused beams can be
generated in this case. Moreover, we notice that the beamforming strategy in which the UE transmits
or receives omnidirectionally, although guaranteeing fast access operations, does not ensure accurate
IA performance and leads to degraded detection capabilities. More specifically, the gap with a fully
directional architecture (e.g., MgNB = 64, MUE = 16) is quite remarkable for very dense scenarios,
and increases as the gNB density increases. For example, the configuration with 16 antennas (i.e.,
MUE = 16) and that with a single omnidirectional antenna at the UE reach the same PMD, but at dif-
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ferent values of gNB density λb, respectively 30 and 35 gNB/km2: the omnidirectional configuration
requires a higher density (i.e., 5 gNB/km2 more) to compensate for the smaller beamforming gain.

Subcarrier spacing and frequency diversity – Fig. 3.6 reports the misdetection probability re-
lated to λb, for different subcarrier spacings ∆ f and repetition strategies D. First, we see that, if
no repetitions are used (i.e., D = 0), lower detection accuracy performance is associated with the
∆ f = 240 kHz configuration, due to the resulting larger impact of the thermal noise and the conse-
quent SNR degradation. Furthermore, the detection efficiency can be enhanced by repeating the SS
block information embedded in the first 240 subcarriers in the remaining subcarriers (i.e., D = 1),
to increase the robustness of the communication and mitigate the effect of the noise in the detection
process. In fact, if a frequency diversity approach is preferred, the UE has Nrep > 1 attempts to
properly collect the synchronization signals exchanged during the beam sweeping phase, compared
to the single opportunity the nodes would have had if they had not implemented any repetition
strategy. We also observe that the ∆ f = 120 kHz with no frequency diversity configuration and the
∆ f = 240 kHz scheme with Nrep = 5 produce the same detection accuracy results, thus showing
how the effect of increasing the subcarrier spacing and the number of repetitions of the SS block in-
formation in multiple frequency subbands is similar in terms of misdetection capabilities. Finally, we
observe that the impact of the frequency diversity D and the subcarrier spacing ∆ f is less significant
when increasing the array factor, as can be seen from the reduced gap between the curves plotted in
Fig. 3.6 for the MgNB = 4, MUE = 4 and MgNB = 64, MUE = 4 configurations. The reason is that,
when considering larger arrays, even the configuration with ∆ f = 240 kHz and no repetitions has an
average SNR which is high enough to reach small misdetection probability values.

3.4.3.2 Reactiveness Results

Analysis – For initial access, reactiveness is defined as the delay required to perform a full itera-
tive search in all the possible combinations of the directions. The gNB and the UE need to scan re-
spectively Nθ,gNBNϕ,gNB and Nθ,UENϕ,UE directions to cover the whole horizontal and vertical space.
Moreover, they can transmit or receive respectively KBF,gNB and KBF,UE beams simultaneously. Notice
that, as mentioned in Sec. 3.4.2, for digital and omnidirectional architectures KBF = min{Nθ Nϕ, M},
for hybrid KBF = min{Nθ Nϕ, M}/ν, where ν is a factor that limits the number of directions in which
it is possible to transmit or receive at the same time, and for analog KBF = 1 [69].

Then the total number of SS blocks needed is3

SD =

⌈
Nθ,gNBNϕ,gNB

KBF,gNB

⌉ ⌈Nθ,UENϕ,UE

KBF,UE

⌉
. (3.2)

Given that there are NSS blocks in a burst, the total delay from the beginning of an SS burst
transmission in a gNB to the completion of the sweep in all the possible directions is

TIA = TSS

(⌈
SD
NSS

⌉
− 1
)
+ Tlast, (3.3)

where Tlast is the time required to transmit the remaining SS blocks in the last burst (notice that there
may be just one burst, thus the first term in Eq. (3.3) would be 0). This term depends on the subcarrier

3We recall that hybrid or digital architectures consume more power than analog ones, if the same
number of bits in the Analog to Digital Converters (ADCs) is used, and thus are more likely to
be implemented only at the receiver side. Nevertheless, some ADC configurations enable energy
efficient digital beamforming (e.g., 3 bits ADC [117]), with a power consumption comparable to that
of an analog implementation.
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Fig. 3.7: TIA as a function of NSS with TSS = 20 ms.

spacing and on the number of remaining SS blocks which is given by

NSS,left = SD − NSS

(⌈
SD
NSS

⌉
− 1
)

. (3.4)

Then, Tlast is

Tlast =

⎧
⎨
⎩

NSS,left
2 Tslot − 2Tsymb if NSS,left mod 2 = 0⌊

NSS,left
2

⌋
Tslot + 6Tsymb otherwise,

(3.5)

The two different options account for an even or odd remaining number of SS blocks. In the first
case, the SS blocks are sent in NSS,left/2 slots, with total duration NSS,left/2Tslot, but the last one is
actually received in the 12th symbol of the last slot, i.e., 2 symbols before the end of that slot, given
the positions of the SS blocks in each slot described in [11, 118]. If instead NSS,left is odd, six symbols
of slot ⌊NSS,left/2⌋+ 1 are also used.

A selection of results is presented in the next paragraphs.

Number of SS blocks per burst and beamforming technology – In Fig. 3.7 we consider first
the impact of the number of SS blocks in a burst, with a fixed SS burst periodicity TSS = 20 ms and
for different beamforming strategies and antenna configurations. In particular in Fig. 3.7a, in which
both the UE and the gNB use analog beamforming, the initial access delay heavily depends on the
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number of antennas at the transceivers since all the available directions must be scanned one by
one. It may take from 0.6 s (with NSS = 64) to 5.2 s (with NSS = 8) to transmit and receive all the
possible beams, which makes the scheme infeasible for practical usage. A reduction in the sweeping
time can be achieved either by using an omnidirectional antenna at the UE or by decreasing the
number of antennas both at the UE and at the gNB. In this case, the only configurations that manage
to complete a scan in a single SS burst are those with 4 antennas at both sides and NSS ≥ 16, or
that with MgNB = 64, an omnidirectional UE and NSS = 64. Another option is the usage of digital
beamforming at the UE. Fig. 3.7b shows TIA when the UE receives from all available directions at any
given time. This leads to an increased number of configurations which are able to complete a sweep
in an SS block, even with a large number of antennas at the gNB and the UE.

SS burst periodicity – For the setup with hybrid beamforming at the UE, that generally requires
more than one SS burst periodicity, we show in Fig. 3.8 the dependency of TIA and TSS. It can be seen
that the highest periodicities are not suited for a mmWave deployment, and that in general it is better
to increase the number of SS blocks per burst in order to try to complete the sweep in a single burst.

Subcarrier spacing – Another parameter that has an impact on TIA is the subcarrier spacing ∆ f .
As shown in Fig. 3.9, when the larger spacing is used the OFDM symbols have a shorter duration
and the transmission of the SS blocks in the directions of interest can be completed earlier.

Impact of beam reporting – For initial access, in addition to the time required for directional
sweeping, there is also a delay related to the allocation of the resources in which it is possible to
perform initial access, which differs according to the architecture being used. As introduced in Sec.
3.3.2, 3GPP advocates, in Step 4 of the IA procedure, the implicit reporting of the chosen direction,
e.g., the strongest SS block index, through contention-based random access messages, agreeing that
the network should allocate multiple RACH transmissions and preambles to the UE for conveying
the optimal SS block index to the gNB [9, 119]. When considering an SA configuration, beam report-
ing might require an additional sweep at the gNB side while, if an NSA architecture is preferred, the
beam decision is forwarded through the LTE interface (and requires just a single RACH opportunity)
which makes the beam reporting reactiveness equal to the latency of a legacy LTE connection. As-
suming a 0% BLER data channel, the uplink latency in legacy LTE, including scheduling delay, ranges
from 10.5 ms to 0.8 ms, according to the latency reduction techniques being implemented [120].

In Table 3.3, we analyze the impact of the number of SS blocks (and, consequently, of RACH
opportunities) in a burst, with a fixed burst periodicity TSS = 20 ms and for a subcarrier spacing of
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Fig. 3.10: Overhead for initial access, introduced by the transmission of the SS blocks. Notice that the
number of repetitions for the different subcarrier spacings ∆ f is chosen to send as many repetitions
of the SS blocks as possible.

∆ f = 120 KHz. The results are independent of the antenna configuration at the UE side, since the
mobile terminal steers its beam through the previously determined optimal direction and does not
require a beam sweeping operation to be performed. It appears clear that the SA scheme presents
very good reactiveness for most of the investigated configurations and, most importantly, outper-
forms the NSA solution even when the LTE latency is reduced to 0.8 ms. The reason is that, if the
network is able to allocate the needed RACH resources within a single SS burst, then it is possible to
limit the impact of beam reporting operations on the overall initial access reactiveness, which is in-
stead dominated by the beam sweeping phase. In particular, when considering small antenna factors
and when digital beamforming is employed, beam reporting can be successfully completed through
a single RACH allocation, thus guaranteeing very small delays.

3.4.3.3 Overhead Results

In this section, we characterize the overhead for IA in terms of the ratio between the time and fre-
quency resources that are allocated to SS bursts and the maximum duration of the SS burst (i.e., 5
ms), or the entire TSS interval.

Analysis – The total number of time and frequency resources RSS scheduled for the transmission

Table 3.3: Reactiveness performance for beam reporting operations considering an SA or an NSA
architecture. Analog or digital beamforming is implemented at the gNB side, while the UE configures
its optimal beamformed direction. TSS = 20 ms, ∆ f = 120 KHz.

TBR,SA [ms]
NSS = 8 NSS = 64

MgNB Analog Digital Analog Digital

4 0.0625 0.0625 0.0625 0.0625
16 0.5 0.0625 0.5 0.0625
64 40.56 0.0625 1.562 0.0625

TBR,NSA ∈ {10, 4, 0.8} ms, according to [120].
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Table 3.4: Overhead for beam reporting operations considering an SA architecture. Analog or digital
beamforming is implemented at the gNB side, for different antenna array structures.

ΩBR,SA ·10−3

∆ f ,RACH = 60 kHz ∆ f ,RACH = 120 kHz
MgNB Analog Digital Analog Digital

4 0.0894 0.0894 0.0894 0.0894
16 0.7149 0.0894 0.7149 0.0894
64 2.2341 0.0894 2.2341 0.0894

of NSS SS blocks, each spanning 4 OFDM symbols and 240 (or multiple of 240) subcarriers, is given by

RSS = NSS 4Tsymb 240Nrep∆ f , (3.6)

where Tsymb is expressed in ms and ∆ f in kHz. The overhead for the 5 ms time interval with the SS
burst transmission and total bandwidth B (in Hz) is then given by

Ω5ms =
NSS 4Tsymb 240Nrep∆ f

5B
, (3.7)

and the overhead considering the total burst periodicity TSS is

ΩTSS =
NSS 4Tsymb 240Nrep∆ f

TSSB
. (3.8)

Subcarrier spacing and frequency diversity – Fig. 3.10 reports the overhead related to the max-
imum duration of the SS burst (i.e., 5 ms) for different subcarrier spacings and repetition strategies. It
can be seen that if no repetitions are used (i.e., D = 0) then the overheads for the configurations with
∆ f = 120 kHz and ∆ f = 240 kHz are equivalent. In fact, when configuring large subcarrier spacings
(i.e., ∆ f = 240 kHz), the OFDM symbols used for the SS blocks have half the duration, but they
occupy twice the bandwidth of the systems with narrower subcarrier spacings (i.e., ∆ f = 120 kHz),
given that the same number of subcarriers are used. Instead, when a repetition strategy is used (i.e.,
D = 1), the overhead is different. As mentioned in Sec. 3.4.2, we consider 5 repetitions for ∆ f = 240
kHz and 11 for ∆ f = 120 kHz. Therefore, the actual amount of bandwidth that is used is comparable,
but since the OFDM symbols with ∆ f = 120 kHz last twice as long as those with the larger subcarrier
spacing, the overhead in terms of resources used for the SS burst is higher with ∆ f = 120 kHz.

SS burst periodicity – Fig. 3.10b shows the dependency of the overhead for initial access on TSS,
which follows an inverse proportionality law. In particular, for very small TSS (i.e., 5 ms) the impact
of the SS bursts with repetitions in frequency is massive, with up to 43% of the resources allocated to
the SS blocks. For TSS = 20 ms or higher, instead, the overhead is always below 10%.

Impact of beam reporting – For the SA case, as reported in Table 3.4, the completion of the beam
reporting procedure for initial access may require an additional overhead, due to the need for the
system to allocate possibly multiple RACH resources4 for the reporting operations. Conversely, for
the NSA case, the beam decision is forwarded through the LTE overlay and requires a single RACH
opportunity, with a total overhead of 0.0894 · 10−3. Nevertheless, from Table 3.4, we notice that the
SA additional reporting overhead is quite limited due to the relatively small number of directions
that need to be investigated at this stage, especially when designing digital beamforming solutions.

4According to the 3GPP agreements [121], a bandwidth of 10 MHz (for ∆ f ,RACH = 60 kHz) or a
bandwidth of 20 MHz (for ∆ f ,RACH = 120 kHz) is reserved for the RACH resources.
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3.5 Conclusions and Design Guidelines

In this chapter, we compared the performance of different IA solutions for 5G cellular networks oper-
ating at mmWave frequencies. Overall, it is possible to identify some guidelines for the configuration
of the IA framework and the deployment of an NR network. The goal is to highlight which are the
main trade-offs between accuracy, responsiveness and overhead and the design parameters for IA.

Subcarrier spacing ∆ f When using a smaller subcarrier spacing (i.e., ∆ f = 120 kHz) it is pos-
sible to achieve a higher accuracy (i.e., smaller misdetection probability), either because the impact
of noise is less relevant, when frequency diversity is not used, or because it is possible to allocate
a larger number of repetitions, when frequency diversity is used. This last option comes however
at the price of an increase in the overhead in the order of 2 times, while the accuracy gain for the
configuration with λ = 30 gNB/km2 and the 4 × 4 antenna arrays is in the order of 23%, according
to Fig. 3.6. A smaller subcarrier spacing has also a negative effect on the reactiveness, as shown in
Fig. 3.9, since the OFDM symbols last longer and the SS blocks sweep takes more time.

Frequency diversity The repetition in frequency of multiple SS signals for the same OFDM
symbol results in an increased accuracy (e.g., up to 45%, when λ = 60 gNB/km2 and considering the
4 × 4 array configuration). The overhead is, however, from 5 to 11 times higher in our setup (accord-
ing to the ∆ f used), thus there is a trade-off between the amount of resources to allocate to the users
that are already connected (which is higher if frequency diversity is not used) and the opportunity
to discover new users (which increases with frequency diversity for the SS blocks). However, notice
that the accuracy gain reduces when increasing the array dimension (e.g., when λ = 60 gNB/km2

and considering the 64 × 4 array configuration, a gain of just 15% is achieved, as seen from Fig. 3.6).
In those circumstances, it may not be desirable to adopt a frequency diversity scheme which would
inevitably increase the overhead while only providing marginal accuracy gain.

Number of SS blocks in a burst NSS This parameter has a fundamental impact on the
reactiveness, since a higher number of SS blocks per burst increases the probability of completing
the sweep in a single burst and thus prevents TIA from being dependent on TSS. The number of SS
blocks per burst, however, increases also the overhead linearly. NSS has a strict relationship with the
number of directions to be swept, i.e., with both the beamforming architecture and the number of
antennas: if, for example, hybrid or digital beamforming is used at the receiver, a larger number of
antennas (i.e., narrower beams) can be supported even with a smaller NSS, as shown in Fig. 3.7

SS burst periodicity TSS The periodicity of a burst has an impact on the reactiveness for
initial access, since a smaller TSS enables a larger number of opportunities in which a UE can receive
synchronization signals. However, if the beam sweeping procedure is completed in a single burst,
TSS does not impact TIA as previously defined.

gNB density λb As the network density increases, the accuracy and the average received power
increase, and this allows a larger number of users to be served by a mmWave network. Besides the
cost in terms of equipment and energy, a higher density has also a negative effect on the interfer-
ence [55].
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Beamforming architecture KBF A digital beamforming architecture at the receiver side would
improve the reactiveness of the IA scheme and decrease the overhead, without penalizing the ac-
curacy. The same improvement in terms of reactiveness and overhead can be achieved with an
omnidirectional receiver, but the accuracy would decrease with a loss of around 30% (when λ =

30 gNB/km2) with respect to the MgNB = 64 configuration, as displayed in Fig. 3.5. The complexity
of the transceiver implementation and the energy consumption [122] are, however, two important
parameters that must be taken into account. A hybrid configuration could represent a trade-off be-
tween an improved reactiveness and a simpler and less consuming transceiver design.

Antenna Arrays MgNB, MUE The antenna array is one of the parameters that has the largest
impact on the accuracy. A larger number of antennas enable narrower beams and higher accuracy,
since the received power at the UE increases. The width of the beam has, however, an inverse rela-
tionship with the number of directions to scan, thus configurations that provide a higher accuracy
perform worse in terms of reactiveness and overhead. Notice that the choice of the antenna array and
of the beam design is strictly tied to the beamforming architecture (if digital or hybrid beamforming
is used then narrower beams can be supported without penalizing reactiveness and overhead) and
the configuration of the SS bursts (a large number of directions to be swept with a limited number of
SS blocks per bursts has a negative impact on the reactiveness).

SA vs. NSA The implementation of a standalone scheme generally guarantees more reactive
access capabilities. The reason is that faster beam reporting operations are ensured if multiple SS
blocks and RACH opportunities can be allocated within a single SS burst. On the other hand, a non-
standalone framework may be preferable to reduce the impact of the overhead in the beam reporting
phase. Moreover, a non-standalone architecture is also better than an SA one when it is not possible
to allocate in the same SS burst the SS blocks for the first sweep and the subsequent RACH opportuni-
ties, because for example there are too many directions to monitor at the gNB. Finally, NSA enables
a centralized beam decision: unlike in traditional attachment policies based on pathloss measure-
ments, by leveraging on the presence of an eNB operating at sub-6 GHz frequencies, an NSA-based
beam association can be performed by taking into account the instantaneous load conditions of the
surrounding cells, thereby promoting fairness in the whole cellular network [123].

Overall, it is possible to identify some guidelines for the configuration of the IA framework
and the deployment of an NR network at mmWave frequencies. First, a setup of NSS, the RACH
resources, the beamforming and the antenna array architectures that allows the completion of the
beam sweeping and reporting procedures in a single burst is preferable, so that it is possible to
increase TSS (e.g., to 20 or 40 ms).

Second, the adoption of a frequency diversity scheme for the SS blocks depends on the load of
the gNBs: if many users are connected to a certain gNB, this could disable the frequency diversity
to both reduce the overhead and avoid discovering new users. Third, with low network density,
larger antenna arrays make it possible to detect farther users, and provide a wider coverage but, as
λb increases, it is possible to use a configuration with wide beams for SS bursts (so that it is more
likely to complete a sweep in a single burst).

Finally, when considering static and dense scenarios which are marginally affected by the vari-
ability of the mmWave channel, a standalone architecture is preferable for the design of fast initial
access procedures, since it enables rapid beam reporting operations.
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Chapter 4
Mobility Management in 5G
Millimeter Wave Cellular Networks

4.1 Introduction

We reviewed in Sec. 2.1 how mmWave spectrum offers the availability of huge bandwidths and
thus has been considered as a means to satisfy ever increasing mobile users’ traffic demands. We
also reviewed in Sec. 2.2 how, to overcome the high isotropic propagation loss experienced at these
frequencies, highly directional antennas are required to achieve sufficient link budget in wide area
networks. The consequence is the need for precise alignment of the transmitter and the receiver
beams at every stage of the communication. In Chapter 3 we presented the implications that direc-
tionality has on idle users accessing the network for the first time, i.e., when performing initial access.
However, the dynamics of the mmWave channel, especially in high-speed scenarios, imply that the
directional path to any cell can deteriorate rapidly [67]. Hence, the beam selected during initial ac-
cess could rapidly change, thus requiring each mobile terminal to constantly monitor each potential
directional link. This is achieved through a set of operations, including beam tracking, handover, and
radio link failure recovery, generally known as mobility management, which are periodically triggered
to help maintain connectivity. Such procedures, however, introduce some latency which lowers the
rate at which the network can adapt, and can be a major obstacle in providing robust service in the
face of variable link quality.

4.1.1 Mobility Management in 5G Networks: Limitations

In addition to the limitations described in Sec. 3.1.2 for idle users, the design of mobility management
procedures for connected users in 5G mmWaves networks pose new challenges as a consequence of
the channel dynamics that are typically experienced in mobility scenarios.

Small cell deployments The combination of the high propagation loss and the blockage phe-
nomenon at mmWaves advocates for a high-density deployment of gNBs. With such network ar-
chitecture, mmWave base stations would be deployed as small cell. This may exacerbate frequent

This chapter is based on the contributions presented in [J2, J3, J5, J6, C2, B1]. Part of the results
included in this chapter is also based on joint work with Michele Polese.
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handovers between adjacent cells, which is a potential drawback of mmWave systems, even for fixed
UEs, due to their vulnerability to random obstacles.

Topology changes Most existing mobility management approaches are based on periodical
beam sweeping, where the transmitting and the receiving nodes scan the angular space to search for
the best beam pair. However, these solutions are limited by the potentially high speed of terminals,
since suitable beam pair may not last long enough to allow the completion of a data exchange, thus
resulting in transmission errors. Unpredictable topology changes is another potential drawback of
mmWave systems.

Doppler effect The increased Doppler effect in mobility scenarios could make the assumption
of channel reciprocity not valid and could impair the feedback over mmWave links, which is a po-
tential point of failure for beam sweeping.

Transport-layer characteristics The fast channel dynamics and the delays associated to mo-
bility management operations, first and foremost packet forwarding during handovers, can have sig-
nificantly severe effects throughout the whole protocol stack [124]. Some recent work, e.g., [56], has
demonstrated that, if TCP is used at the transport layer, the rapid variations in channel quality and
the frequent transitions from LOS to NLOS, as typical in mmWave systems, can result in bufferbloat
and slow growth of the congestion window, leading to high delays and dramatic under-utilization
of the channel. Channel outages and radio link failures can also be source of retransmission timeouts
and connection resets.

4.1.2 Motivations and Chapter Structure

Given the limitations outlined in Sec. 4.1.1, it is important to design and dimension mobility man-
agement solutions that are specifically tailored to address the requirements and characteristics of
mmWave cellular networks. In this regard, the main research issues are 1) how to adapt and manage
the beam steering direction of connected users towards their respective serving cells and 2) how to
implement fast and efficient handover mechanisms when a mere beam adaptation operation is not
sufficient to maintain connectivity.

In this chapter, both aspects are investigated. In Sec. 4.2 we will review related work on mobility
management procedures at mmWave frequencies. In Sec. 4.3, we will provide an overview of the
beam management frameworks that have been standardized by 3GPP as part of NR specifications.
We focus on NSA and SA architectures, according to whether the control plane is managed with the
support of an LTE overlay or not, respectively. We will analyze the reactiveness (i.e., how quickly
the frameworks are able to detect an updated channel condition and properly adapt the beam), and
the overhead (i.e., how many time and frequency resources should be allocated for the measurement
operations). When beam management operations alone cannot recover acceptable QoS, handovers
must then be triggered. In Sec. 4.4 we will illustrate a novel NSA uplink measurement system that,
with the joint help of a local coordinator operating in the legacy band, guarantees continuous moni-
toring of the channel propagation conditions and allows for the design of fast and efficient handover
for connected users. In Sec. 4.5, we face the challenge of resolving radio link failures, which occur
when the quality of an associated control channel falls below a certain threshold (one of the most crit-
ical and common network events in a mmWave environment). DL and UL, as well as NSA and SA
configurations, are investigated. Finally, in Sec. 4.6 we identify guidelines for the design of mobility
management strategies at mmWaves.
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Table 4.1: Literature on mobility management strategies for mmWave networks.

Topic Relevant References

Beam Management [53] [126–128] Mobility-aware strategies.
[73, 74, 123, 129–131] Multi-connectivity solutions.

Handover [110]
[132, 133] Below-6 GHz solutions
[134–136] Above-6 GHz standalone solutions
[110, 123, 137–140] Above-6 GHz multi-connectivity solutions

4.2 Related Work

Measurement reporting for mobility management is quite straightforward in LTE [125]: the DL chan-
nel quality is estimated from an omnidirectional signal called the Cell Reference Signal (CRS), which
is regularly monitored by each UE in connected state to create a wideband channel estimate that can
be used both for demodulating downlink transmissions and for estimating the channel quality [67].
However, when considering mmWave networks, in addition to the rapid variations of the channel,
CRS-based estimation is challenging due to the directional nature of the communication, thus requir-
ing the network and the UE to constantly monitor the direction of transmission of each potential link.
In addition, the UE and the gNB may only be able to listen to one direction at a time, thus making it
hard to receive the control signaling necessary to switch paths.

Beam management The issue of designing efficient beam management solutions for mmWave
networks was addressed in [126], in which the author designed a mobility-aware user association
strategy to overcome the limitations of the conventional power-based association schemes in a mo-
bile 5G scenario. Other relevant papers on this topic include [127], in which the authors proposed
smart beam tracking strategies for fast mmWave link establishment and maintenance under node
mobility. In [128], the authors proposed the use of an extended Kalman filter to enable a static base
station, equipped with a digital beamformer, to effectively track a mobile node equipped with an ana-
log beamformer after initial channel acquisition, with the goal of reducing the alignment error and
guarantee a more durable connectivity. Recently, robust beam tracking schemes have been designed
by leveraging out-of-band information to estimate the mmWave channel. In [74, 110, 123, 129] an ap-
proach where 5G cells operating at mmWaves (offering much higher rates) and traditional 4G cells
below 6 GHz (providing much more robust operation) are employed in parallel have been proved
to enable fast and resilient tracking operations. In [73], a framework which integrates both LTE and
5G interfaces was proposed as a solution for mobility-related link failures and throughput degrada-
tion of cell-edge users, relying on coordinated transmissions from cooperating cells are coordinated
for both data and control signals. In [130], a novel approach for analyzing and managing mobil-
ity in joint sub-6GHz–mmWave networks was proposed by leveraging device caching along with
the capabilities of dual-mode base stations to minimize handover failures, reduce inter-frequency
measurement, reduce energy consumption, and provide seamless mobility in emerging dense het-
erogeneous networks. Moreover, the authors in [131] illustrated how to exploit spatial congruence
between signals in different frequency bands and extract mmWave channel parameters from side
information obtained in another band. Despite some advantages, the use of out-of-band information
for the 5G control plane management poses new challenges that remain unsolved and which deserve
further investigation.
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Handover Although the literature on handover in more traditional sub-6 GHz heterogeneous
networks is quite mature, papers on handover management for mmWave 5G cellular are very recent,
and research in this field has just started. The survey in [132] presented multiple vertical handover
decision algorithms that are essential for heterogeneous wireless networks, while article [133] inves-
tigated the management of the handover process between macro, femto and pico cells, proposing a
theoretical model to characterize the performance of a mobile user in heterogeneous scenarios as a
function of various handover parameters. However, these works focused on low frequency legacy
cellular systems. When dealing with mmWaves, frequent handover, even for fixed UEs, is a potential
drawback that needs to be addressed. In [134], the handover rate in 5G systems was investigated and
in [135] a scheme for handover management in high-speed railway was proposed by employing the
received signal quality from measurement reports. The authors of [136] presented an architecture for
mobility, handover and routing management.

Handover mechanisms can also be designed in such a way that mmWave operations are sup-
ported by the LTE overlay, to provide additional robustness. In [137, 140] the impact of user mo-
bility in multi-tier heterogeneous networks was analyzed and a framework was proposed to solve
the dynamic admission and mobile association problem in a wireless system with mobility. Zang
et al., in [138], proposed a new efficient handover decision algorithm based on a Markov Decision
Process to optimize the overall service experience of users in mmWave heterogeneous networks.
In [139], a mmWave-aware handover scheme was proposed to use selective control/user-plan split
combined with a non-coherent cooperative multi-point joint transmission. The combination of this
strategy with fine-tuning of the measurement interval resulted in reduction of handover failure rates
and throughput improvement. As part of our previous contributions, in [110] we provided the first
comprehensive end-to-end evaluation of handover mechanisms in mmWave cellular systems. The
simulation framework included detailed measurement-based channel models to realistically capture
spatial dynamics of blocking events, as well as the full details of MAC, RLC and transport protocols.
Compared to conventional handover mechanisms, the study had revealed significant benefits of the
proposed method under several metrics. Additionally, in [123] we proposed an MC UL approach to
realize energy-efficient handover for mobile terminals.

4.3 Beam Management in 5G Networks:
the 3GPP NR Approach

In line with the 3GPP design for NR, beam management is required for users in connected mode to
maintain alignment of the transmitter and receiver, an operation that is also defined as tracking. In
this context, after reviewing in Sec. 4.3.1 the most relevant measurement signals for beam manage-
ment in 3GPP NR, in Sec. 4.3.2 we present the beam management frameworks we consider, while
numerical performance evaluation of such schemes is provided in Sec. 4.3.3.

4.3.1 3GPP NR Measurement Signals for Beam Management

The LTE Channel State Information - Reference Signals (CSI-RSs) allow connected UEs to regularly
estimate the channel conditions and report Channel Quality Information (CQI) to their serving base
station. Likewise, in 3GPP NR, these signals can be used as Radio Resource Management (RRM) mea-
surements and for mobility in connected mode [9]. However, the UEs must know in which time and
frequency resources the CSI-RS signals will be sent. In Sec. 3.3.1, we saw that SS blocks and bursts can
be used for periodic synchronization signal transmissions from the gNBs to perform initial access.
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As long as each CSI-RS is represented by a unique identifier, it is possible to configure multiple CSI-
RSs using the same SS burst, so that the UE can first synchronize with a certain cell after initial access
(using the SS bursts), and then use those to identify the CSI-RS resources [109,141]. This is illustrated
in Fig. 4.1. The CSI-RS configuration, which is UE-specific, should indicate the time/frequency off-
sets with respect to the associated SS burst and the possible CSI-RS periodicity. Fig. 4.2 shows the
two options we consider for the time offset of the CSI-RS transmissions. The first option, shown in
Fig. 4.2a, allows the transmission of the first CSI-RS TCSI ms after the end of an SS burst. The second
one, shown in Fig. 4.2b, has an additional parameter, i.e., an offset in time OCSI, which represents
the time interval between the end of the SS burst and the first CSI-RS. Although an NR network may
transmit CSI-RS for measurements in the full bandwidth, the reference signals may also be broadcast
through a subset of the available frequency resources (with a minimum of 50 resource blocks [142]) if
this is sufficiently large for a proper channel estimation at the receiver [142, 143]. CSI-RSs may span
N = 1, 2 or 4 OFDM symbols [11, 144]. Moreover, the 3GPP defines different activation method-
ologies for the CSI-RS measures. For periodic or semi-persistent CSI-RS transmissions, the following
periodicities (in slots) are supported: TCSI ∈ {5, 10, 20, 40, 80, 160, 320, 640} [11]. For semi-persistent
and aperiodic CSI-RS transmissions, the resources are configured and pre-allocated by the higher lay-
ers, while the periodic configuration broadcasts measurement signals with regularity. For aperiodic
transmissions, a single set of CSI-RS triggering states is higher-layer configured, therefore a UE is not
expected to receive more than one aperiodic CSI-RS in a given slot, i.e., it will not transmit more than
one aperiodic CQI report to its serving cell [142]. Notice that CSI-RSs may have a significantly higher
time/frequency density compared to that of the SS blocks, thus implying higher overhead but, at the
same time, more responsive tracking.

As we assessed previously in this chapter, when considering directional communications, the
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Fig. 4.3: Representation of the beam management procedures defined by the 3GPP in the NR speci-
fications, with SA and NSA architectures.

best directions for the beams of the transceiver need to be periodically identified (e.g., through beam
management operations), in order to maintain the alignment between the communicating nodes. For
this purpose, SS- and CSI-based measurements can be jointly used to reflect the different coverage
which can be achieved through different beamforming architectures [111, 145]. As far as CSI signals
are concerned, the communication quality can be derived by averaging the signal quality from the
NCSI,RX best beams among all the available ones, where the value of NCSI,RX can be configured to 1
or more than 1 [109, 141]1. Nevertheless, to avoid the high overhead associated with wide spatial
domain coverage with a huge number of very narrow beams, on which CSI-RSs are transmitted, it is
reasonable to consider transmitting only subsets of those beams, based on the locations of the active
UEs. This is also important for UE power consumption considerations [109, 146]. For example, the
measurement results based on SS blocks (and referred to a subset of transmitting directions) can be
used to narrow down the CSI-RS resource sets based on which a UE performs measurements for
beam management, thereby increasing the energy efficiency.

4.3.2 3GPP NR Beam Management Frameworks

3GPP NR specifications include a set of basic procedures for beam management [64], as illustrated
in Fig. 4.3, which are based on the reference signals described above. We consider both SA and NSA
deployments, according to whether or not the LTE overlay is exploited to support control operations.
For the SA deployment, the beam management scheme proposed in 3GPP NR has a very similar
structure to the IA procedures described in Sec. 3.3.2 and is composed of the following steps:

• Step 1 (Beam sweeping): gNBs and UEs sequentially transmit and receive, respectively, syn-
chronization and reference signals.

• Step 2 (Beam measurements): UEs evaluate the quality of the signals collected from the SS
bursts and the CSI-RSs transmitted in the previous step. CSI-RSs, in particular, cover a set of
directions which may or may not cover the entire set of available directions according to the
users’ needs, as explained in Sec. 4.3.1.

• Step 3 (Beam determination): UEs select the beam(s) through which they experienced the
maximum SNR, if above a predefined threshold.

1In [109] it is specified that, for the derivation of the quality of a cell, the UEs should consider an
absolute threshold, and average the beams with quality above the threshold, up to NCSI,RX beams. If
there are no beams above threshold, then the best one (regardless of its absolute quality) should be
selected for the cell quality derivation.
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• Step 4 (Beam reporting): UEs send to the RAN information on the quality of the received
beamformed signals and on the decision made in the previous step. While, for IA (Sec. 3.3.2)
the UE has to wait for the gNB to schedule the RACH opportunity towards the best direction
that it just determined (this may require an additional complete directional scan of the gNB),
for beam management in connected mode the UE can directly provide feedback using the
mmWave control channel it has already established.

When the quality of the received control signals falls below a predefined threshold (e.g., in the
case of beam failure), beam reporting operations cannot be performed since no directions can be
recovered for the feedback using CSI-RS. Full-stack end-to-end recovery operations, including ini-
tial access using the SS bursts, must be triggered instead, which may take up to several tens of
milliseconds. We claim that faster and more efficient beam reporting can be guaranteed if an NSA
architecture is preferred [13]. In this case, beam management reports can be sent through the robust
LTE overlay, thereby allowing the feedback to be received even while the user experiences a service
unavailability in the mmWave bands. With such an approach, the delay for beam reporting would
correspond to the latency of a traditional LTE connection, which may be significantly lower than the
time it takes to perform a recovery operation in an SA deployment. The LTE radio may also serve the
UE’s traffic requests until the mmWave directional communication is successfully restored, thereby
offering service continuity.

4.3.3 Performance Results

Along the lines of the performance analysis we presented in Sec. 3.4 for IA, we now evaluate the per-
formance of the beam management architectures presented in the previous subsection. The perfor-
mance is assessed in terms of reactiveness (Ttr) , i.e., the time required to receive the first CSI-RS after
an SS burst, and thus react to channel variations or mobility in order to eventually switch beams, and
overhead, i.e., the amount of time and frequency resources allocated to the framework with respect to
the total amount of available resources, taking into account both SS block and CSI-RS transmissions.

The performance is affect by the parameters listed in Sec. 3.4.1, namely (i) the 3GPP NR frame
structure, (ii) the frequency diversity scheme, (iii) the SS block configuration, (iv) the array geom-
etry (i.e., the number of antenna elements, MUE and MgNB, at the UE and gNB, respectively), (v)
the beamforming architecture (i.e., analog, digital or hybrid), (vi) the network deployment (i.e., the
number of users N per sector of the gNBs and the density of base stations λb). In addition, the im-
pact of the CSI-RS configuration is evaluated. In fact, there are different options for the configuration
of the CSI-RS structure. These options include (i) the number NCSI of CSI-RS per SS burst period,
(ii) the CSI-RS periodicity TCSI,slot ∈ {5, 10, 20, 40, 80, 160, 320, 640} slots, and (iii) the offset OCSI with
respect to the end of an SS burst. We will use the parameter TCSI = TCSI,slotTslot to represents the
absolute CSI-RS periodicity in ms, where Tslot is the slot duration in ms as is given in Eq. (3.1). These
settings will be specified by the system information carried by the SS blocks of each burst. Other CSI-
related parameters are the number of symbols of each CSI-RS transmission, i.e., Nsymb,CSI ∈ {1, 2, 4},
and the portion of bandwidth ρB allocated to the CSI-RSs. Moreover, the user will listen to NCSI,RX

CSI-RSs through an equivalent number of directions, when in connected state. We will consider
NCSI,RX ∈ {1, 4}.

4.3.3.1 Reactiveness Results

Analysis – Assume that N UEs are uniformly distributed in the space covered by k = Nθ,gNBNϕ,gNB

beams available at the gNB. Moreover, each UE has to monitor NCSI,RX directions. Given that a UE
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may or may not be in LOS, it is not obvious that these directions will be associated to the closest
beams with respect to the one selected during the initial access. Therefore, we also assume that
this scenario is equivalent to a scenario with n = N NCSI,RX uniformly distributed UEs, each of
them monitoring a single direction. We will refer to n as the number of measures. Consequently,
on average there are n/k measurements for the area belonging to each beam, if the beams divide
the space into equally sized regions. Therefore, if n ≥ k, a CSI-RS is needed in each beam, oth-
erwise it is sufficient to send at least n CSI-RSs, and thus the total number of CSI-RS that need to
be transmitted is on average ZCSI = min{n, k}. Depending on the combination of TSS (i.e., the SS
burst periodicity), TCSI = TCSI,slotTslot and ZCSI, it may not be possible to allocate all the CSI-RS
transmissions between two consecutive SS bursts. Notice that after the end of an SS burst, there are
Ttot,CSI = TSS − Dmax,SS ms available for the CSI-RS transmission, where Dmax,SS is the maximum
duration of an SS burst. Then, the number NCSI of CSI-RS that can be allocated between two SS
bursts may depend on which of the options shown in Fig. 4.2 is chosen.

Option 1: the first CSI-RS is transmitted TCSI ms after the transmission of the SS burst. In this
case, NCSI = ⌊Ttot,CSI/TCSI⌋, and single periodicity is not enough if ZCSI > NCSI. For option 1, the
metric Ttr,opt1 is given by

Ttr,opt1 =
∑

⌊
ZCSI
NCSI

⌋
−1

p=0

(
∑NCSI

i=1 (pTSS + iTCSI)
)
+ ∑ZCSI mod NCSI

i=1

(⌊
ZCSI
NCSI

⌋
TSS + iTCSI

)

ZCSI
(4.1)

The last sum accounts for the case ZCSI < NCSI and for the CSI-RS in the last SS burst periodicity
when ZCSI > NCSI. The sum over p, instead, accounts for ZCSI ≥ NCSI.

Option 2: thanks to the additional parameter OCSI it is possible to transmit NCSI = ⌈Ttot,CSI/TCSI⌉,
as shown in Fig. 4.2b. The offset is computed as

OCSI =
Ttot,CSI − (NCSI − 1)TCSI

2
. (4.2)

The metric Ttr,opt2 takes into account also OCSI and is computed as

Ttr,opt2 =
∑

⌊
ZCSI
NCSI

⌋
−1

p=0

(
∑NCSI−1

i=0 (pTSS + iTCSI + OCSI)
)
+ ∑ZCSI mod NCSI−1

i=0

(⌊
ZCSI
NCSI

⌋
TSS + iTCSI + OCSI

)

ZCSI
(4.3)

Notice that if ZCSI > NCSI, a signal in a certain direction could be either received as SS block in the
next burst, or as CSI-RS, depending on how the transmission of SS blocks and CSI-RSs is scheduled.

Scheduling options, number of users and CSI-RS periodicity – Fig. 4.4a shows the value of
Ttr for different parameters, such as the different scheduling option 1 or 2, the number of users per
gNB N and of directions of interest NCSI,RX, for SS burst periodicity TSS = 20 ms and 64 antennas
at the gNB. The fundamental parameter is the periodicity of the CSI-RS transmission: only a small
CSI-RS periodicity makes it possible to sweep all the directions to be covered during a relatively
short interval, and to avoid the dependency on TSS. Moreover, if the periodicity is small (i.e., TCSI =

0.625 ms, or 5 slots with ∆ f = 120 kHz), then there is no difference between the two scheduling
options, while this becomes notable for TCSI = 10 ms, as expected.

SS burst periodicity – Fig. 4.4b compares two different TSS periodicities, i.e., 10 and 40 ms, using
the smallest TCSI,slot available (i.e., 5 slots, or 0.625 ms at ∆ f = 120 kHz). It can be seen that using a
higher TSS would allow a decreased Ttr, since more CSI-RSs can be scheduled between two SS bursts
and consequently a larger number of directions can be swept. For the sake of completeness, Fig. 4.5
shows the number of CSI-RSs that can be scheduled in between two SS bursts as a function of TSS

and of the different scheduling options and periodicities. Since in a mmWave scenario there may
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be a need to scan a large number of CSI-RSs, it is advisable to either use an adaptive scheme for the
scheduling of CSI-RSs, which adapts the periodicity according to the number of users in the different
directions, or adopt a conservative approach and use a short TCSI interval.

Limits on the CSI-RS periodicity – Since the CSI-RSs that a user receives from multiple base sta-
tions should not overlap in time and frequency (otherwise the SNR value would be over-estimated),
there is a maximum number of neighboring cells that a gNB can support. According to [11], there
are 4 symbols per slot in which a CSI-RS can be sent (additional symbols are under discussion), and
a CSI-RS can last 1, 2 or 4 symbols, each with bandwidth ρB. The total number of orthogonal CSI-RS
transmission opportunities is

NCSI,⊥ =
TSS − Dmax,SS

Tslot

4
Nsymb,CSI

⌊
1
ρ

⌋
, (4.4)

where the first ratio is the number of slots in the time interval in which CSI-RSs can be scheduled,
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and the second and third express the number of CSI-RSs per slot (there are at most 4 OFDM symbols
per slot for CSI-RSs). Then, the maximum number of neighbors that a gNB can support is

Nmax,neigh =

⌊
NCSI,⊥
NCSI

⌋
− 1, (4.5)

with NCSI computed as in the previous paragraphs. Fig. 4.6 reports the value of Nmax,neigh for a
different number of OFDM symbols for the CSI-RSs and bandwidth scaling factor ρ, which ranges
from 0.1 to 1, and represents also the bandwidth values corresponding to 240 subcarriers with ∆ f ∈
{120, 240} kHz, i.e., the bandwidth occupied by an SS burst. Notice that for the frequencies in the
mmWave spectrum it is advisable not to use the entire bandwidth for CSI-RSs [143], and the number
of neighbors of a mmWave gNB will be limited, given the short propagation distance typical of these
frequencies. If TCSI = 10 ms, then even when using 4 OFDM symbols and the whole bandwidth
it is possible to support only 14 neighbors. Instead, when TCSI = 0.625 ms it is not feasible to use
the whole bandwidth and 4 symbols, but more conservative configurations should be adopted. For
example, with ρ = 0.072 (i.e., 240 subcarriers with ∆ f = 120 kHz) it is possible to support 15 or 31
neighbors, respectively with 2 or 1 OFDM symbols.

SA vs NSA – Notice that when the SA scheme is used and the UE experiences a link failure on
all the NCSI,RX directions it is monitoring, then the UE has no choice but using the SS blocks in the
SS burst to perform either a link recovery or a new initial access, and meanwhile it is not able to
transmit or receive data or control information [110]. When an NSA architecture is used, instead, the
UE could signal this event to the RAN on the lower-frequency control link, and the data plane can
be switched to the sub-6 GHz RAT, and faster recovery options could be designed, for example, by
instructing the UE to monitor additional CSI-RSs.

4.3.3.2 Overhead Results

Analysis – Besides the overhead introduced by the transmission of SSs blocks (ΩTSS , evaluated for IA
in Sec. 3.4.3.3), additional overhead is introduced by the transmission of CSI-RSs after the SS burst.
The value of the overhead ΩCSI depends on the number of symbols Nsymb,CSI, the symbol duration
Tsymb (defined in Eq. (3.1)), and the bandwidth ρB for each CSI-RS, as well as on the number of
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CSI-RSs NCSI computed as in Sec. 4.3.3.1 for the two CSI-RS scheduling options:

ΩCSI =
NCSINsymb,CSITsymbρB

(TSS − Dmax,SS)B
=

NCSINsymb,CSITsymbρ

(TSS − Dmax,SS)
. (4.6)

The total overhead Ω, taking into account both the SS bursts and the CSI-RSs in TSS, can then be
computed as:

Ωtot =
NCSINsymb,CSITsymbρB + RSS

TSSB
, (4.7)

where RSS is the total number of time and frequency resources scheduled for the transmission of NSS

SS blocks, as given in Eq. (3.6).

CSI-RS periodicity – The overhead due to the transmission of CSI-RSs is shown in Fig. 4.7 for
different TCSI periodicities and time and frequency resource allocation to the CSI-RSs. It is always
below 0.008 with TCSI = 5 ms, and below 0.06 for TCSI = 0.625 ms. However, for practical values of
the configuration of the CSI-RSs, in which the bandwidth for the reference signal is smaller than half
of the bandwidth, then also for TCSI = 0.625 ms the overhead is very small, i.e., below 0.028.

Impact of initial access and beam management – Ωtot in Eq. (4.7) accounts both for IA and beam
management operations, and its trend is shown in Fig. 4.8. It can be immediately seen that the largest
impact is given by the term RSS (which is due to IA) at the numerator and not by the CSI-RS-related
overhead. The parameters on the x and y axes have indeed a limited effect on the gradient of the
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surfaces, which are almost horizontal. The main difference is introduced by the different subcarrier
spacings and repetition strategies. Notice that, contrary to what is shown in Fig. 3.10a for the sole
IA-related overhead, there is a difference between the two different subcarrier spacings for the total
overhead Ωtot and for the CSI-RS-related overhead ΩCSI, because we consider a different Tsymb in
Eq. (4.6), but the same ρ factor, thus a different number of subcarriers for the different values of ∆ f .

4.4 Handover in 5G Networks:
a Novel Uplink Multi-Connectivity Scheme

Beam management operations allow the mobile terminals to adjust their beamforming direction to
realign with their current serving gNB, as a consequence of network topology changes or channel
variations. In case of high mobility, or when the users experience service unavailability, beam man-
agement operations alone might not be able to maintain connectivity. In this case, handing over to
a stronger and more robust gNB could help recover acceptable communication capabilities, upon
notifying the network.

In legacy LTE networks, the UE always connects to a single cell only, i.e., the switching of a
UE’s connection from a source cell to a target cell is a Hard Handover (HH). In other words, the target
gNB generates a Radio Resource Control (RRC) message that orders the UE to perform the handover,
and the message is transparently forwarded by the source gNB to the UE [83]. However, due to the
asynchronous nature of the LTE handover functionality with RA at every cell change, there is an
undesirable temporary interruption gap at every handover. Field measurements reveal that the data
interruption time at each handover ranges from, at best, 20-30 ms and up to 100 ms (or even more)
for some networks [147], which is unsuitable in view of the strict latency constraints of future 5G
networks (see Chapter 1). To overcome this issue, 5G systems will likely adopt a time-synchronized
and RA-less handover functionality. Similar solutions have also been discussed in 3GPP, e.g., in [148],
even though no decision has yet been taken at the time of writing.

Along these lines, in Sec. 4.4.1 we present a novel uplink multi-connectivity framework [123],
which we will refer to as UL-ML scheme, that supports the design of faster network handover pro-
cedures – namely Fast Switching (FS) and Secondary Cell Handover (SCH), described in Sec. 4.4.2 –,
with respect to the standard standalone HH scheme [110]. The UL control enables the network to
monitor the angular directions of communication to the UEs on all possible links simultaneously,
so that, when a handover is necessitated, no directional search needs to be performed (this ap-
proach greatly saves switch time, since directional scanning dominates the delay in establishing a
new link [85]). The MC feature, at the same time, enables a better resource allocation and mobility
management compared to a standalone configuration. In fact, LTE connectivity can offer a ready
backup in case the mmWave links suffer an outage and can be used to forward the scheduling and
handover decisions to the user if the main propagation path is unavailable. We evaluate the pro-
posed switching and handover protocols following the evaluation methodology we have developed
in [56, 110, 129, 149, 150]. Network Simulator 3 (ns-3) [151] is used as a simulator, thereby making
it possible to use detailed measurement-based channel models that can account for both the spatial
characteristics of the channel and the channel dynamics arising from blocking and other large-scale
events, which is important for a detailed and realistic assessment. In addition, ns-3 implements a
3GPP-like cellular protocol stack and features a MAC layer with Hybrid Automatic Repeat reQuest
(HARQ), all the network-layer signaling, and an end-to-end transport protocol. Our study reveals
several important findings on the interaction of transport layer mechanisms, buffering, and its re-
lation with physical-layer handover delays. We demonstrate in Sec. 4.4.3 that the proposed FS and
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FIRST PHASE
Uplink Measurements

SECOND PHASE
Coordination and Network Decision

THIRD PHASE
Reporting

• UE transmits the SRSs to the surrounding gNBs
• gNB performs an exhaustive search to collect the SRSs
• RTs are filled with the SINR metrics

• gNB sends its RT to the MCell
• LTE eNB builds a CRT by collecting all the RTs.
• LTE eNB makes attachment decisions by selecting 

the optimal gNB for each UE to connect to. 

• gNB is informed through the backhaul link.
• UE is informed through the LTE legacy band.
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Fig. 4.9: Illustrative representation of the UL-MC scheme proposed for handover management.

SCH mechanisms offer significant performance improvements compared to the hard handover so-
lution, including (i) reduced packet loss, (ii) reduced control signaling, (iii) reduced latency, and (iv)
higher throughput stability. Moreover, we show that a dynamic Time-to-Trigger (TTT) adaptation
should be preferred for handover management, since it can deliver non-negligible improvements in
specific mobility scenarios in which state-of-the-art methods fail.

4.4.1 Proposed Uplink Multi-Connectivity (UL-MC) Scheme

In this subsection and as illustrated in Fig. 4.9, we present an innovative framework (proposed for
the first time in [74,123]) to perform efficient handover operations in 5G networks. Motivated by the
fact that the increasing heterogeneity in cellular networks is making the role of the uplink much more
important [152], we consider an UL framework in which the measurements are based on reference
signals transmitted by the mobile terminals rather than by the eNBs as in traditional cellular systems.
Moreover, we consider a MC framework in which gNBs operating at mmWaves use an LTE eNB as
a support for the control plane management [153] and UEs maintain multiple possible connections
(i.e., LTE and mmWave overlays) to different cells to provide connectivity in case of failure in one of
the network interfaces (as described in Sec. 2.3).

We consider a scenario in which each UE directionally broadcasts a Sounding Reference Signal
(SRS) in a time-varying direction that continuously sweeps the angular space. Each potential serving
gNB scans all its angular directions and monitors the strength of the received SRSs , building a
Report Table (RT) based on the channel quality of each receiving direction, to better capture the
dynamics of the channel. A centralized coordinator (which may reside in the LTE eNB) obtains
complete directional knowledge from all the RTs sent by the potential cells in the network to make
the optimal serving cell selection and scheduling decisions. In particular, due to the knowledge
gathered on the signal quality in each angular direction for each gNB-UE pair, the coordinator is able
to match the beams of the transmitter and of the receiver to provide maximum performance. We
assume that nodes select one of a finite number of directions for measuring the signal quality, and
we let NgNB and NUE be the number of directions at each gNB and UE, respectively. Supposing that
M mmWave gNBs (interconnected via an X2 link, which may be a wired or wireless backhaul) are
deployed within the coverage of the coordinator, the procedure works as follows.

• Step 1 (Uplink Measurements): Each UE directionally broadcasts uplink SRSs in dedicated
slots, steering through directions d1, . . . , dNUE , one at a time, to cover the whole angular space.
The SRSs are scrambled by locally unique identifiers (e.g., C-RNTI) that are known to the
mmWave gNBs and can be used for channel estimation. According to the 3GPP [109,154], the
gNBs signal to the UEs the set of resources and directions to use for the transmission of the
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RT (mmWave gNBj)

UE1 SINR1,j
UE2 SINR2,j
. . . . . .
UEN SINRN ,j

Complete Report Table (CRT)

UE mmWave gNB1 . . . mmWave gNBM

UE1 SINR1,1 . . . SINR1,M
UE2 SINR2,1 . . . SINR2,M
. . . . . . . . . . . .
UEN SINRN ,1 . . . SINRN ,M

Table 4.2: An example of RT (left) and CRT (right), referred to N users and M available mmWave
gNBs in the network. We suppose that the UE can send the sounding signals through NUE angular
directions and each mmWave gNB can receive them through NgNB angular directions. Each pair is
the maximum SINR measured in the best direction between the gNB and the UE.

SRSs, that can span 1 to 4 OFDM symbols, and a portion of the entire bandwidth available
at the UE [11]. If analog beamforming is used, each mmWave gNB scans through directions
D1, . . . , DNgNB one at a time or, if digital beamforming is applied, collects measurements from
all of them at once. Each mmWave gNB fills a RT, as in Table 4.2 left, whose entries represent
the highest Signal to Interference plus Noise Ratio (SINR) between UEi, i = 1, . . . ,N , trans-
mitting through its best direction dUE,opt ∈ {d1, . . . , dNUE}, and gNBj, j = 1, . . . ,M, receiving
through its best possible direction DgNB,opt ∈ {D1, . . . , DNgNB}:

SINRi,j = max
dUE=d1,...,dNUE

DgNB=D1,...,DNgNB

SINRi,j(dUE, DgNB) (4.8)

• Step 2 (Coordination and Network Decision): Once the RT of each mmWave gNB has been
filled for each UE, each mmWave cell sends this information, through the X2 link, to the co-
ordinator2 which, in turn, builds a complete report table (CRT), as depicted in Table 4.2 right.
When accessing the CRT, the optimal mmWave gNB (with its optimal direction DgNB,opt) is se-
lected for each UE (with optimal direction dUE,opt), considering the absolute maximum SINR
in each CRT’s row.

• Step 3 (Reporting) The coordinator reports to the UE, on a legacy LTE connection, which
mmWave gNB yields the best performance, together with the optimal direction dUE,opt in
which the UE should steer its beam, to reach the candidate serving mmWave gNB in the
optimal way. The choice of using the LTE control link is motivated by the fact that the UE may
not be able to receive from the optimal mmWave link if not properly configured and aligned.
Moreover, since handover events in the mmWave regime are commonly due to link failures,
the control link to the serving mmWave cell may not be available. Finally, the coordinator
also notifies the designated mmWave gNB, through the X2 link, about the optimal direction
DgNB,opt in which to steer the beam, for serving each UE.

4.4.2 Proposed Handover Procedures

The UL-MC scheme described in Sec. 4.4.1 allows to design handover procedures that are faster
than the HH solution, thus improving the mobility management in mmWave networks. The HH
architecture will be the baseline for the performance evaluation of Sec. 4.4.3: the UE is connected to

2The complexity of this framework resides in the central coordinator, which has to aggregate the
RT from the M mmWave gNBs that are under its control and perform for each of the N UEs a search
operations among M entries. As the number of the mmWave gNBs M increases, the search space
increases linearly.
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PDCP layer
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Forward RLC buffer content

Send RRC Connection
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PDCP layer
switches the RAT

(a) Switch from LTE RAT to mmWave RAT.

UE mmWave gNB LTE eNB

Coordinator triggers
switch to LTE

PDCP layer
switches the RAT

Send Switch to LTE

Send RRC Connection Switch

Forward RLC buffers

PDCP layer
switches the RAT

(b) Switch from mmWave RAT to LTE RAT.

Fig. 4.10: Fast Switching (FS) procedures.

either the LTE or the mmWave RAT and, in order to switch from one to the other, it has to perform
a complete handover, or, if the mmWave connectivity is lost, an initial access to LTE from scratch.
Besides, in order to perform a handover between mmWave gNBs, the UE has to interact with the
MME in the core network, introducing additional delays. The UL ML scheme, instead, allows to
perform FS between the LTE and mmWave RATs and SCH across mmWave gNBs.

Fast Switching (FS) – Fig. 4.10 It is used when all the mmWave gNBs for a certain UE are in
outage. Since the handling of the state of the user plane for both the mmWave and the LTE RATs is
carried out by the LTE RRC, it is possible to correctly modify the state of the PDCP layer and perform
a switch from the mmWave to the LTE RAT. The proposed switch procedure simply requires an RRC
message (RRC Connection Switch command) to the UE, sent on the LTE link, and a notification to
the mmWave gNB via X2 if the switch is from mmWave to LTE, in order to forward the content of
the RLC buffers to the LTE eNB. The UL-MC framework therefore allows to have an uninterrupted
connection to the LTE anchor point.

Secondary Cell Handover (SCH) – Fig. 4.11. It allows to switch from a secondary mmWave
gNB to a different mmWave gNB with a procedure which is faster than a standard intra RAT han-
dover, since it does not involve the interaction with the core network. RA procedure is needed at this
stage, even though the UL-MC framework described in Sec. 4.4.1 allows to identify the best beam to
be used by the UE in short time and avoids the need for the UE to perform an initial beam search.
Moreover, if the UE is capable of maintaining timing control with multiple mmWave gNBs, the RA
procedure in the target mmWave gNB can be skipped. We also propose an algorithm for SCH, based
on the SINR measurements reported by the mmWave gNBs to the coordinator and on a threshold in
time (i.e., the TTT). When a mmWave gNB has a better SINR than the current one (and neither of the
two is in outage), the LTE coordinator checks for TTT seconds if the condition still holds, and even-
tually triggers the SCH. Notice that, if during the TTT the SINR of a third cell becomes better than
that of the target cell by less than 3 dB, the handover remains scheduled for the original target gNB,
while, if the original cell SINR becomes the highest, then the SCH is canceled. The TTT is computed
in two different ways. With the fixed TTT option (the benchmark solution) it always has the same
value (i.e., fTTT = 150 ms), while for the dynamic TTT case (our proposed solution) we introduce a
dependency on the difference ∆ between the SINRs of the best and of the current cell:

fTTT(∆) = TTTmax −
∆ − ∆min

∆max − ∆min
(TTTmax − TTTmin) (4.9)
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UE Source mmWave gNBi Target mmWave gNBj LTE eNB
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LTE-aided Non Contention Based RA

RRC Connection Reconf. Completed

SCH completed

Path Switch from
source to target

Remove UE Context

Fig. 4.11: Secondary Cell Handover (SCH) procedure.

so that the actual TTT value is smaller when the difference in SINR between the current gNB and
the target is higher. We assume TTTmax = 150 ms, TTTmin = 25 ms, ∆min = 3 dB, ∆max = 8 dB.
Finally, if at a given time all the mmWave gNBs are in outage, then the UE is instructed to switch to
the LTE eNB. If instead only the current mmWave gNB is in outage, the UE immediately performs a
handover to the best available mmWave gNB, without waiting for a TTT.

4.4.3 Performance Results

In this subsection, we present some numerical results aiming at comparing the proposed FS and
SCH procedures versus the traditional standalone HH architecture for handover management in
mmWave networks.

The performance of the proposed handover architecture is assessed through ns-3-based system-
level simulations. This approach has the advantage of including many more details than would be
allowed by an analytical model (which, for such a complex system, would have to introduce many
simplifying assumptions), and makes it possible to evaluate the system performance accounting for
realistic (measurement-based) channel behaviors and detailed (standard-like) protocol stack imple-
mentations. Existing ns-3 modules, for both LTE [155] and mmWave [156] operations, have been
extended to implement the handover procedures described in Sec. 4.4.2, and the source code of the
UL-MC framework is publicly available3.

The reference scenario (depicted in Fig. 4.12) is a urban grid having area 200× 115 meters, where
4 non-overlapping buildings of random size and height are deployed, in order to randomize the
channel dynamics (in terms on LOS-NLOS transitions) for the moving user. Three mmWave gNBs
are located at coordinates gNB2 = (0; 50), gNB3 = (200; 50) and gNB4 = (100; 110), at a height of
10 meters. The LTE eNB1 is co-located with gNB4. We consider a single UE that is at coordinates
(50;−5) at the beginning of the simulation. It then moves along the x-axis at speed v m/s, until it
arrives in position (150;−5). The simulation duration Tsim therefore depends on the UE speed v and
is given by Tsim =

lpath
v = 20 s, where lpath = 100 m is the length of the path of the UE during the

simulation and the default value of the mobile speed has been taken to be v = 5 m/s.

Our results are derived through a Monte Carlo approach, where multiple independent simula-
tions are repeated, to get different statistical quantities of interest. In each experiment: (i) we ran-
domly deploy the obstacles; (ii) we apply the UL-MC framework described in Sec. 4.4.1 to collect one

3https://github.com/nyuwireless/ns3-mmwave/tree/new-handover.
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Table 4.3: Simulation parameters for handover performance evaluation.

Parameter Value Description

mmWave BmmW 1 GHz Bandwidth of mmWave gNBs
mmWave fc 28 GHz mmWave carrier frequency
mmWave PTX 30 dBm mmWave transmission power
LTE BLTE 20 MHz Bandwidth of the LTE eNB
LTE fc 2.1 GHz LTE carrier frequency
LTE DL PTX 30 dBm LTE DL transmission power
LTE UL PTX 25 dBm LTE UL transmission power
NF 5 dB Noise figure
Γth −5 dB Minimum SINR threshold
gNB antenna 8 × 8 gNB UPA MIMO array size
UE antenna 4 × 4 UE UPA MIMO array size
NgNB 16 gNB scanning directions
NUE 8 UE scanning directions
v 5 m/s UE speed
BRLC 10 MB RLC buffer size
DX2 1 ms One-way delay on X2 links
DMME 10 ms One-way MME delay
τUDP {20, 80} µs UDP packet interarrival time
PUDP 1024 byte UDP payload size
D {1.6, 12.8, 25.6} ms CRT intergeneration delay

CRT every D seconds; and (iii) we eventually employ one of the handover algorithms presented in
Sec. 4.4.2. The simulations are based on realistic system design parameters which are summarized
in Table 4.3. The value of the delay to the MME node (DMME) is chosen in order to model both
the propagation delay to a node which is usually centralized and far from the access network, and
the processing delays of the MME server. We also model the additional latency DX2 introduced by
the X2 connections between each pair of gNBs, which has an impact on (i) the forwarding of PDCP
PDUs from the LTE eNB to the mmWave ones; (ii) the exchange of control messages for the mea-
surement reporting framework and (iii) the network procedures which require coordination among
gNBs. Thus, the latency DX2 may delay the detection at the LTE eNB coordinator of an outage with
respect to the current mmWave link. In order to avoid performance degradation, the value of DX2

should be smaller than 2.5 ms, as recommended by [157]. We consider an SINR threshold Γth = −5
dB, assuming that, if the perceived SINR is below Γth, no control signals are collected by gNBj at
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Fig. 4.12: Random realization of the simulation scenario. The grey rectangles are 4 randomly de-
ployed non-overlapping buildings.

57



CHAPTER 4. MOBILITY MANAGEMENT IN 5G MILLIMETER WAVE
CELLULAR NETWORKS

1.6 12.8 25.6
0

20

40

Delay D [ms]

#
H

O
ev

en
ts

Fixed TTT

Dynamic TTT

(a) Number of handover events during Tsim.

1.6 12.8 25.6
0.00

0.05

0.10

0.15

0.20

Delay D [ms]

R
lo

ss

Fixed TTT

Dynamic TTT

(b) UDP packet loss ratio.

Fig. 4.13: Average number of handover events and packet loss ratio, for different values of the delay
D, for a fixed and dynamic TTT handover algorithm. Narrow bars refer to a HH configuration, while
wide colored bars refer to a FS/SCH implementation. The RLC buffer size is BRLC = 10 MB and the
interarrival packet time is τudp = 20 µs.

time t when the UE is transmitting its SRSs. Reducing Γth allows the user to be potentially found
by more suitable mmWave cells, at the cost of designing more complex (and expensive) receiving
schemes, able to detect the intended signal in more noisy channels. gNBs are equipped with a UPA
of 8 × 8 elements, which allow them to steer beams in NgNB = 16 directions, whereas UEs have a
UPA of 4 × 4 antennas, steering beams through NUE = 8 angular directions. Finally, we assume
that CRTs are collected at the LTE eNB every D = {1.6, 12.8, 25.6}. In general, D can be reduced
by configuring hybrid or digital beamforming architectures, thereby allowing UEs and gNBs to look
at multiple directions simultaneously in the first step of the proposed UL-MC procedure [110]. The
behavior of the User Datagram Protocol (UDP) transport protocol (whose interarrival packet gener-
ation time is τUDP) is tested, to check whether our proposed FS and SCH frameworks for handover
management offer good resilience in mobility scenarios. Only downlink traffic is considered.

Packet Loss and Handover In Fig. 4.13a we plot the average number of handover (or switch)
events for different values of the CRT intergeneration delay D. As expected, we notice that this
number is much higher when considering the FS/SCH configuration. The reason is that, since the
FS and SCH procedures are faster than the traditional standalone hard handover, the UE has more
chances to change its current cell and adapt to the channel dynamics in a more responsive way.
Moreover, when increasing the delay D, i.e., when reducing the CRT generation periodicity, the
number of handovers reduces, since the UE may have fewer opportunities to update its serving cell,
for the same simulation duration. Finally, we see that a dynamic handover procedure requires, on
average, a larger number of handover events, to account for the situations in which TTT< 150 ms,
when the UE may change its serving cell earlier than it would have done if a fixed TTT algorithm
had been applied.

Another element to consider in this performance analysis is the packet loss ratio Rloss, plotted
in Fig. 4.13b, and defined as the ratio between lost and sent packets, averaged over the different
iterations for each set of parameters. Since the UDP source constantly injects packets into the system,
with interarrival time τUDP, it can be computed as Rloss = 1− rτUDP/Tsim where r is the total number
of received packets and Tsim is the duration of each simulation. We first notice that, with the use of
the FS/SCH solution, fewer packets are lost. In fact, there are mainly two elements that contribute
to the losses: (i) some UDP packets, which are segmented in the RLC retransmission buffer, cannot
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Fig. 4.14: Average latency, for different values of the delay D and the UDP packet interarrival time
τUDP, for a fixed and dynamic TTT handover algorithm. Narrow bars refer to a HH configuration,
while wide colored bars refer to a FS/SCH implementation. The RLC buffer size is BRLC = 10 MB.

be reassembled at the PDCP layer and are therefore lost; (ii) during handover, the target gNB RLC
transmission buffer receives both the packets sent by the UDP application with interpacket interval
τUDP and the packets that were in the source gNB RLC buffer. If the latter is full, then the target gNB
buffer may overflow and discard packets. Both these phenomena are stressed by the fact that the
standalone HH procedure takes more time than both the FS and SCH procedures. Moreover, during
a complete outage event, with the HH solution, until the UE has completed the Non Contention
Based RA procedure with the LTE eNB, packets cannot be sent to the UE and must be buffered at
the RLC layer. This worsens the overflow behavior of the RLC buffer. Instead, with FS/SCH, the UE
does not need to perform RA since it is already connected and, as soon as packets get to the buffer of
the LTE eNB, they are immediately transmitted to the UE. Fig. 4.13b also shows that the packet loss
ratio increases when D increases since, if handover or switch events are triggered less frequently, the
RLC buffer occupancy increases, and so does the probability of overflow.

Finally, almost no differences are registered when considering a dynamic or fixed TTT handover
algorithm, nor when increasing the CRT delay from D = 12.8 ms to D = 25.6 ms (this aspect will be
explained in more detail later).

Latency The latency is measured for each packet, from the time it leaves the PDCP layer of the
LTE eNB to when it is successfully received at the PDCP layer of the UE. Therefore, it is the latency
of only the correctly received packets, and it accounts also for the forwarding latency DX2 on the X2
link. Moreover, this metric captures the queuing time in the RLC buffers, and the additional latency
that occurs when a switch or handover happens, before the packet is forwarded to the target gNB
or RAT. Fig. 4.14 shows that the FS/SCH frameworks outperform the standalone hard handover:
in fact, handovers (which dominate the HH configuration) take more time than the FS and SCH
procedures, and therefore the UE experiences a reduced latency and no service interruptions. This
result is even more remarkable when realizing that, from Fig. 4.13, the absolute number of handover
(or switch) events is higher when considering FS/SCH: despite this consideration, the overall latency
is still higher for a system where hard handover is implemented4. Furthermore, the latency increases

4The latency gap is even more remarkable when considering a dynamic TTT handover algorithm.
In fact, although the UE experiences, on average, almost 15% more handovers than in the fixed TTT
configuration, the overall latency of the two configurations shown in Fig. 4.14 is comparable, due to
the fact that with dynamic TTT some SCHs are more timely.
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Fig. 4.15: Average PDCP throughput in Mbit/s, for different values of the delay D and the UDP
packet interarrival time τUDP, for fixed and dynamic TTT handover algorithm. Narrow bars refer
to a HH configuration, while wide colored bars refer to a FS/SCH implementation. The RLC buffer
size is BRLC = 10 MB.

as D increases. In fact, when reducing the intergeneration time of the CRT, the UE is attached to a
suboptimal mmWave gNB (or to the LTE eNB) for a longer period of time: this increases the buffer
occupancy, thus requiring a stronger effort (and longer time) for forwarding many more packets to
the new candidate cell, once the handover (or switch) is triggered. Finally, there are no remarkable
differences between D = 12.8 and D = 25.6 ms.

According to Fig. 4.14b, the latency gap between the HH and FS/SCH configurations is much
more impressive when considering τUDP = 80 µs. In fact, with this setup, the RLC buffer is empty
most of the time and, when a handover (or a switch) is triggered, very few UDP packets need to be
forwarded to the destination mmWave or LTE eNB, thus limiting the impact of latency.

We finally recall that the handover interruption time (HIT, i.e., the time in which the user’s con-
nectivity is interrupted during the handover operations) takes different values, according to the im-
plemented handover scheme (either FS/SCH or HH). When considering a switch to LTE, the HIT
is negligible if a FS/SCH approach is used, since the UE is already connected to both the LTE and
the mmWave RATs. There may be an additional forwarding latency for the switch from mmWave
to LTE, which however is already accounted for in Fig. 4.14. On the other hand, when referring to
the baseline HH architecture, the UE has to perform a complete handover to switch from one RAT to
the other, thus introducing a significant additional delay. When considering the handover between
mmWave gNBs, instead, the HIT is comparable for both the FS/SCH and the HH schemes. However,
in the first case, the procedure does not involve any interaction with the core network and the UE is
informed about the new mmWave gNB to handover to and the best angular direction to set through
an LTE message.

PDCP Throughput The throughput over time at the PDCP layer is measured by sampling the
logs of received PDCP PDUs every Ts = 5 ms and summing the received packet sizes to obtain
the total number of bytes received B(t). Then the throughput S(t) is computed in bit/s as S(t) =

B(t)× 8/Ts. In order to get the mean throughput SPDCP for a simulation, these samples are averaged
over the total simulation time Tsim, and finally over all the simulations, to obtain the parameter
E[SPDCP]. Notice that the PDCP throughput (which is mainly a measure of the rate that the radio
access network can offer, given a certain application rate), is mostly made up of the transmission of
new incoming packets, but it may also account for the retransmissions of already transmitted ones.
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Fig. 4.16: Average ratio Rvar, for different values of the delay D and the UDP packet interarrival time
τUDP, for a fixed and dynamic TTT handover algorithm. Narrow bars refer to a HH configuration,
while wide colored bars refer to a FS/SCH implementation. The RLC buffer size is BRLC = 10 MB.

In Fig. 4.15, it can be observed that the throughput achievable with the FS/SCH solution is slightly
higher than with HH. The reason is that, when relying on the LTE eNB for dealing with outage
events, the UE experiences a non-zero throughput, in contrast to the hard handover configuration
which cannot properly react to a situation where no mmWave gNBs are within reach. Moreover, the
difference in throughput increases as the application rate increases, in accordance with the results
on packet loss described in the previous section. As expected, the PDCP throughput decreases as
D increases, since the CRT are generated less frequently and the beam pair between the UE and its
serving mmWave gNB is monitored less intensively. This means that, when the channel conditions
change, the communication quality is not immediately recovered and the throughput is affected by
portions of time where suboptimal network settings are chosen.

Also a lower UDP rate, according to Fig. 4.15b, presents comparable PDCP throughput gains
with respect to the HH option. Finally, it is interesting to notice that, when the system implements
a FS/SCH architecture for handover management, the traditional trade-off between latency and
throughput no longer holds. In fact, despite the increased number of handover and switch events
shown in Fig. 4.13a, with respect to the baseline HH configuration, the UE experiences both a re-
duced latency and an increased PDCP throughput, thus enhancing the overall network quality of
service.

Variance Ratio In order to compare the variance of the rate experienced in time by a user,
according to the different handover algorithms implemented, we used the ratio

Rvar =
σSPDCP

E[SPDCP]
, (4.10)

where E[SPDCP] is the mean value of the PDCP throughput measured for each handover configu-
ration and σSPDCP is its standard deviation, obtained over all repetitions. High values of Rvar reflect
remarkable channel instability, thus the rate would be affected by local variations and periodic degra-
dations.

Let Rvar,FS/SCH and Rvar,HH be the variance ratios of Eq. (4.10) for the FS/SCH and HH config-
urations, respectively. From Fig. 4.16, we observe that Rvar,HH is higher than Rvar,FS/SCH, for each
value of the delay D, the handover metric and the UDP packet interarrival time τUDP, making it clear
that the LTE eNB employed in a FS/SCH configuration can stabilize the rate, which is not subject to
significant variations. In fact, in the portion of time in which the UE would experience zero gain if
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Fig. 4.17: Average ratio of X2 and PDCP throughput, for different values of the delay D and of the
UDP packet interarrival time τUDP, for a fixed and dynamic TTT handover algorithm. Narrow bars
refer to a HH configuration, while wide colored bars refer to a FS/SCH implementation. The RLC
buffer size is BRLC = 10 MB.

a hard handover architecture were implemented (due to an outage event), the rate would suffer a
noticeable discrepancy with respect to the LOS values, thus increasing the rate variance throughout
the simulation. This is not the case for the FS/SCH configuration, in which the UE can always be
supported by the LTE eNB, even when a blockage event affects the scenario. This result is funda-
mental for real-time applications, which require a long-term stable throughput to support high data
rates and a consistently acceptable Quality of Experience (QoE) for the users.

Furthermore, it can be seen that Rvar increases when the CRT are collected more intensively. In
fact, even though reducing D ensures better monitoring of the UE’s motion and faster reaction to
the channel variations (i.e., LOS/NLOS transitions or periodic modification of the small and large
scale fading parameters of the channel), the user is affected by a higher number of handover and
switch events, as depicted in Fig. 4.13a: in this way, the serving cell will be adapted regularly during
the simulation, thereby causing large and periodic variation of the experienced throughput. For the
same reason, Rvar is higher when applying a dynamic TTT handover algorithm, since the handovers
and switches outnumber those of a fixed TTT configuration.

Finally, to compare the FS/SCH and the HH architectures, we can consider the ratio Rvar,FS/SCH
Rvar,HH

.
We can therefore affirm that the ratio assumes values lower than 1 for every parameter combination,
reflecting the lower variance of a FS/SCH configuration, with respect to the baseline HH option,
and (ii) although the dynamic TTT handover approach shows an absolute higher variance than the
fixed TTT one, the hard handover baseline suffers much more because of the aggressiveness of the
dynamic TTT configuration than the FS/SCH architecture.

X2 Traffic One drawback of the FS/SCH architecture for handover management is that it needs
to forward PDCP PDUs from the LTE eNB to the mmWave gNB, besides forwarding the content
of RLC buffers during switching and SCH events. On the other hand, the HH option only needs
the second kind of forwarding during handovers. Therefore, the load on the X2 links connecting
the different gNBs is lower for the HH solution, as can be seen in Fig. 4.17, which shows the ratio
between the average E[SX2] of the sum of the throughput SX2 in the six X2 links of the scenario
and the average PDCP throughput E[SPDCP]. It can be seen that for the FS/SCH architecture the
ratio is close to 1, therefore the X2 links for such configuration must be dimensioned according to
the target PDCP throughput for each mmWave gNB. For both architectures the ratio is higher for
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Fig. 4.18: Average latency, for different values of the delay D and for τUDP = 20 µs, comparing a
fixed and dynamic TTT handover algorithm. The colored bars refer to a FS/SCH implementation for
handover management. The RLC buffer size is BRLC = 10 MB and a corner scenario is implemented,
for a user moving at speed v.

the lower UDP interarrival time, since there are more packets buffered at the RLC layer that must
be forwarded, and also for lower delay D, since there are more handover events. Nevertheless, the
forwarding cost (in terms of inbound traffic to the mmWave gNB) of the FS/SCH architecture is
similar to that of HH.

Fixed vs. Dynamic TTT In the previous paragraphs, we showed that the proposed dynamic
TTT approach never results in a performance degradation for any of the analyzed metrics. Now, we
claim that it may also deliver tangible improvements in some specific scenarios where the traditional
methods fail, such as the one shown in Fig. 4.18. In this corner scenario, the UE turns left at a T-junction
and loses LOS with respect to both mmWave gNBs at the bottom. However, the mmWave gNB on
top of the scenario is now in LOS, thus the handover should be triggered as quickly as possible.
From the result in Fig. 4.18b, we observe that in this case a dynamic and more aggressive approach
is able to massively reduce latency compared to the fixed configuration, since a reduced TTT may
be vital in this specific scheme, in which the user experiences a degraded rate until the handover to
the LOS mmWave gNB is completed. We indeed state that, since the dynamic TTT algorithm never
underperforms the fixed TTT approach but is able to greatly improve the performance in specific
scenarios, it should be preferred for handover management.

4.5 Facing Radio Link Failures in 5G Networks

One of the key challenges that systems operating in the mmWave bands have to cope with is the
rapid channel dynamics. When the quality of an associated control channel falls below a certain
threshold, i.e., in the case of Radio Link Failure (RLF) [109, 158], mechanisms to recover acceptable
communication capabilities need to be quickly triggered upon notifying the network. Most litera-
ture on RLF-related topic refers to challenges that have been recently analyzed in the 60 GHz IEEE
802.11ad WLAN and WPAN scenarios, e.g., in [159–161]. It is however unclear how reactiveness of
mobility management schemes for 5G networks is affected by the time it takes to recover from RLFs.
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Table 4.4: RLF recovery delay considering the SA or the NSA measurement frameworks, for different
values of NSS (the number of SS blocks in a burst), TSS (the time between two consecutive bursts),
and for different beamforming configurations. ∆ f = 120 kHz. ABF stands for Analog Beamforming,
and DBF for Digital.

Antenna TRLF,SA [ms]

MgNB MUE
NSS = 8, TSS = 20
gNB ABF, UE ABF

NSS = 64, TSS = 40
gNB DBF, UE ABF

NSS = 64, TSS = 80
gNB DBF, UE ABF

4 4 30.2322 20.3572 40.3572
64 1 130.1072 20.0535 40.0535
64 16 5250 22.6072 42.6072

TRLF,NSA ∈ {10, 4, 0.8} ms, according to the considerations in [162].

4.5.1 Solution 1: Use SS/CSI-RS Measurements

Natural candidates for monitoring the link quality and detect the link failure are the SS blocks in
a burst introduced in Sec. 3.3.1, and CSI-RSs , introduced in Sec. 4.3.1 [109, 163]. Assume that an
object blocks the propagation path of the transceiver at time T ∼ U [t, t + TSS], i.e., on average at time
T̄ = TSS/2 within two consecutive SS bursts.

• When implementing an SA architecture, as soon as an impairment is detected, the UE may
no longer be able to communicate with its serving gNB since the optimal directional path
connecting the endpoints is affected by the failure. The recovery phase is most likely triggered
at the beginning of the subsequent SS burst (i.e., on average after TSS − T̄ = TSS/2 seconds)
and at least after the completion of an IA operation of duration TIA seconds. Table 4.4 reports
the RLF recovery delay TRLF,SA for some network configurations when an SA architecture is
implemented. We observe that the latency is quite high for all the investigated settings and
is dominated by the IA delay, as illustrated in Fig. 3.7. Moreover, in some circumstances
(e.g., NSS = 8, TSS = 20 ms, MgNB = 64, NgNB = 16 and when analog beamforming is
implemented), the RLF recovery delay assumes unacceptably high values.

• Much more responsive RLF recovery operations may be prompted if the failure notification
is forwarded through the LTE overlay (i.e., by leveraging the MC feature of an NSA deploy-
ment), which may also serve the UE’s traffic requests until the mmWave directional com-
munication is successfully restored. If an NSA architecture is designed, the RLF recovery
delay TRLF,NSA is equal to the latency of a traditional LTE connection (which depends on the
implemented latency reduction technique, as assessed in [162]). Alternatively, the gNB can
autonomously declare an RLF event (without the user’s notification) and react accordingly by
monitoring the SRS messages. Without loss of generality, assuming that SRSs are uniformly
allocated within two SS bursts with periodicity TSRS, an RLF is detected as soon as the gNB
is not able to correctly receive NSRS consecutive SRSs from its reference user. In this case, the
reactiveness of the RLF recovery operation depends on the periodicity of the sounding signals
and is equal to

TRLF,NSA =
TSRS

2
+ (NSRS − 1) TSRS. (4.11)

From the results in Table 4.4, it appears that fast and efficient RLF recovery operations can be
guaranteed if an NSA solution is preferred over an SA one for all the investigated network
configurations.
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Fig. 4.19: RLF recovery procedure based on the use of backup directions. At time t + x a blockage is
detected and the UE, moving at speed v, loses the connection with its current serving mmWave gNB.
The UE can promptly react to the channel failure by exploiting its backup direction d̃.

4.5.2 Solution 2: Use Backup Directions

The UL-MC scheme proposed in Sec. 4.4.1 can be employed to partially overcome the RLF with no
delay. We use Fig. 4.19 as a reference. Assume that, at time t, the UE, moving at constant speed
v, is connected to mmWave gNBj∗ through direction d∗. As soon as a blockage is detected, e.g.,
at time t + x, the UE may lose the connection to its serving cell due to the failure. If no actions
are taken, RLF would be recovered at the beginning of the subsequent SS burst (at most at time
t + TSS) before a new IA operation of duration TIA can be triggered (as described in Sec. 4.5.1). One
practical way to promptly react to the path impairment is by configuring the UE to communicate
to gNBj∗ through its second best direction d̃ as a sort of backup solution before the transceiver fully
recovers the optimal beam configuration [123]. Although d̃ represents a suboptimal solution, having
a second available link when the primary link is obstructed adds diversity and robustness to the
communication and allows the UE to experience a possibly higher throughput than it would have
achieved if no actions were taken. Moreover, it does not require to wait for initial access and/or
beam management operations to be completed.

We define R(d∗) as the optimal rate experienced when no obstacles affect the signal propagation
(the UE will communicate through its optimal direction d∗), and R(d̃) as the suboptimal rate expe-
rienced when the backup beam pair d̃ is selected, as the primary path is not available. Assume that
a blockage event is detected at time T ∼ U [t, t + TSS], and lasts for TB s. We aim at finding the rate
gain (RG), namely the ratio between the rate experienced when a backup beam pair between the UE
and its serving gNB is established after a blockage is detected (RWB), and the rate perceived when
no actions are taken (ROB). Then, the rate RWB can be computed (for a fixed time window TSS), as:5

RWB =
R(d∗)T +R(d̃)TB +Rd∗ (TSS − T − TB)

TSS
=

R(d∗)(TSS − TB) +R(d̃)TB
TSS

(4.12)

If no actions are taken, after the obstacle has been detected, the rate ROB is:

ROB =
R(d∗)T + 0TB +R(d∗)(TSS − T − TB)

TSS
=

R(d∗)(TSS − TB)

TSS
(4.13)

The average rate gain (RG) between the two options is finally defined as:

RG =
RWB
ROB

− 1 =
R(d̃)

R(d∗)
· TB

TSS − TB
(4.14)

In Fig. 4.20, we first notice, as expected, that RG > 0 for all values of TSS and TB, making it
clear that having a second available link (in case the primary one is blocked) guarantees improved

5We consider a time window of duration TSS since, if no actions are taken, RLF recovery will still
be achieved at the beginning of the subsequent SS burst, i.e., every t + TSS, through IA, as explained
in Sec. 4.5.1.
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Fig. 4.20: Rate gain experienced when applying a backup procedure for the RLF recovery vs. TSS, for
different blockage scenarios. The obstacle duration is TB.

communication throughput performance with respect to a traditional scheme in which a backup con-
figuration is not available. Furthermore, when TSS is sufficiently large, e.g., when TSS ≫ 2TB, the
simulation curves asymptotically overlap with the dashed lines plotting Eq. (4.14), thereby validat-
ing our analysis. Fig. 4.20 shows also that, for a fixed blockage duration TB, as TSS increases, the
rate gain RG decreases. In fact the portion of time in which the user would experience zero through-
put (if no actions are taken when the primary path is obstructed) proportionally decreases with TSS.
This, in turn, results in a larger overhead for beam management, as demonstrated in Sec. 3.4.3.3 and
Sec. 4.3.3.2. Finally, we see that, when TB increases, the rate gain RG increases as well, due to the
increased enhancement provided by the use of a suboptimal beam pair after a blockage event oc-
curs, with respect to the baseline algorithm in which no actions are taken until a new complete initial
access opportunity.

4.6 Conclusions and Design Guidelines

In this chapter, we compared the performance of different mobility management solutions for 5G
cellular networks operating at mmWave frequencies. In particular, we simulated beam management,
handover, and radio link failure recovery procedures, and we drew the following conclusions.

Beam Management A short TCSI allows an improved reactiveness for the beam management
of connected users. In particular, when the number of users per gNB is high then a short CSI-RSs
periodicity enables a much shorter Ttr. On the other hand, the overhead related to the CSI-RSs is
small if compared with that of the SS bursts. The impact of the number of CSI-RSs to be monitored at
the UE side NCSI,RX on the reactiveness is related to both the number of users per gNB and the total
number of directions to be swept with the reference signals. If there is a limited number of directions
and a large number of users, uniformly distributed in the available directions, then the monitoring of
additional CSI-RSs does not impact Ttr or the overhead at the network side. The UE may, however,
be impacted by the energy consumption related to the monitoring of too many directions, i.e., by a
needlessly high NCSI,RX.
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(a) Evolution of PDCP throughput for HH.
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(b) Evolution of PDCP throughput for FS and SCH procedures.

Fig. 4.21: Evolution, for a specific simulation of duration Tsim = 20 seconds, of the PDCP throughput
and of the UE’s instantaneous mmWave gNB association. We compare both the HH (above) and the
FS/SCH (below) configurations, for the fixed TTT handover algorithm and a delay D = 1.6 ms. The
RLC buffer size is BRLC = 10 MB. The green line represents the current cell over time, where cells
from 2 to 4 are mmWave gNBs and cell 1 is the LTE eNB.

Handover We demonstrated that, in general, the proposed FS and SCH architectures for han-
dover perform better than the baseline HH configuration. The main benefit is the short time it takes
to change radio access network and its enhancements are shown in terms of mainly: (i) latency, which
is reduced up to 50% because the FS and SCH procedures are in general much faster than traditional
handovers (although the number of handover or switching events may be higher), as observed in
Fig. 4.14 and Fig. 4.13a; (ii) packet loss, which is reduced since PDUs are less frequently buffered, thus
reducing the overflow probability, as shown in Fig 4.13b. This is shown by the lower PDCP through-
put of Fig. 4.21a, referred to the HH configuration, with respect to that of the FS/SCH architecture
of Fig. 4.21(b); (iii) throughput variance, where smaller rate variations are registered, with a reduc-
tion of Rvar of up to 40%, as observed in Fig. 4.16. As an example, Fig. 4.21a shows periodic wide
fluctuations of the throughput (which sometimes is even zero, when outages occur), while it settles
on steady values when FS/SCH is applied, as in Fig. 4.21b. We also showed that, when the system
implements the FS/SCH configuration, despite the increased number of handovers and switches,
the UE can jointly achieve both a reduced latency and an increased PDCP throughput, enhancing its
overall quality of service. We also examined the main cost of the FS/SCH architecture, showing in
Fig. 4.17 that the X2 traffic for the FS/SCH option is higher than for the HH configuration because
of the forwarding of packets from the LTE eNB to the mmWave gNBs. However, we recall that, with
the HH solution, the mmWave gNBs receive the packets from the core network through the S1 link,
which is not used for the mmWave gNBs in the FS/SCH configuration. When considering the overall
inbound traffic to the mmWave gNBs on both the X2 and the S1 links, the costs of the two architec-
tures may be equivalent. Given these considerations, we argue that the use of multi-connectivity for
mobility management is to be preferred to the traditional hard handover approach.

We also observed that the general behaviors of different UDP interarrival times are similar for
most metrics. However, the latency is much lower when τUDP = 80 µs, i.e., when considering less
congested scenarios, since RLC buffers are empty most of the time and fewer packets need to be
forwarded during handover. This justifies the wider gap between FS/SCH and HH architectures,
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with respect to the τUDP = 20 µs case.
Regarding the value of the CRT intergeneration delay D, we noticed remarkable differences

between D = 1.6 and D = 25.6 ms (validating the choice of designing a digital BF architecture,
more complex but more efficient in terms of both latency and throughput) but almost no distinction
between the D = 12.8 and D = 25.6 ms configurations: we conclude that a hybrid BF system at the
mmWave gNB side is not to be preferred to an analog one, since the complexity is increased while the
overall performance is almost equivalent.

Radio Link Failure Recovery We proved that an NSA framework may be preferable to im-
plement, for UEs in connected mode, efficient and reactive recovery operations, thanks to the fact
that the failure notification can be forwarded through the LTE overlay as soon as an RLF event is
detected, with no need to wait for a new initial access procedure to be completed. Moreover, we
made the case that, in some circumstances, the UE can autonomously react to an RLF by selecting
an alternative direction of communication, as a sort of backup solution before the transceiver fully
recovers the optimal beam configuration.
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Chapter 5
Integrated Access and Backhaul 5G
Millimeter Wave Cellular Networks

5.1 Introduction

As described in Chapter 1, the 3GPP has recently completed, as part of its Release 15, the standard-
ization of 3GPP NR that supports, in addition to a flexible frame structure and a revised core network
design, transmissions at mmWave frequencies (up to 52.6 GHz) [9]. The large available spectrum at
mmWaves, with much wider bandwidths than in previous network generations, offers the poten-
tial of orders of magnitude higher transmission speeds than when operating in the congested bands
below 6 GHz, even though communication suffers from severe path and penetration losses [10].

One promising approach to overcome such limitations is using high gain antennas to help close
the link, thus introducing directionality in the communication, with electronic beamforming to sup-
port mobile users (see Sec. 2.2). Network densification is also used to improve the performance
by reducing inter-site distance to establish stronger access channels. An ultra-dense deployment,
however, involves high capital and operational expenditures (capex and opex) for network opera-
tors [164], because high capacity backhaul connections have to be provided to a larger number of
cellular base stations than in networks operating at lower frequencies.

Network disaggregation (i.e., the separation of the layers of the protocol stack into different physi-
cal equipments) [165] and virtualization (i.e., the usage of software- and not hardware-based protocol
stack implementations) [166] can lower capex and opex by reducing the complexity of individual
base stations. Some researchers have also started investigating the feasibility of Integrated Access and
Backhaul (IAB), in which only a fraction of gNBs connect to traditional fiber-like infrastructures, while
the others wirelessly relay the backhaul traffic, possibly through multiple hops and at mmWave fre-
quencies [167]. The importance of the IAB framework as a cost-effective alternative to the wired
backhaul has been recognized by the 3GPP, which recently completed a Study Item (SI) for NR Re-
lease 16 [168] to investigate architectures, radio protocols, and physical layer aspects for sharing
radio resources between access and backhaul links. Although the 3GPP LTE and LTE-Advanced
standards already provide specifications for base stations with wireless backhauling capabilities, the
SI on IAB foresees a more advanced and flexible solution, which includes the support of multi-hop

This chapter is based on the contributions presented in [J7, C7, C8]. Part of the results included
in this chapter is also based on joint work with Michele Polese.
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Table 5.1: Literature on IAB strategies for mmWave networks.

Topic Relevant References

IAB [168, 171]
[167, 172–175] Below-6 GHz solutions.

[170, 176–181] Above-6 GHz performance evaluation.
[169, 182–184] Advanced solutions for IAB deployments.

communications, dynamic multiplexing of the resources, and a plug-and-play design to reduce the
deployment complexity.

5.1.1 Motivations and Chapter Structure

Despite the consensus about IAB’s ability to reduce costs, designing an efficient and high-performance
IAB network is still an open challenge. Along these lines, in this chapter, we evaluate the feasibility
of realizing an IAB architecture in realistic mmWave deployments. In particular, in Sec. 5.3 we shed
light on the most recent 3GPP standardization activities on IAB.

In Sec. 5.4 we investigate how to efficiently forward the backhaul traffic from the wireless IAB-
nodes to the core network [169]. In particular, we compare how different greedy policies perform
with respect to the number of hops and the bottleneck SNR, i.e., the SNR of the weakest wireless
backhaul link, relying only on local information, without the need for a centralized coordinator.
We also discuss the use of a function that biases the link selection towards base stations with wired
backhaul to the core network, and show that, for a certain set of parameters for this bias, it is possible
to decrease the number of hops without affecting the average bottleneck SNR.

In Sec. 5.5 we evaluate the performance of the IAB architecture in an end-to-end environment in
terms of experienced throughput and latency, considering realistic traffic models. More specifically,
we compare network scenarios in which a percentage of gNBs (i.e., the IAB-nodes) use wireless back-
haul connections to a few gNBs (i.e., the IAB-donors) with a wired connection to the core network
against two baseline solutions, i.e., a network with only the IAB-donors, and one in which all the
gNBs have a wired connection. To do so, we conduct system-level simulations using ns-3, an open-
source network simulator which has recently been extended to feature a detailed 3GPP-like protocol
stack implementation of IAB at mmWaves [170]. We consider both traditional UDP services and more
realistic applications including HyperText Transfer Protocol (HTTP) for web browsing and Dynamic
Adaptive Streaming over HTTP (DASH) for high-quality video streaming. Our results demonstrate
that, while wired backhaul implementations deliver improved overall throughput in conditions of
highly saturated traffic, the IAB configuration promotes fairness for the worst users by associating to
relay nodes (IAB-nodes) the UEs which otherwise would have a poor connection to the wired donor.

Finally, in Sec. 5.6 we identify potential and challenges on IAB-related topics.

5.2 Related Work

Research on wireless backhaul solutions has been carried out in the past at frequencies below 6 GHz,
e.g., in the WLAN domain [172] and as part of the LTE standardization activity with a single wireless
backhaul hop [173]. The practical implementation of wireless multi-hop networks, however, never
really turned into a commercial deployment due to practical limitations including, but not limited
to, (i) scalability issues [167], (ii) the scheduling constraints between hops [174], and (iii) the large
overhead for maintaining multi-hop routes [175].
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Nonetheless, with the recent advancements in mmWave communication and leveraging highly
directional beamforming, the integration of wireless backhaul and radio access is being considered
as a promising solution for 5G cellular networks. In [176], the authors demonstrated that the noise-
limited nature of large-bandwidth mmWave networks offer interference isolation, thereby providing
an opportunity to incorporate self-backhauling in a mesh small-cell deployment without significant
throughput degradation. Ge et al. [177] showed that wireless backhaul over mmWave links can meet
the expected increase in mobile traffic demands, while Mesodiakaki et al. [178] evaluated the energy
efficiency of mmWave backhaul at different frequencies and demonstrated that 140 GHz represents
a very promising spectrum solution mainly due to the possibility of highly directive beams as well
as its high bandwidth availability. The authors in [179] further evaluated the performance of the in-
tegration between access and backhaul and determined the maximum total network load that can be
supported using the IAB architecture. Ometov et al. [180] assessed the aggregated packet loss prob-
ability of backhauling technologies for 3GPP NR systems as a function environmental conditions,
mmWave system specifics, and generated traffic volume. They showed that the autocorrelation in
aggregated traffic provides a significant impact on service characteristics of mmWave backhaul, that
can be partially compensated by increasing either emitted power or the number of antenna array
elements. In any case, performance analyses for IAB topics are typically focused on PHY or MAC
layer protocols, whereby the impact of upper layers is neglected. Conversely, Tian et al. [181] recently
evaluated the system performance of IAB node deployment in terms of coverage and user through-
put by field experiment using mmWave bands, and proved that coverage ratio can be significant
improved by through wireless backhaul, in particular when dynamic resource allocation is imple-
mented. In our previous contribution [170, 171], we also assessed the end-to-end performance of
IAB networks through ns-3 simulations, and provided guidelines on how to design optimal wireless
backhaul solutions in the presence of resource-constrained and traffic-congested mmWave scenarios.

More sophisticated IAB architectures have also been discussed in the literature. The authors
in [182], for example, considered out-of-band backhaul for mmWave networks, i.e., the access and
backhaul tiers do use the same frequency band, and implemented a scheduling algorithm to increase
throughput performance in certain scenarios. In [183] a novel joint resource allocation design for
IAB-based user provided networks was modeled as a Nash bargaining problem, and simulations
showed that the proposed implementation can effectively improve both user experience and network
throughput. IAB deployment performance can be also improved by leveraging the flying capabilities
of Unmanned Aerial Vehicles (UAVs) as hovering IAB-nodes, as proposed in [184].

5.3 Integrated Access and Backhaul in 3GPP NR

The 3GPP recently finalized the SI on IAB [168], whose main objective was to assess the feasibility
of integrated access and wireless backhaul over NR (i.e., the 5G radio interface), and to propose
potential solutions to ensure efficient backhauling operations. This SI led to a work item, and is
expected to be integrated in future releases of the 3GPP specifications.

The SI considered fixed wireless relays with both in-band (i.e., the access and the backhaul traf-
fic are multiplexed over the same frequency band) and out-of-band backhauling capabilities (i.e., the
access and the backhaul traffic use separate frequency bands), with a focus on the former, which
is more challenging in terms of network design and management but maximizes the spectrum uti-
lization. According to [168], IAB operations are spectrum agnostic, thus the relays can be deployed
either in the above-6 GHz or sub-6 GHz spectrum, and can operate both in SA (connected to the 5G
core network) or NSA modes (connected to the 4G EPC). The possible topologies for an IAB network
are (i) a Spanning Tree (ST), in which each IAB-node is connected to a single parent, or (ii) a Directed
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Fig. 5.1: Protocol stack and basic architecture of an IAB network. The Uu interface represents the
interface between the UE and the DU in the IAB-node, while the F1∗ interface is used between the
IAB DU and the upstream CU.

Acyclic Graph (DAG), in which each IAB-node may be connected to multiple upstream nodes.

In the following, we will review the main innovations introduced in [168] for the network archi-
tecture, procedures for network management, and resource multiplexing through scheduling.

5.3.1 Architecture

As shown in Fig. 5.1, the logical architecture of an IAB network is composed of multiple IAB-nodes,
having wireless backhauling capabilities and can serve UEs as well as other IAB-nodes, and IAB-
donors, having fiber connectivity towards the core network and can serve UEs and IAB-nodes.

The SI initially proposed five different configuration options for the architecture, with different
levels of decentralization of the network functionalities and different solutions to enable backhaul-
ing. The final version, selected for future standardization, was preferred because it had limited
impact on the core network specifications, had lower relay complexity and processing requirements,
and had more limited signaling overhead.

According to the chosen architecture, each IAB-node hosts two NR functions: (i) a Mobile Ter-
mination (MT), used to maintain the wireless backhaul connection towards an upstream IAB-node
or IAB-donor, and (ii) a Distributed Unit (DU), to provide access connection to the UEs or the down-
stream MTs of other IAB-nodes. The DU connects to a CU hosted by the IAB-donor by means of
the NR F1∗ interface running over the wireless backhaul link. Therefore, in the access of IAB-nodes
and donors there is a coexistence of two interfaces, i.e., the Uu interface (between the UEs and the
DU of the gNBs) and the aforementioned F1∗ interface. With this choice it is possible to exploit the
functional split of the radio protocol stack: the CU at the IAB-donor holds all the control and upper
layer functionalities, while the lower layer operations are delegated to the DUs located at the IAB-
nodes. The split happens at the RLC layer, therefore RRC, Service Data Adaptation Protocol (SDAP)
and PDCP layers reside in the CU, while RLC, MAC and PHY are hosted by the DUs. An additional
adaptation layer is added on top of RLC, which routes the data across the IAB network topology,
hence enabling the end-to-end connection between DUs and the CU.
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5.3.2 Network Procedures and Topology Management

An important element to be considered in an IAB deployment is the establishment and management
of the network topology. This is because the end-to-end performance of the overall network strongly
depends on the number of hops between the donor and the end relay, on how many relays the
donor needs to support, and strategies adopted for procedures such as network formation, route
selection and resource allocation. To ensure efficient IAB operations, it is necessary to optimize the
performance of various network procedures involving topology and resource management.

The topology establishment is performed during the IAB-node setup, and is a critical step. When
an IAB-node becomes active, it first selects the upstream node to attach to. To accomplish this, the
MT performs the same initial access procedure as a UE, i.e., it makes use of the synchronization
signals transmitted by the available cells (formally called SS blocks in NR, as described in Sec. 3.3.1)
to estimate the channel and select the parent. Moreover, although not currently supported by the
specifications, we argue that it would be beneficial if the MT could retrieve additional information
(e.g., the number of hops to reach the donor, the cell load, etc.), and then select the cell to attach to,
based on more advanced path selection metrics [53] than just the Received Signal Strength (RSS), as
will be discussed in Sec. 5.4. Then, the IAB-node configures its DU, establishes the F1∗ connection
towards the CU in the remote IAB-donor, and is ready to provide services to UEs and other IAB-
nodes. During this initial phase, the IAB-node may transmit information to the IAB-donor about its
topological location within the IAB network.

The topology management function then dynamically adapts the IAB topology in order to main-
tain service continuity (e.g., when a backhaul link is lost), or for load balancing purposes. In addition
to the information provided during the initial setup procedure, the IAB-nodes may also transmit pe-
riodic information about traffic load and backhaul link quality. This allows the CU to be aware of the
overall IAB topology, find the optimal configuration, and adapt it by changing network connectivity
(i.e., the associations between the IAB-nodes) accordingly. In case the IAB-nodes support a DAG
topology with MC towards multiple upstream nodes, it is also possible to provide greater redun-
dancy and load balancing. In this case, the addition/removal of redundant routes is managed by the
CU based on the propagation conditions and traffic load of each wireless backhaul link.

5.3.3 Scheduling and Resource Multiplexing

For in-band IAB operations, the need to multiplex both the access and the backhaul traffic within the
same frequency band forces half-duplex operations. This constraint has been acknowledged in the
3GPP SI report [168], although full-duplex solutions are not excluded. Therefore, the radio resources
must be orthogonally partitioned between the access and the backhaul, either in time (Time Division
Multiplexing (TDM), which is the preferred solution in [168]), frequency (Frequency Division Multi-
plexing (FDM)), or space (Space Division Multiplexing (SDM)), using a centralized or decentralized
scheduling coordination mechanism across the IAB-nodes and the IAB-donor.

Despite the limitations imposed by the half-duplex constraint, the IAB network is required to ad-
dress the access traffic requirements of all the users. For this reason, the available resources should
be allocated fairly, taking into account channel measurements and topology-related information pos-
sibly exchanged between the IAB-nodes. Furthermore, both hop-by-hop and end-to-end flow con-
trol mechanisms should be provided to mitigate the risk of congestion on intermediate hops, which
might arise in case of poor propagation conditions.
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Table 5.2: Comparison of different link selection policies for IAB.

Policy Metric Link selection rule Pros & Cons

HQF SNR Select the link with max SNR High bottleneck SNR
High outage probability

WF SNR Select the wired gNB, if available,
otherwise apply HQF

Low number of hops
Low bottleneck SNR

PA SNR Select the link with max SNR
(if parents are close to a wired gNB)

Low number of hops
Possible ping-pong effects

MLR Rate Select the link with the max rate High bottleneck rate
High outage probability

5.4 Path Selection Policies for IAB

In this section, we present some distributed link selection policies that we proposed in [169] to effi-
ciently forward the backhaul traffic (possibly through multiple hops) from a wireless gNB to a wired
gNB connected to the core network. In the following paragraphs, we will use the term (i) wired gNB
or donor to identify gNBs which are connected to the core network with a wired backhaul; (ii) IAB
node or relay to label gNBs which do not have a wired backhaul link; and (iii) parent gNB to name
a gNB which provides a wireless backhaul link to an IAB node. The parent can be itself a wireless
IAB node, or a wired gNB. For all of the policies, the IAB node that has to find the path towards
the core network initiates the procedure by applying the selection policy on the first hop, and then
the procedure continues iteratively at each hop until a suitable wired gNB is reached. Therefore,
the strategies we evaluate are greedy, i.e., consider local information to perform the hop-by-hop link
selection decisions, and do not need a centralized controller. These policies can be used to re-route
backhaul traffic on the fly, in case of a link failure, and to connect (possibly via multiple hops) an IAB
node which is joining the network for the first time to a suitable wired gNB in an autonomous and
non-coordinated fashion.

5.4.1 Description of Path Selection Policies

The considered policies differ from one another because of the metric used to measure the link quality
(SNR or rate), and because of the ranking criterion of the different available links at each hop. For
every policy, and at each hop, we consider an SNR threshold Γth, i.e., for the link selection, we
compare only backhaul connections with an SNR Γ higher than or equal to this threshold. If Γth is
small, then it is possible to select and compare a larger number of base stations as parent candidates,
and possibly increase the probability of successfully reaching a wired gNB, at the price of a lower
data rate on the bottleneck link. For the access network, Γth is usually set to −5 dB [53], i.e., access
links with an SNR smaller than −5 dB are usually considered in outage. However, this choice is not
valid in a backhaul context, where the link is required to reliably forward high-data-rate traffic from
the relay to its parent gNB. Therefore, we select a higher value for Γth, i.e., 5 dB, which corresponds
to a theoretically achievable Shannon rate of 830 Mbit/s, on a single carrier with a bandwidth B =

400 MHz [11]. Moreover, we avoid loops, i.e., if an IAB node was used as a relay in a previous hop, it
cannot be selected again. Table 5.2 sums up the main properties of each policy, which are described
in detail in the following sections.
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5.4.1.1 Highest-Quality-First (HQF) policy

At each hop, the HQF strategy compares the SNR Γ of the available links towards each possible
parent gNBs (either wired or wireless), and selects that with the highest SNR, without considering
any additional information. It is a very simple selection rule, which can be implemented only by
measuring the link quality using synchronization signals. Moreover, by always selecting the best
SNR, the bottleneck link, i.e., the link with the lowest SNR among the hops towards the wired gNB,
will have a high SNR when compared to other policies. On the other hand, given that this policy
follows a greedy approach, it may happen that the parent gNB with the best SNR leads further away
from a wired gNB, thus increasing the number of hops. Moreover, in some cases, the highest SNR
leads to the choice of another relay gNB which however is not within reach of any other possible
wireless parent or wired donor, thus failing to connect to a wired gNB.

5.4.1.2 Wired-first (WF) policy

The WF policy is designed to reduce as much as possible the number of hops needed to reach a
wired gNB. Indeed, if at a given hop one of the available backhaul links is toward a wired gNB,
i.e., if a wired gNB is reachable from the current IAB node with an SNR higher than the threshold
Γth, then the wired gNB is selected even if it is not associated to the connection with the highest
SNR. If instead no wired gNB is available, then the HQF policy is applied. The IAB node would
need to know which candidate parents are wired or wireless, and this can be done by extending the
information directionally broadcast (using SS blocks [109]) by each gNB in the MIB or SIB. While this
policy increases the probability of reaching a wired gNB, even with a greedy approach, it may cause
a degradation in the quality of the bottleneck link.

5.4.1.3 Position-Aware (PA) policy

This strategy uses additional context information related to the position of the IAB node that has to
perform the link selection and the wired gNB in the scenario. This information can be available in
advance and pre-configured in the relays (especially if non-mobile relays are considered [185]), or
shared on directional broadcast messages. The goal is to avoid selecting a parent gNB that is more
distant from the closest wired gNB than the current IAB node. Therefore, the IAB node divides the
neighboring region into two half-planes, identified by a line which (i) passes through the position of
the IAB node and (ii) is perpendicular to the line that passes through the positions of the IAB node
and the closest wired gNB. Then, it considers for its selection only the candidate parents which are in
the half-plane containing the wired gNB, and selects that with the highest SNR. This policy should
strike a balance between HQF and WF.

5.4.1.4 Maximum-Local-Rate (MLR) policy

The MLR policy does not consider the SNR as a metric, but at each hop selects the candidate parent
with the highest achievable Shannon rate. Consider IAB node i, and the candidate parent j, and
let Nj be the number of users and IAB nodes currently attached to j. Then, given a bandwidth B
and the SNR Γi,j between the IAB node and the candidate parent, the Shannon rate is computed
as Rj = B/Nj log2(1 + Γi,j). Finally, the IAB node selects the parent with the highest achievable
rate R. Once again, we assume that the information on the load (in terms of number of users Nj)
of candidate parent j is known to the IAB node, for example through extension of the MIB or SIB,
or with a passive estimation of the power ratio between the resources allocated to synchronization
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signals and to data transmissions. This strategy is designed to take into account the load information
in the decision, but has the same drawbacks of the HQF policy, i.e., it may yield a high number of
hops and/or connection failures.

5.4.2 Wired Bias Function

For multi-hop scenarios, one of the Key Performance Indices (KPIs) considered in the 3GPP SI for IAB
is the number of hops from a certain wireless IAB node to the first wired gNB it can reach. However,
as discussed in the previous section, some of the proposed policies may need a high number of hops,
or even never reach the target wired gNB. In order to solve this issue, it is possible to apply a Wired
Bias Function (WBF) to the SNR of the wired gNBs during the evaluation of the metric for the link
selection. Consequently, a wired gNB may be chosen as parent even though it is not the candidate
with the highest considered metric. The bias is not fixed, but is a function W(Nh) of the number of
hops Nh traveled from the IAB node that is trying to connect to a wired gNB. The idea is that as Nh

increases, it becomes more and more convenient to select as a parent a wired gNB with respect to
another wireless IAB node (that would otherwise add up to the number of hops) even though the
wired gNB is not the best according to the metric considered. The WF policy is a particular case of a
decision with bias, with W(Nh) large enough so that the wired gNB is always selected if above Γth.

We compare two different WBFs, which are respectively polynomial and exponential in the num-
ber of hops Nh. The first is defined as follows:

Wp(Nh) =

(
Nh
Nh,t

)k
Γgap + ΓH , (5.1)

where k is the degree of the polynomial, Nh,t is a threshold on the number of hops, Γgap a tolerable
SNR gap, and ΓH an SNR hysteresis. The idea is that, if Nh is smaller than Nh,t, then the SNR gap
parameter Γgap is multiplied by a number smaller than 1, and the WBF W(Nh) does not impact too
much the link choice. When the number of hops Nh reaches the threshold Nh,t, then W(Nh) takes
values which are greater than or equal to Γgap, increasing the weight of the bias in the link selection.
The SNR hysteresis ΓH is set to 2 dB, and slightly offsets the choice towards a wired gNB in case the
best wireless relay candidate and the wired gNB have a very similar SNR. Very conservative WBF
would use a large Nh,t, and small k and Γgap, and vice versa for an aggressive parameter tuning.

Similarly, the exponential WBF is defined as

We(Nh) = γ

(
Nh

Nh,t

)

Γgap + ΓH . (5.2)

Notice that γ must be greater than or equal to 1, otherwise γ

(
Nh

Nh,t

)

would decrease with the number
of hops. Moreover, for any γ, the exponential WBF We(Nh) is larger than the polynomial Wp(Nh),
for the same choice of the other parameters. For example, if Nh,t = 6 and Nh = 1, with γ = 1.5 we

have γ

(
Nh

Nh,t

)

= 1.07, while with k = 1 we have
(

Nh
Nh,t

)k
= 0.17.

5.4.3 Performance Evaluation

The performance evaluation for the path selection policies presented in Sec. 5.4.1 is done via Monte
Carlo simulations with 20000 independent repetitions for each configuration. In particular, we com-
pare the CDFs of (i) the number of hops required to forward the backhaul traffic from a wireless to a
wired gNB, and (ii) the bottleneck SNR, i.e., the SNR of the weakest link. The main parameters for
the simulations are reported in Table 5.3.
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Table 5.3: Simulation parameters for IAB path selection policies.

Parameter Value Description

B 400 MHz Bandwidth of mmWave gNBs
fc 28 GHz mmWave carrier frequency
PTX 30 dBm mmWave transmission power
NF 5 dB Noise figure
MgNB {8 × 8, 16 × 16} gNB UPA MIMO array size
S 3 Number of sectors for each gNB
λb {30, 60} gNB/km2 gNB density
pw {0.1, 0.3} Fraction of wired gNB

Table 5.4: Wired Bias Function parameters for IAB.

Configuration Parameters

Aggressive We(Nh) Nh,t = 1, γ = 3, Γgap = 15 dB, ΓH = 2 dB
Conservative We(Nh) Nh,t = 6, γ = 1.5, Γgap = 5 dB, ΓH = 2 dB
Aggressive Wp(Nh) Nh,t = 1, k = 3, Γgap = 15 dB, ΓH = 2 dB
Conservative Wp(Nh) Nh,t = 6, k = 1, Γgap = 5 dB, ΓH = 2 dB

The gNBs (both wired and wireless) are deployed according to a PPP with density λb ∈ {30, 60}
gNB/km2, and a fraction pw ∈ {0.1, 0.3} is configured with a wired backhaul link to the core net-
work. Therefore, the density of the wired gNBs is λw,b = pwλb gNB/km2, while the IAB nodes have
a density λi,b = (1 − pw)λb gNB/km2. For the evaluation of the MLR policy, we also deploy UEs
according to a PPP with density of λu UE/km2, and associate them to the gNB with the smallest
pathloss, in line with previous studies [179]. We assume that the IAB nodes are equipped with S uni-
form planar antenna arrays, with the same number MgNB ∈ {64, 256} of isotropic antenna elements
at both endpoints of the connection. Each antenna array covers a sector of 2π/S degrees. Moreover,
node i can monitor the link quality of gNB j ∈ Ei, where Ei is the set of wired or wireless gNBs
whose reference signals can be received by node i. The IAB node can then select the best beam to
communicate with j using the standard beam management procedures of 3GPP NR. Table 5.4 finally
summarizes the main parameters used for the WBF. In particular, we identify a conservative policy,
with Nh,t = 6, Γgap = 5 dB and k = 1 or γ = 1.5 for the polynomial and the exponential policies,
respectively, and an aggressive one, with Nh,t = 1, Γgap = 15 dB and k = 3 or γ = 3.

Antenna and deployment configurations In Fig. 5.2 we investigate how the relaying per-
formance evolves as a function of different setup configurations, i.e., the number of antenna elements
MgNB each gNB is equipped with and the gNB density λb. The WF strategy is considered. Increasing
the MIMO array size has beneficial effects on both the number of hops and the bottleneck SNR. In the
first case, the narrower beams that can be steered and the resulting higher gains that are produced
by beamforming enlarge the discoverable area of each gNB, thereby increasing the probability of de-
tecting a wired gNB with sufficiently good signal quality and through a limited number of hops. In
the second case, sharper beams guarantee better signal quality and thus stronger received power.

Similarly, enhanced backhauling performance is achieved by densifying the network since the
gNBs are gradually closer and thus establish more precise alignment and, in general, connections
with a higher link budget. Of course, increasing λb beyond a point has a negative impact on the
performance due to higher interference from the surrounding base stations.

Finally, notice that the MgNB = 64, λb = 60 gNB/km2 and the MgNB = 256, λb = 30 gNB/km2
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Fig. 5.2: Performance of the WF policy with
different values of the number of antennas M
and gNB density lb.
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Fig. 5.3: Comparison of WF, HQF and PA poli-
cies, without WBF, for M = 64 antennas at the
gNBs, lb = 30 gNB/km2 and pw = 0.3.

core network and, at the same time, guarantees more efficient relaying operations. However, the
trade-off oscillates between more robust backhauling and more expensive network deployment and
management. Moreover, although the HQF policy delivers the best bottleneck SNR performance, it
exhibits the worst behavior in terms of number of hops, as it greedily selects the strongest available
gNB as a relay regardless of the nature (i.e., wired or wireless) of the destination node. On the other
hand, both WF and PA mechanisms have the potential to reduce the number of hops since the selec-
tion is biased by the availability of the wired gNB (independent of the quality of other surrounding
cells) and by context information related to the position of the wired nodes, respectively. Conversely,
both approaches degrade the quality of the bottleneck link as they may end up selecting a suboptimal
node among all the candidate relays within reach.

Interestingly, we observe that, when the number of available wired gNBs is very low (i.e., pw =

0.1 and for low SNR regimes), the PA policy performs better than WF in terms of both number of
hops and bottleneck SNR. Fig. 5.3 indeed shows that the PA policy needs a smaller number of hops
than WF (and also HQF) for the paths with 4 or more hops. In low SNR and lw,g regimes, the WF
scheme asymptotically operates as HQF and, therefore, the best choice is to select the parent which
is geographically closest to a wired gNB with the PA strategy (for pw = 0.3 this phenomenon is
obviously less pronounced but still PA and WF reveal comparable performance in low SNR regimes).

WBF configurations In Fig. 5.4a we compare the behavior of the HQF and the WF policies
when considering different WBF configurations to bias the path selection results. First, we see that,
since the WF approach is designed to minimize the number of hops to reach a wired gNB, it generally
outperforms any other architecture for the hop-count metric. However, the quality of the bottleneck
link inevitably decreases (on average by more than 4 dB compared to its HQF counterpart), thereby
increasing the risk of communication outage between the endpoints. Moreover, for bad SNR regimes
(i.e., as the probability of detecting valid wired nodes reduces) the HQF scheme implementing ag-
gressive WBF achieves the best performance in terms of both number of hops and bottleneck SNR.

Second, we observe that, although a conservative WBF applied to an HQF scheme does not
provide any significant performance improvements with respect to a pure HQF approach, a more
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Finally, notice that the M = 64, lg = 60 gNB/km2 and the M = 256, lg = 30 gNB/km2

configurations show, on average, comparable performance in terms of bottleneck SNR. However,
for low SNR regimes, i.e., when considering farther nodes and more demanding signal propagation
characteristics, densification is more effective than directionality.

Path selection policies Fig. 5.3 compares the performance of the different path selection al-
gorithms for different values of pw, without WBF. In general, increasing pw makes it possible to
minimize the number of hops required to forward the backhaul traffic from a wireless node to the
core network and, at the same time, guarantees more efficient relaying operations. However, the
trade-off oscillates between more robust backhauling and more expensive network deployment and
management. Moreover, although the HQF policy delivers the best bottleneck SNR performance, it
exhibits the worst behavior in terms of number of hops, as it greedily selects the strongest available
gNB as a relay regardless of the nature (i.e., wired or wireless) of the destination node. On the other
hand, both WF and PA mechanisms have the potential to reduce the number of hops since the selec-
tion is biased by the availability of the wired gNB (independent of the quality of other surrounding
cells) and by context information related to the position of the wired nodes, respectively. Conversely,
both approaches degrade the quality of the bottleneck link as they may end up selecting a suboptimal
node among all the candidate relays within reach.

Interestingly, we observe that, when the number of available wired gNBs is very low (i.e., pw =

0.1 and for low SNR regimes), the PA policy performs better than WF in terms of both number of
hops and bottleneck SNR. Fig. 5.3 indeed shows that the PA policy needs a smaller number of hops
than WF (and also HQF) for the paths with 4 or more hops. In low SNR and lw,g regimes, the WF
scheme asymptotically operates as HQF and, therefore, the best choice is to select the parent which
is geographically closest to a wired gNB with the PA strategy (for pw = 0.3 this phenomenon is
obviously less pronounced but still PA and WF reveal comparable performance in low SNR regimes).

WBF configurations In Fig. 5.4a we compare the behavior of the HQF and the WF policies
when considering different WBF configurations to bias the path selection results. First, we see that,

66

Fig. 5.3: Comparison of WF, HQF and PA poli-
cies, without WBF, for MgNB = 64 antennas at
the gNBs, λb = 30 gNB/km2 and pw = 0.3.
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core network and, at the same time, guarantees more efficient relaying operations. However, the
trade-off oscillates between more robust backhauling and more expensive network deployment and
management. Moreover, although the HQF policy delivers the best bottleneck SNR performance, it
exhibits the worst behavior in terms of number of hops, as it greedily selects the strongest available
gNB as a relay regardless of the nature (i.e., wired or wireless) of the destination node. On the other
hand, both WF and PA mechanisms have the potential to reduce the number of hops since the selec-
tion is biased by the availability of the wired gNB (independent of the quality of other surrounding
cells) and by context information related to the position of the wired nodes, respectively. Conversely,
both approaches degrade the quality of the bottleneck link as they may end up selecting a suboptimal
node among all the candidate relays within reach.

Interestingly, we observe that, when the number of available wired gNBs is very low (i.e., pw =

0.1 and for low SNR regimes), the PA policy performs better than WF in terms of both number of
hops and bottleneck SNR. Fig. 5.3 indeed shows that the PA policy needs a smaller number of hops
than WF (and also HQF) for the paths with 4 or more hops. In low SNR and λw,b regimes, the WF
scheme asymptotically operates as HQF and, therefore, the best choice is to select the parent which
is geographically closest to a wired gNB with the PA strategy (for pw = 0.3 this phenomenon is
obviously less pronounced but still PA and WF reveal comparable performance in low SNR regimes).

WBF configurations In Fig. 5.4a we compare the behavior of the HQF and the WF policies
when considering different WBF configurations to bias the path selection results. First, we see that,
since the WF approach is designed to minimize the number of hops to reach a wired gNB, it generally
outperforms any other architecture for the hop-count metric. However, the quality of the bottleneck
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outperforms any other architecture for the hop-count metric. However, the quality of the bottleneck
link inevitably decreases (on average by more than 4 dB compared to its HQF counterpart), thereby
increasing the risk of communication outage between the endpoints. Moreover, for bad SNR regimes
(i.e., as the probability of detecting valid wired nodes reduces) the HQF scheme implementing ag-
gressive WBF achieves the best performance in terms of both number of hops and bottleneck SNR.

Second, we observe that, although a conservative WBF applied to an HQF scheme does not
provide any significant performance improvements with respect to a pure HQF approach, a more
aggressive design of the bias function has the ability to remarkably reduce the number of hops re-
quired to forward the backhaul traffic to a wired gNB, without any visible degradation in terms of
SNR. We deduce that it is highly convenient to configure very aggressive3 WBF functions since, for
a multi-hop scenario, they deliver more efficient relaying operations without affecting the communi-
cation quality.

Third, in Fig. 5.4b we compare the behavior of the HQF policy with polynomial and exponential
WBFs. Based on the design choices presented in Tab. 5.3 and according to Eqs. (5.1) and (5.2), the
exponential bias function is more aggressive than the polynomial one for all values of N, i.e., the
current number of hops. However, the exponentially-biased HQF approach, because of its inherently
aggressive nature, is affected by SNR deterioration, though moderate (i.e., smaller than 1 dB on
average), with respect to its polynomially-biased counterpart.
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MLR performance While the IAB results pre-
sented in the previous paragraphs were based on SNR
considerations, i.e., the candidate parent is chosen ac-
cording to the instantaneous quality of the received
signal, the CDF curves displayed in Fig. 5.5 analyze the
performance of the MLR backhauling approach which
relies on the instantaneous cell load and the Shannon
rate as a metric for the path selection operations. We

3Of course, if the WBF parameters are too aggressively configured, the HQF approach will more
likely operate as a WF policy, with all that this implies (including, but not limited to, a detrimental
degradation of the bottleneck SNR).
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outperforms any other architecture for the hop-count metric. However, the quality of the bottleneck
link inevitably decreases (on average by more than 4 dB compared to its HQF counterpart), thereby
increasing the risk of communication outage between the endpoints. Moreover, for bad SNR regimes
(i.e., as the probability of detecting valid wired nodes reduces) the HQF scheme implementing ag-
gressive WBF achieves the best performance in terms of both number of hops and bottleneck SNR.

Second, we observe that, although a conservative WBF applied to an HQF scheme does not
provide any significant performance improvements with respect to a pure HQF approach, a more
aggressive design of the bias function has the ability to remarkably reduce the number of hops re-
quired to forward the backhaul traffic to a wired gNB, without any visible degradation in terms of
SNR. We deduce that it is highly convenient to configure very aggressive3 WBF functions since, for
a multi-hop scenario, they deliver more efficient relaying operations without affecting the communi-
cation quality.

Third, in Fig. 5.4b we compare the behavior of the HQF policy with polynomial and exponential
WBFs. Based on the design choices presented in Tab. 5.3 and according to Eqs. (5.1) and (5.2), the
exponential bias function is more aggressive than the polynomial one for all values of N, i.e., the
current number of hops. However, the exponentially-biased HQF approach, because of its inherently
aggressive nature, is affected by SNR deterioration, though moderate (i.e., smaller than 1 dB on
average), with respect to its polynomially-biased counterpart.
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outperforms any other architecture for the hop-count metric. However, the quality of the bottleneck
link inevitably decreases (on average by more than 4 dB compared to its HQF counterpart), thereby
increasing the risk of communication outage between the endpoints. Moreover, for bad SNR regimes
(i.e., as the probability of detecting valid wired nodes reduces) the HQF scheme implementing ag-
gressive WBF achieves the best performance in terms of both number of hops and bottleneck SNR.
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Second, we observe that, although a conservative
WBF applied to an HQF scheme does not provide any
significant performance improvements with respect to
a pure HQF approach, a more aggressive design of the
bias function has the ability to remarkably reduce the
number of hops required to forward the backhaul traf-
fic to a wired gNB, without any visible degradation in
terms of SNR. We deduce that it is highly convenient to
configure very aggressive3 WBF functions since, for a
multi-hop scenario, they deliver more efficient relay-
ing operations without affecting the communication
quality.

Third, in Fig. 5.4b we compare the behavior of the
HQF policy with polynomial and exponential WBFs.
Based on the design choices presented in Tab. 5.3 and
according to Eqs. (5.1) and (5.2), the exponential bias
function is more aggressive than the polynomial one
for all values of N, i.e., the current number of hops.
However, the exponentially-biased HQF approach, because of its inherently aggressive nature, is
affected by SNR deterioration, though moderate (i.e., smaller than 1 dB on average), with respect to
its polynomially-biased counterpart.

3Of course, if the WBF parameters are too aggressively configured, the HQF approach will more
likely operate as a WF policy, with all that this implies (including, but not limited to, a detrimental
degradation of the bottleneck SNR).
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Second, we observe that, although a conservative WBF applied to an HQF scheme does not
provide any significant performance improvements with respect to a pure HQF approach, a more
aggressive design of the bias function has the ability to remarkably reduce the number of hops re-
quired to forward the backhaul traffic to a wired gNB, without any visible degradation in terms of
SNR. We deduce that it is highly convenient to configure very aggressive1 WBF functions since, for
a multi-hop scenario, they deliver more efficient relaying operations without affecting the communi-
cation quality.

Third, in Fig. 5.4b we compare the behavior of the HQF policy with polynomial and exponential
WBFs. Based on the design choices presented in Tab. 5.4 and according to Eqs. (5.1) and (5.2), the

1Of course, if the WBF parameters are too aggressively configured, the HQF approach will more
likely operate as a WF policy, with all that this implies (including, but not limited to, a detrimental
degradation of the bottleneck SNR).
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exponential bias function is more aggressive than the polynomial one for all values of Nh, i.e., the
current number of hops. However, the exponentially-biased HQF approach, because of its inherently
aggressive nature, is affected by SNR deterioration, though moderate (i.e., smaller than 1 dB on
average), with respect to its polynomially-biased counterpart.

MLR performance While the IAB results presented in the previous paragraphs were based
on SNR considerations, i.e., the candidate parent is chosen according to the instantaneous quality
of the received signal, the CDF curves displayed in Fig. 5.5 analyze the performance of the MLR
backhauling approach which relies on the instantaneous cell load and the Shannon rate as a metric
for the path selection operations. We observe that Fig. 5.5 leads to the same conclusions previously set
out, i.e., the design of aggressive polynomial bias functions has the potential to significantly reduce
the number of hops without affecting the quality of the communication (in terms of bottleneck SNR).
Aggressive exponential WBFs are able to further reduce the number of relaying events, though this
may slightly undermine the quality of the weakest link.

5.5 End-To-End Evaluation of IAB Architectures

IAB has been investigated as an approach to relay access traffic to the core network wirelessly,
thereby removing the need for all gNBs to be equipped with fiber backhaul. Along these lines, in
this section we evaluate, through simulations, the practical feasibility of designing IAB solutions in
the mmWave bands, and investigate the impact on the IAB paradigm on end-to-end network metrics.

5.5.1 An ns-3 Module for IAB Architectures

Discrete-event network simulators, e.g., ns-3, enable full-stack simulation of complex and realistic
scenarios, and therefore represent a viable tool for accurate system-level analysis. IAB performance,
therefore, is assessed extending the current ns-3 mmWave modules [156] with IAB functionalities, as
will be described in the following subsections [170]. The IAB framework (for which the source code
is publicly available2) features a new ns-3 NetDevice, the MmWaveIabNetDevice with a dual stack for
access and backhaul, an extension of the ns-3 mmWave module schedulers, and network procedures
to support IAB nodes in a simulation scenario. Moreover, we simulate the wireless relaying of both
data and control plane messages, in order to accurately model the IAB operations.

5.5.1.1 IAB Node

As mentioned in [185], the IAB nodes should re-use the specifications for the access stack of NR as
much as possible. At the moment, there are a few protocol stacks being discussed in the 3GPP [186].
All of them, however, include PHY, MAC and RLC layers, and differ because of the support of layer-
2 (i.e., RLC or PDCP) or layer-3 relaying. Given the need for a flexible solution, able to adapt to
the direction that the 3GPP will take, we have implemented a light layer-3 relaying solution, i.e.,
each backhaul radio bearer is set up locally, and an adaptation layer above the PDCP handles the
forwarding of the packets from the access to the backhaul PDCPs. Fig. 5.6 shows the protocol stack
for an IAB node and the classes that model it.

The main novelties are the MmWaveIabNetDevice and the EpcIabApplication classes. The first is
an extension of the ns-3 NetDevice class, and, similarly to the NetDevice implementations of the UE

2https://github.com/signetlabdei/ns3-mmwave-iab.
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Fig. 5.6: Protocol stack and organization of the ns-3 classes for an IAB node.

and gNB, holds pointers to all the objects that model the other layers of the protocol stack. Moreover,
it is internally used in the ns-3 model to forward packets between an instance of the EpcUeNas class in
the backhaul stack and the EpcIabApplication in the access stack.

The EpcIabApplication, instead, implements the main logic related to the control and data
plane management in the IAB node. In particular, for the data plane, the EpcIabApplication class
is in charge of applying the forwarding rules for local UEs, i.e., those directly connected to the IAB
node this class belongs to, and for remote UEs, i.e., those connected to downstream IAB nodes. In this
case, the traffic will be forwarded to the local bearer mapped to the downstream IAB device. More
details on how the routing is performed will be given in Sec. 5.5.1.2. This class is also responsible for
the processing and forwarding of control packets for the interfaces toward the core network and the
other neighboring gNBs. When a control message is received on either the access or the backhaul
interface, the EpcIabApplication checks if it is a local message, i.e., if the destination is the RRC
layer of the current IAB node, and, if this is the case, forwards the packet to the RRC. Otherwise, as
done in the data plane, the packets are relayed via one of the downstream IAB nodes.

The other classes are the same as those used in the UE protocol stack (for the backhaul) and
gNB protocol stack (for the access). The consequence is that, in the access, the UEs in the scenario
consider the IAB node as a normal gNB, and, similarly, in the backhaul, the parent gNBs and/or
IAB nodes consider the IAB child as a UE. Therefore, there is no need to adapt the UE and gNB ns-3
implementations to support the IAB feature. The only change is the extension of the gNB schedulers,
to support the multiplexing of access and backhaul in the same resources, and the introduction of a
new interface between the access and backhaul MAC layers. These extensions will be described in
Sec. 5.5.1.3. Nonetheless, additional enhancements can be introduced in future releases, to improve
the overall performance of the IAB protocol stack and track the 3GPP SI and specifications on IAB.

5.5.1.2 Single- and Multi-Hop Control Procedures

Given that the 3GPP is still considering IAB as an SI, there are no standard specifications yet on con-
trol procedures to support IAB networks. Nonetheless, the SI [185] specifies that both single- and
multi-hop topologies should be considered, and that the IAB node should be able to autonomously
connect to the network, adapt the access and backhaul resource partitioning and, eventually, inde-
pendently update the parent node in case of blockage. All these features require specific control
procedures, and, given the high level of detail of the ns-3 model, we implemented a number of re-
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alistic control procedures, which involve an exchange of messages on the wireless backhaul links to
set up and automatically configure the network. These can be easily updated to implement different
procedures that the 3GPP may specify in the future.

In particular, we assume that the parent IAB node for a backhaul link terminates the NG control
interface to the core network (i.e., the NR equivalent of the LTE S1 interface) [187], and that it takes
care of forwarding the control messages towards the network servers that host the Access and Mobil-
ity Management Function (AMF). Moreover, the IAB node has a similar role with respect to the UEs
connected to it, as would happen with a traditional wired gNB. Thanks to this design, the differences
with respect to the 3GPP specifications for the access stack are minimized. This configuration makes
it possible to seamlessly support both single- and multi-hop deployments, given that the architecture
of the upstream portion of the network is transparent to each IAB node, which will simply relay all of
its packets to the parent. Furthermore, for the purpose of packet transport in the backhaul network,
we exploit GPRS Tunneling Protocol (GTP) tunnels from each IAB node to the relevant element in
the core network (i.e., the server with control functions or the packet gateway). Each data bearer of
all the UEs (and IAB nodes, for the backhaul part) is associated with a unique tunneling ID, and all
the packets sent on backhaul links will be associated with a GTP header carrying that ID.

We also implemented realistic autonomous access and configuration procedures for the IAB
nodes. When the IAB selects its parent node during the IA procedure (see Chapter 3 and [53,89]), the
parent sends an initial message to the AMF, which will reply with the configuration for the backhaul
bearer between the IAB node and its parent. These messages will be relayed by all the IAB nodes in
the path between the parent and the donor gNB, and each of them will register the presence of an
additional downstream IAB device. Notice that there may be multiple IAB children for each parent,
therefore the parent has to match the new downstream node to the correct child to correctly route the
other control and data packets. For the UEs, there is no difference between a wireless relay and a gNB
with a wired connection to the core network. Therefore, the UE’s IA procedure does not change, and
the IAB node will take care of forwarding the relevant control messages to the AMF and the other
network functions involved in the IA. Moreover, the upstream relays and the donor gNB will exploit
the control messages for the UE’s IA to associate to each IAB bearer the total number of downstream
UEs. Finally, during the UE IA procedure, each gNB associates the GTP tunneling ID of the bearers
of downstream UEs to a local IAB child, so that, when a backhaul packet is received, the gNB uses
the information in the GTP header to correctly route the packet.

5.5.1.3 Backhaul-Aware Dynamic Scheduler

The MAC and the associated scheduler are a key component in the design of scheduled wireless
relay architectures in which the resources between the access and the backhaul are shared. In order
to avoid self-interference between access and backhaul, indeed, there is a need to multiplex the two
interfaces. In our implementation, we consider Time Division Multiple Access (TDMA), but we plan
to extend the support to spatial division multiplexing in future releases, to harness the directionality
of mmWave communications. Moreover, the scheduler is usually not part of the 3GPP specifications,
and, therefore, equipment vendors have the possibility of designing custom solutions in this domain.

We opted for a distributed scheduling solution, in order to minimize the difference in the schedul-
ing mechanism with respect to a traditional access-only scenario, and to limit the amount of control
overhead that a centralized solution would require. In the ns-3 IAB module, each gNB (either wired
or wireless) indeed schedules the resources for its access interface (i.e., for both UEs and IAB chil-
dren) independently of the other gNBs, as would happen in a traditional network without IAB. In
a TDMA setup, however, the IAB node cannot schedule resources in the time and frequency slots
already allocated to the backhaul by their parent. Therefore, if at time t the relay has to perform a
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scheduling decision for subframe t + η, then it has to be already aware of the scheduling decision of
its parent for t + η. Given a delay ϵ for the communication of scheduling information between the
parent and the relay, then the parent should perform its scheduling decisions for t + η at time t − ϵ.

In order to efficiently address this issue, we implemented a look-ahead backhaul-aware scheduling
mechanism. The backhaul-aware component is given by a new interface between the access and
the backhaul MAC layers. The backhaul MAC layer is seen as a UE by the parent node, and thus
will receive Downlink Control Informations (DCIs) with the scheduling and modulation and coding
scheme information for η subframes in advance. Then, the backhaul MAC shares DCI with the
scheduler of the IAB node (in the access stack), which registers the resources occupied by backhaul
transmissions for the relevant subframe. The look-ahead mechanism, additionally, makes it possible
to adjust the value of η according to the maximum number of downstream relaying hops Nh from
the current gNB to the farthest IAB node: the gNB schedules ahead by η = Nh + 1 subframes3, and
propagates this information with a DCI to the UEs and IAB nodes connected to it. In turn, these IAB
nodes will schedule ahead by at most η = Nh subframes. Each of them will consider the time and
frequency resources allocated for their downlink or uplink backhaul transmission as busy, and will
schedule access resources for their UEs and, eventually, for IAB nodes in unallocated resources.

We added the look-ahead and backhaul-aware capabilities to two of the ns-3 mmWave mod-
ule schedulers, i.e., the MmWaveFlexTtiMacScheduler class, modeling a Round Robin (RR) scheduler,
and the MmWaveFlexTtiPfMacScheduler class, implementing a Proportional Fair (PF) scheduling al-
gorithm. Moreover, in a TDMA setup, with shared resources between the access and the backhaul, it
is important to make sure that the parent gNB does not schedule all of the available resources to a sin-
gle IAB node (e.g., if it is the only active terminal connected to the parent). Otherwise, the child IAB
node would not be able to allocate any resource to the access. We thus limit the maximum number
of time/frequency resources allocated to an IAB device to half of the total available resources.

5.5.2 Simulation Setup

The setup of a simulation with the IAB feature resembles that of a simulation with traditional wired-
only backhaul [156]. We added two auxiliary methods in the MmWaveHelper class, which hides from
the ns-3 user much of the complexity related to the configuration of the mmWave RAN and core
network. Similarly to the methods used to set up UEs and gNBs, the InstallIabDevice method
returns a NetDevice properly configured, with the stack described in Fig. 5.6.

The initial attachment of each IAB node to its parent gNB is performed by the methods At-

tachIabToClosestWiredEnb or AttachIabToBestNodeHQF. The latter scans the signal quality of the
available IAB nodes or wired donors, and selects that with the highest SNR. Moreover, it avoids the
creation of loops in the network tree. These helper methods, moreover, automatically register the
new IAB nodes to the control entities in the core network, and define the default radio bearer that
will be used for the backhaul link. Finally, by default, the UEs in the ns-3 mmWave module perform
the initial attachment as soon as the simulation starts, i.e., at simulation time ts = 0. Therefore, we
added the AttachToClosestEnbWithDelay method that delays by D seconds the initial attachment
of UEs to the chosen gNBs, either wired or wireless. This method can be used to let the UEs perform
IA only after the IAB nodes have completed their IA and backhaul bearer setup.

3The additional subframe with respect to Nh is needed because the farthest IAB node (without
IAB children) has to schedule its resources at least one subframe in advance, in order to transmit the
DCI beforehand to its UEs

83



CHAPTER 5. INTEGRATED ACCESS AND BACKHAUL 5G MILLIMETER
WAVE CELLULAR NETWORKS

Table 5.5: Simulation parameters for IAB end-to-end evaluation.

Parameter Value Description

B 1 GHz Bandwidth of mmWave gNBs
fc 28 GHz mmWave carrier frequency
λb {30, 45} gNB/km2 gNB density
MgNB 64 gNB MIMO array size
MUE 16 UE MIMO array size
pw {0.1, 0.3, 0.5} Fraction of wired gNB
RPHY 3.2 Gbit/s mmWave max PHY rate
BRLC,UE 10 MB RLC buffer size for UEs
BRLC,IAB 40 MB RLC buffer size for IAB nodes
R 220 Mbit/s UDP application rate
PUDP 1400 byte UDP packet size

5.5.3 End-to-End Performance Evaluation

The IAB’s performance is assessed in terms of end-to-end throughput and latency, considering dif-
ferent applications and traffic types. The main parameters for the simulations are reported in Ta-
ble 5.5. In the scenario we investigate, M base stations are deployed following a PPP with density
λb gNB/km2, and a fraction 0 ≤ pw ≤ 1 of the M base stations have wired backhaul connections (i.e.,
the IAB-donors), while the others (i.e., the IAB-nodes) are wirelessly connected to the IAB-donors,
perhaps over multiple hops. The network implements in-band backhaul, at 28 GHz, with TDM of the
radio resources among the access and the backhaul links. We consider uniform rectangular antenna
arrays in the base stations and UEs, with 64 and 16 elements, respectively, and the beamforming
model described in [156]. The UEs are also deployed with a PPP with density λu = 10λb UE/km2

using the new ns-3 OutdoorPositionAllocator method, although we only evaluate the performance
of the subset of users connected to a target gNB, which is either the first gNB deployed in a baseline
scenario in which all nodes have a wired connection to the core network, or the first IAB-node that
performs the initial access in an IAB scenario. The MAC layer performs HARQ retransmissions, and
the RLC layer uses the Acknowledged Mode (AM) to provide additional reliability. The scheduler is
Round Robin, with the look-ahead backhaul-aware mechanisms described in Sec. 5.5.1.3.

We test three different deployment scenarios. The best case is when all the M base stations
in the network are equipped with a wired connection to the core network (i.e., the all wired sce-
nario). This represents the most expensive solution, in terms of density of fiber drops, but permits
the whole bandwidth to be used for access traffic. With the IAB-nodes option, pwM base stations
are IAB-donors, i.e., have a wired connection and (1 − pw)M have wireless backhaul. Finally, the
baseline is the one that 3GPP considers for comparisons with IAB solutions, described in [168], i.e., a
deployment with only pM wired base stations and no IAB-nodes (the only donors configuration).

UDP user traffic In Fig. 5.7, we consider an IAB network where each user downloads content
from a remote server with a constant bit-rate of R = 220 Mbps, using UDP as the transport proto-
col, thus introducing a full buffer source traffic model. The flow of each end-to-end connection does
not self-regulate to the actual network conditions, thus congestion arises. This experiment aims to
test the performance of an IAB setup in a saturation regime, where the access and backhaul links
are constantly used. As expected, the best performance is provided by the all wired configuration,
given that it provides the same access point density as the IAB setup, but avoids the multiplexing
of resources between access and backhaul. On the other hand, it is possible to identify two advan-
tages and one drawback of the IAB configuration with respect to the only donors one. A higher
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Fig. 5.7: Fifth percentile and CDF of the throughput for the users of a target IAB-node, varying the
percentage of IAB-donors p and the deployment strategies, for a density of 45 gNB/km2.

represents the most expensive solution, in terms of density of fiber drops, but permits the whole
bandwidth to be used for access traffic. With the IAB-nodes option, pN base stations are IAB-donors,
i.e., have a wired connection and (1 � p)N have wireless backhaul. Finally, the baseline is the one
that 3GPP considers for comparisons with IAB solutions, described in [123], i.e., a deployment with
only pN wired base stations and no IAB-nodes (the only donors configuration).

UDP user traffic In Fig. 5.7, we consider an IAB network where each user downloads con-
tent from a remote server with a constant bitrate of 220 Mbps, using UDP as the transport protocol,
thus introducing a full buffer source traffic model. The flow of each end-to-end connection does
not self-regulate to the actual network conditions, thus congestion arises. This experiment aims to
test the performance of an IAB setup in a saturation regime, where the access and backhaul links
are constantly used. As expected, the best performance is provided by the all wired configuration,
given that it provides the same access point density as the IAB setup, but avoids the multiplexing
of resources between access and backhaul. On the other hand, it is possible to identify two advan-
tages and one drawback of the IAB configuration with respect to the only donors one. A higher
throughput for the worst users is achieved when using IAB-nodes, as shown by the fifth percentile
throughput plot in Fig. 5.7a. In particular, for p = 0.5 (i.e., when the number of relays is equal to the
number of IAB-donors), IAB has only 13% less fifth percentile throughput than the all wired config-
uration. Moreover, the usage of IAB-nodes likely offloads the worst users from the IAB-donors, and
this frees up resources for users with the best IAB-donor channel quality, thereby enabling a higher
throughput, as illustrated in Fig. 5.7b. The IAB solution, however, requires multiplexing of the wire-
less resources between access and backhaul. In a scenario where the links are always saturated, this
results in a worse performance for the average users connected to the relays, which are throttled on
the backhaul links by the round robin scheduler at the donors and have a smaller throughput than
with the only donors setup.

DASH, HTTP user traffic The next set of results considers a more common use case, in which
the users either stream video using DASH [143] or access web pages using HTTP from a remote
server. This kind of source traffic is asynchronous and bursty, and, in the DASH case, the flow
adapts itself to the varying capacity offered by the network, after some delays due to the signaling
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Fig. 5.7: Fifth percentile and CDF of the throughput for UEs of a target IAB-node, varying the per-
centage of IAB-donors pw and the deployment strategies, with λb = 45 gNB/km2.
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Fig. 5.8: Performance for users in a target IAB-node, with different applications, for a density of 30
gNB/km2.
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(b) Average delay to retrieve an HTTP web page.

Fig. 5.8: Performance for UEs of a target IAB-node, for different applications and λb = 30 gNB/km2.

throughput for the worst users is achieved when using IAB-nodes, as shown by the fifth percentile
throughput plot in Fig. 5.7a. In particular, for pw = 0.5 (i.e., when the number of relays is equal to the
number of IAB-donors), IAB has only 13% less fifth percentile throughput than the all wired config-
uration. Moreover, the usage of IAB-nodes likely offloads the worst users from the IAB-donors, and
this frees up resources for users with the best IAB-donor channel quality, thereby enabling a higher
throughput, as illustrated in Fig. 5.7b. The IAB solution, however, requires multiplexing of the wire-
less resources between access and backhaul. In a scenario where the links are always saturated, this
results in a worse performance for the average users connected to the relays, which are throttled on
the backhaul links by the round robin scheduler at the donors and have a smaller throughput than
with the only donors setup.

DASH, HTTP user traffic The next set of results considers a more common use case, in which
the users either stream video using DASH [188] or access web pages using HTTP from a remote
server. This kind of source traffic is asynchronous and bursty, and, in the DASH case, the flow
adapts itself to the varying capacity offered by the network, after some delays due to the signaling
and convergence of the algorithm. Therefore, the network is not as stressed as in the previous experi-
ment, and in this case the advantage of IAB is more visible. Indeed, thanks to the better channel seen
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on average by the user due to more numerous nodes compared to the only donor case, and thanks to
the asynchronous and independent nature of the traffic at each user, which provides greater multi-
plexing gains, the performance of the IAB network is not far from that of the network with all wired
access points. In particular, Fig. 5.8a reports the average duration of a rebuffering event for a DASH
stream, for all the users in a target base station. The rebuffering happens when the DASH framework
does not adapt fast enough to the network conditions, or if the network capacity is not sufficient to
sustain even the minimum video quality available in the DASH remote server. As can be seen, the
only donors setup has the worst performance, with a 5 and 2 times higher rebuffering than the all
wired configuration, for pw = 0.3 and 0.5, respectively. The IAB deployment, instead, degrades the
performance of the all wired only by 1.4 and 1.3 times, for pw = 0.3 and 0.5, respectively. Likewise,
Fig. 6.11 shows the average time it takes to completely download a web page, from the first client
HTTP request to the reception of the last object: the trend is similar to that of the DASH rebuffer-
ing. Finally, for this kind of traffic, the improvement introduced by densification of IAB-donors (i.e.,
increasing pw from 0.3 to 0.5) is less marked than with the constant bit-rate traffic shown in Fig. 5.7.

5.6 Conclusions and Design Guidelines

IAB networks present both benefits and limitations with respect to deployments where the radio re-
sources are not multiplexed between the access and the backhaul. First, the IAB solution may present
lower deployment costs and complexity with respect to the all wired setup, but, at the same time,
splitting the available resources between access and backhaul traffic makes the overall network per-
formance worse than in the all wired case under heavily loaded network scenarios. However, for
bursty traffic the performance of the IAB solution approaches that of the all wired case. This shows
that when evaluating the performance of IAB networks it is important to consider the specific use
case and end-to-end applications that run on top of the network. Moreover, the results suggest that
the main advantages of an IAB deployment, when compared to the only donors setup, come from an
improvement in channel quality for cell edge users, on average, which consequently improves the
area spectral efficiency. On the other hand, the deployment of an IAB network presents challenges
related to the design and interactions at different layers of the protocol stack. An important issue
is related to the enforcement of QoS guarantees in single and multi hop scenarios, so that mixed
IAB traffic flows for end-to-end applications can safely coexist. Similarly, during the setup phase,
in which the IAB-nodes join the network by performing initial access to their IAB parents, it is im-
portant to consider the attachment strategies to avoid overloading some IAB-donors, or excessively
increasing the number of hops. In particular, how to design path selection strategies which are robust
to network topology changes and end terminals’ mobility is still an open research challenge which
deserves further investigation.

Most of these system-level challenges are related to the design of ad hoc scheduling procedures
at the MAC layer, able to efficiently split the resources between the access and the backhaul and pro-
vide interference management. Another important challenge is related to cross-layer effects emerg-
ing from retransmissions at multiple layers, and the configuration of RLC and transport layer timers
may need to account for the additional delays related to the retransmissions over multiple hops and
the reordering of packets at the receiver. At the PHY layer, it is interesting to evaluate the gain of the
spatial multiplexing of the access and the backhaul, by using digital or hybrid beamforming, which
could avoid the time/frequency multiplexing typically needed when using analog beamforming.

Overall, these challenges represent promising research directions to enable self-configuring,
easy-to-deploy and high-performance IAB networks, which could represent a cost-effective solution
for an initial ultra-dense NR deployment at mmWave frequencies.
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Chapter 6
Enabling Technologies for Future
Vehicular Networks

6.1 Introduction

As introduced in Chapter 1, in recent years there has been a significant interest in the context of Con-
nected and Autonomous Vehicles (CAVs), which have rapidly emerged as a means to guarantee a
safer travel experience and to support multimedia applications [189]. The potential of CAVs can be
fully unleashed through direct wireless communications among autonomous vehicles and to/from
roadside infrastructures, a concept that is usually referred to as Vehicle-to-Vehicle (V2V) and Vehicle-
to-Network (V2N) connectivity, respectively, cumulatively indicated as Vehicle-to-Everything (V2X).
Today, basic V2V services are supported by the IEEE 802.11p standard [25], which offers data ex-
change at a nominal rate from 6 to 27 Mbps within a range of a few hundreds of meters, while V2N
services are enabled by the C-V2X standard – based on the LTE technology [190] –, which guaran-
tees a data rate of around 100 Mbps in high mobility scenarios. These radio technologies, however,
were primarily designed to provide coverage and may not be able to satisfy the unprecedentedly
high throughput demands (i.e., in the order of terabytes per driving hour [191], according to some
estimates) of envisioned vehicular services [29], which will range from generation and maintenance
of high-resolution road maps to cloud-assisted intelligent driving [192].

In this context, the automotive industry has devoted efforts to specifying new communication
solutions, e.g., operating in the mmWave bands above 10 GHz (see Sec. 2.1), that allow vehicles to
use very large bandwidths to communicate, thus guaranteeing very high transmission speeds [191].
Although this new band has gathered great attention for V2X, the mmWave paradigm comes with
its own set of challenges [193], including severe path loss and susceptibility to blockage, thereby
preventing long-lived communications, a critical prerequisite for safety operations. In order to fully
understand the potential of this technology in a vehicular scenario, it is therefore important to carry
out simulations that validate the feasibility of designing mmWave-aware solutions in view of the
strict requirements of future transportation systems, a research challenge that is still largely unex-
plored.

This chapter is based on contributions presented in [J4, J9, C1, C3, C5, C6, C9, C12,C14, C16, B2].
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6.1.1 Motivations and Chapter Structure

Along these lines, in this chapter we provide simulation results that compare the performance of
different RATs in realistic V2X environments. In Sec. 6.3 we overview the characteristics of the LTE,
IEEE 802.11p and mmWave technologies as enablers for vehicular communications. In particular,
we investigate the limits that prevent the direct employment of legacy communication protocols on
high-frequency links, and highlight possible solutions at the different layers of the protocol stack to
enable mmWave network operations.

In Sec. 6.4 we provide an end-to-end performance evaluation of the mmWave technology in a
V2N scenario, considering different propagation models, application requirements, and traffic den-
sities. ns-3 [151] is used as a simulator to consider end-to-end scenarios with a complete 3GPP-like
TCP/IP protocol stack. Unlike most existing studies, we investigate both static and dynamic environ-
ments, thus exemplifying how high-speed mobility impacts the overall communication performance
of vehicles. We show that mobility typically leads to very high levels of queuing and buffering at
the MAC layer, dramatically increasing latency and packet loss. Frequent handovers in dense base
station deployments is another potential drawback of mmWave systems, in particular when the ve-
hicles operate in NLOS. We consider traditional UDP and TCP connections at the transport layer,
which are of general interest for vehicular services. In addition, unlike typical performance analy-
ses, we consider HTTP applications, which simulate web browsing traffic, and DASH flows, which
simulate video streaming over the Internet, to consider more common use cases.

In Sec. 6.5 we focus on V2V networking. Unlike for the V2N case, it is not possible to simulate
end-to-end scenarios due to the absence of appropriate simulation softwares.1 We therefore present
link-level simulations that exemplify, in terms of packet reception ratio, data rate capacity and outage
probability, the impact of several automotive-specific parameters, e.g., the antenna array size and the
vehicular traffic density, on the overall V2V network performance. We implement the channel model
that the 3GPP has proposed for NR-V2X systems [31], which (i) supports deployment scenarios for
urban/highway propagation, and (ii) incorporates the effects of path loss, shadowing, line of sight
probability, and static/dynamic blockage attenuation. We also consider an extension of the 3GPP
model, proposed in [195], that characterizes density-dependent propagation.

In Sec. 6.6 we demonstrate the potential of mmWaves to design fair and efficient attachment poli-
cies in a V2N scenario. In particular, we propose a QoS-aware scheme that integrates the mmWave
and LTE radios to bias the cell selection as a function of the vehicular service requirements, pre-
venting the overload of transmission links. Our simulations demonstrate that the proposed strat-
egy improves the percentage of vehicles satisfying the application requirements, and delivers high-
throughput association compared to state-of-the-art schemes based on received signal quality crite-
ria.

Finally, in Sec. 6.7 we conclude the chapter by identifying guidelines for the design of V2X strate-
gies at mmWaves. In particular, we make the case that, although the mmWave technology emerges
as an enabler of the boldest data rate requirements of future automotive applications, still the char-
acteristics of the legacy spectrum are able to deliver a good compromise between low end-to-end
latency and high connection stability at long range, thereby making the LTE and IEE 802.11p stan-
dards promising access solutions to maintain robust communications.

1ns-3 features a WAVE module [194] for the performance of vehicular networks in an end-to-end
environment in the IEEE 802.11p band. We are currently developing an extension of such module for
the simulation of V2V communications in the mmWave bands too, which is fully compliant with the
3GPP standardization efforts in this domain and which follows the evaluation methodology agreed
in [31] (whose main features have been summarized in Sec. 1.4.1). The source code will be made
publicly available as soon as the implementation will be completed [27].
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6.2. RELATED WORK

Table 6.1: Literature on mmWave vehicular networks.

Topic Relevant References

V2X Operations [196, 197] Use of mmWaves in a vehicular context.
[198–200] IEEE 802.11ad V2X operations.

V2N Connectivity

[54, 201, 202] Stochastic geometry evaluations.
[203–207] PHY/MAC evaluations.
[208–210] End-to-end evaluation at sub-6 GHz frequencies.
[211, 212] End-to-end evaluation at mmWave frequencies.

V2V Connectivity
[213] Analytical evaluation.
[214–218] Multi-RAT integration.
[219–221] Characterization of the mmWave channel.

V2N Attachment

[222–224] Attachment optimization.
[225–227] Game theory approach.
[87, 228] Combinatorial optimization approach.
[201, 229–231] Stochastic geometry approach.
[176] LTE/mmWave integration for cellular networks.
[232–234] LTE/mmWave integration for vehicular networks.

6.2 Related Work

The application of the mmWave technology in a vehicular context is not new. Current automotive
radars already operate in the 77 GHz spectrum [196]. For vehicular communications, mmWave was
tested more than a decade ago [197], and dual-functional systems integrating the radar function to
enable V2X communications based on the IEEE 802.11ad WLAN protocol have recently been inves-
tigated in the automotive world [198–200]. The potential of mmWaves to support intelligent trans-
portation systems has been first recognized in [191, 191], while a list of challenges that need to be
addressed to deploy mmWave automotive scenarios was provided in [193]. A mmWave architecture
for future vehicular applications is also being investigated by the European Commission [235].

Vehicle-to-Network Connectivity Vehicular network performance in V2N has been tradi-
tionally evaluated through stochastic geometry [201]. In the mmWave context, papers [54,202] mod-
eled, through a stochastic approach, a V2N deployment operating at 28 GHz to characterize coverage
and connectivity performance. Given the simplicity of their topology and their high level of automa-
tion, highway scenarios have been considered. Some other related work, e.g., [203–206], focused on
PHY or MAC layer performance metrics (e.g., achievable transmission range or packet transmission
probability) to motivate the use of mmWaves to facilitate Gbps communication for V2N scenarios.
In our previous contribution [207], we showed that, even though mmWave systems are likely to
offer high peak capacity, they may not be able to satisfy the stringent requirements of some automo-
tive services in terms of stability and outage probability, though performance can be improved by
considering very directional transmissions and frequent re-alignment operations. Such results, how-
ever, have not investigated the impact of the upper layers on the network behavior, thereby calling
for more accurate system-level analyses.

System-level simulators, such as ns-3, have therefore been employed to simulate complex net-
works and enable full-stack simulation capabilities in realistic deployments [151]. ns-3 has been used,
e.g., in [208–210], to simulate vehicular scenarios in end-to-end environments over LTE networks,
even though propagation characteristics of legacy systems are completely different from those of
mmWave channels. At the time of writing, our previous works [211, 212] are the only available con-
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tributions providing an end-to-end evaluation of the performance of the mmWave technology in a
V2N scenario.

Vehicle-to-Vehicle Connectivity While the research on V2N systems operating at mmWaves
has recently been quite widespread, the literature on V2V networking is still very scarce. In [213] the
authors shed light on the operational limits of mmWave bands as a viable technology for future high-
rate V2V transmissions. Integration among different RATs has also been investigated as a means to
support high-throughput and robust connectivity. In [214], for example, a multi-access edge com-
puting framework integrating licensed sub-6 GHz band and mmWaves for inter-vehicle information
distribution was proposed. In [215, 216], link-layer simulations have been conducted to compare the
performance of IEEE 802.11p and the mmWave technology to support V2V networking, aiming at
providing insights on how both technologies can complement each other to meet the requirements
of future automotive services. Petrov et al., in [217], characterized the integration between mmWave
and low terahertz bands and modeled the interference from the side lanes in two typical V2V deploy-
ments including highway and urban road environments. Coll-Perales et al., in [218], introduced the
first performance evaluation of the IEEE 802.11ad MAC and beamforming mechanism for mmWave
V2V communications, highlighting opportunities and shortcomings that should guide the develop-
ment of V2V connectivity in the above-6 GHz spectrum.

Some other papers have provided analytical characterizations of the mmWave channel in V2V
scenarios. For example, in [219] an experimental characterization of the 38 GHz and 60 GHz radio
channel was presented. In [220] we validated the channel model that the 3GPP has proposed for NR-
V2X systems and exemplified the impact of several automotive-specific parameters on the overall
network performance considering realistic simulation assumptions for typical vehicular scenarios.
The impact of the positions of a mmWave antenna on a vehicle for typical V2V scenarios was fi-
nally studied in [221], and path loss measurements at 28 GHz were conducted to investigate how to
minimize the effect of the surrounding objects.

Vehicle-to-Network Attachment Policies Different studies have tried to design the op-
timal vehicle association technique that avoids system overload and best distributes the available
resources among the users. For example, Chen et al., in [222], proposed joint optimization of channel
selection, user association and power control to maximize spectrum and energy utilization efficien-
cies. In [223], Corroy et al. presented a new theoretical framework to study cell association for the
downlink of multi-cell networks and developed a dynamic method that associates users to macro or
pico nodes while maximizing the sum rate of all network users. Cell range expansion theory has also
been used in [224] to perform user association based on the biased measured signal, i.e., balancing
the load among high- and low-power eNBs.

Lately, researchers have tried to solve the user association problem using advanced mathemati-
cal tools, in particular game theory [236] and combinatorial optimization [237]. For instance, in [225],
the authors have proposed load balancing methods for multi-tier networks with massive MIMO
gNBs and demonstrated that the load-based association scheme terminates in a Nash equilibrium.
Similarly, Xu et al., in [226], presented a centralized user association algorithm that targets rate max-
imization, proportional fairness, and joint user association and resource allocation in a MIMO sce-
nario. In [227], game theory was used to model user association in heterogeneous networks to guar-
antee QoS to human-initiated traffic while providing fair resource allocation for machine-to-machine
services. In [228], Liu et al. formulated the user association issue as a nonlinear combinatorial
problem and proposed a centralized scheme which guarantees fair and energy efficient attachment
through Lagrange multipliers. In [87], the authors formulated a logarithmic utility maximization
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Fig. 6.1: Spectrum allocation for the main V2X radio technologies.

problem for single-user association, and showed that equal resource allocation is actually optimal,
over a sufficiently large time window. However, most popular mathematical optimizations only
apply to scenarios where the traffic flow generated by endnodes is approximately static. However,
in the real world, traffic is not stable nor accurately predictable, thereby making traditional model
assumptions invalid.

Stochastic geometry [201] has also emerged as a computationally tractable approach to model
and analyze the performance of multi-tier heterogeneous networks [229]. In this regard, Dhillon et
al., in [230], exploited stochastic geometry to evaluate the performance of user association, based on
received signal quality criteria, in a multi-tier cellular system. In a similar way, the authors in [231]
formulated a throughput maximization problem subject to QoS constraints, and provided insights
into the optimal spectrum allocation technique.

Most prior work on network association applies to LTE-only scenarios. LTE and mmWave het-
erogeneous networking, on the other hand, is much more sensitive to the cell association policy
because of the significant propagation disparities of the two radios, and calls for innovative solu-
tions that depend on the radio technology characteristics. In [176], Singh et al. made the case that,
although mmWaves generally represent the preferred access technology, offloading users to more re-
liable radio interfaces may dramatically improve the rate of cell-edge users in case of sudden channel
degradation. The aforementioned association policies were proposed for cellular networks, which
might not be fully representative of a vehicular system due to the more challenging propagation and
traffic characteristics of highly mobile vehicular nodes. Although some recent works in the litera-
ture have tried to provide preliminary insights into user association also in the context of vehicular
networks [232], e.g., leveraging reinforcement learning [233] or information on the vehicular ser-
vice requirements [234], there remain many open problems which call for innovative modeling and
design solutions.

6.3 Vehicular Radio Technologies: an Overview

In this section we overview the characteristics of candidate RATs currently being considered to sup-
port V2X communications, and discuss their possible shortcomings in relation with future applica-
tion requirements. Spectrum allocation of those RATs is reported in Fig. 6.1.

6.3.1 Long Term Evolution

Since its inception, the LTE cellular technology, operating in the sub-6 GHz spectrum, has repre-
sented an ideal candidate to support V2N operations [238]. First, LTE relies on a capillary deploy-
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ment of eNBs offering wide area coverage and long-lived connectivity. Second, resource allocation
is centrally managed by an eNB at every transmission opportunity, thereby satisfying service qual-
ity constraints while managing priorities in case of V2N applications competing for resources [23].
Third, LTE operates through omnidirectional transmissions and supports broadcast data distribu-
tion [190]. Fourth, the LTE interface may guarantee transfer latencies in the radio access theoretically
lower than 100 ms, which is particularly beneficial for delay-sensitive vehicular applications.

Nevertheless, LTE was originally designed for mobile broadband traffic and its capability to
support V2N communications is still an open question. The main concern comes from LTE’s network
architecture, that is configured to keep non-active terminals in idle mode: transitions to connected
mode may require several seconds [239], which is intolerable for vehicular services. The access and
transmission latency also increases with the number of users in the cell, thus raising issues. Moreover,
despite the almost ubiquitous coverage of LTE, still the connection may not be always available
(e.g., in underground areas). Finally, LTE offers limited downlink capacity (i.e., around 100 Mbps in
Release 8, though much lower rates are expected in mobile scenarios), which might not be enough to
satisfy the requirements of some V2N applications.

6.3.2 IEEE 802.11p

The IEEE 802.11p standard supports the PHY and MAC layers of the Dedicated Short Range Com-
munication (DSRC) transmission service and offers V2V data exchange at a nominal rate from 6 to 27
Mbps within a range of a few hundreds of meters [25].2 In the US, DSRC can count on a total spec-
trum of 75 MHz in the 5.9 GHz frequency band, divided into seven 10-MHz channels, with 5 MHz of
guard band at the lower end of the spectrum, with an additional 14 MHz allocation in the 915 MHz
bands. This standard embeds certain desirable features for V2V communications. Endpoints can op-
erate without a network infrastructure, removing the need for prior exchange of control information
and thus bringing a significant advantage in terms of latency with respect to regular Wi-Fi or legacy
cellular operations. Moreover, IEEE 802.11p implements the carrier sensing multiple access with col-
lision avoidance (CSMA/CA) mechanism at the MAC layer, thereby guaranteeing a fully distributed
and uncoordinated access to the wireless channel, with no need for a resource allocation procedure.

Nevertheless, the IEEE 802.11p standard presents some inherent limitations. First, the through-
put and delay performance degrades as the network load increases, even though there are ways of
mitigating congestion by adjusting the message rate in the application layer [241]. Second, the chan-
nel access mechanism is prone to the hidden node problem, which may result in packet collisions.
Third, the limited bandwidth of IEEE 802.11p systems results in limited data rates which may not
satisfy the requirements of some categories of future V2V applications, e.g., extended sensors.

6.3.3 Millimeter Waves

Recently, the mmWave band has been investigated as a means to enhance automated driving and
address the stringent throughput and latency demands of emerging vehicular applications. As de-
scribed in detail in Chapter 2, these frequencies, combined with high-order modulation and MIMO
techniques, offer orders of magnitude higher bit-rates than legacy vehicular technologies [242]. More-
over, unlike in LTE/IEEE 802.11p, mmWave systems operate through highly directional communica-
tions which tend to isolate the users and deliver reduced interference. Security and privacy are also
inherently improved because of the short-range transmissions which are typically established [47].

2The IEEE 802.11p standard has also been considered as an option to serve V2N traffic [240]. How-
ever, it suffers from scalability issues, long delays, and short-range short-lived connectivity, thereby
making LTE a more appropriate ratio technology for V2N connectivity, as explained in Sec. 6.3.1.
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Although mmWave-assisted V2X operations are very attractive from the throughput perspec-
tive, they still pose significant challenges [51, 193]. Signals propagating in the mmWave spectrum
suffer from severe path loss and susceptibility to shadowing, thereby preventing long-range trans-
missions (assuming isotropic propagation). Furthermore, directionality requires precise alignment
of the transmitter and the receiver and implies increased control overhead. Additionally, mmWave
links are highly sensitive to blockage and have ever more stringent requirements on electronic com-
ponents, size, and power consumption. Given that the challenging radio conditions caused by the
mobility of vehicles are further exacerbated considering the dynamic topology of the vehicular net-
works, how to directly apply the mmWave technology to a V2X deployment is still not clear and has
become a research focus in the area of intelligent automotive systems.

6.3.3.1 PHY/MAC Protocol Design

As mentioned in Sec. 2.2, mmWave systems require require precise alignment of the transmitter and
receiver beams, In the automotive context, beam management can be designed by extracting in-
formation from radar signals [243]. Simulations confirm that radars can be a useful source of side
information and can help configure the mmWave V2X links. Location-aided beamforming strategies
have also been studied, e.g., in [244], to achieve ultrafast connectivity between vehicles. In partic-
ular, adaptive channel estimation based on location information allows the connection time to be
substantially reduced. The predictability of the vehicular mobility can be exploited to design beam
management techniques that are able to estimate the vehicle’s trajectory and derive the optimal beam
orientation accordingly [204].

6.3.3.2 Network Protocol Design

Little work exists regarding the communication performance of the network layer (especially rout-
ing) for future V2X networks, as introduced in Sec. 1.5. In the mmWave context, some works tried
to design network layer protocols specifically tailored to multi-hop systems with directional anten-
nas. In [245], the authors proposed an Optimal Geographic Routing Protocol (OGRP) that selects the
appropriate multi-hop relays considering the specific features of mmWave propagation. Other so-
lutions implement some sort of multipath routing that allows a vehicular node to establish multiple
connections through different access technologies, besides using device-to-device (D2D) transmis-
sions. In [246], a multi-hop concurrent transmission scheme is proposed and, by properly break-
ing one single-hop low-rate link into multiple shorter high-rate links and allowing non-interfering
nodes to transmit concurrently, the network resources can be efficiently used to improve the network
throughput.

6.3.3.3 Transport Protocol Design

A relevant issue in vehicular networks is the performance analysis of transport protocols, especially
congestion control using the TCP, as introduced in Sec. 1.5. One possible way to design mmWave-
aware transport layer protocols is to dynamically adapt the TCP flow according to the instantaneous
channel propagation conditions of the surrounding nodes, thereby reducing the congestion win-
dow size in case the path between the endpoints is obstructed [247]. The hybrid and joint use of
V2V and V2N communications can also ensure better QoS and transmission efficiency, especially
when delivering large data contents [248]. The message may indeed be divided into several seg-
ments and delivered to multiple vehicles (i.e., to remove possible points of failure on the propaga-
tion paths), or shared among multiple infrastructure nodes, which are less affected by forwarding
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constraints. Finally, multipath-TCP [249], a standard that makes it possible to multiplex a TCP con-
nection over multiple end-to-end paths, is another promising approach to improve the reliability of
high-capacity networks. However, there are several issues with the traditional congestion control
algorithms, in particular when coupling mmWave and LTE links. Nevertheless, the definition of
innovative transport-layer schemes for V2X systems is just in its infancy and therefore represents a
wide-open research area.

6.4 Millimeter Waves in V2N: Performance Evaluation

In this section we conduct extensive simulations to compare the performance of the mmWave and
LTE RATs in realistic V2N environments. ns-3 is used as a simulator to consider end-to-end met-
rics. Unlike traditional performance analyses, which rely on PHY or MAC layer quality metrics,
we investigates the impact of the upper layers on the network behavior, thereby guaranteeing more
accurate system-level analyses. Moreover, unlike analytical evaluations, which typically adopt con-
servative assumptions on the signal propagation, we consider full-stack simulations, which allow
to estimate the system performance accounting for detailed protocol implementations. In detail,
Sec. 6.4.1 describes the ns-3 modules architecture and introduces our system-level parameters and
overall simulation objectives. Sec. 6.4.2 discusses how the selection of the RAT affects the overall
network performance, and Sec. 6.4.3 demonstrates the impact of mobility on the V2N scenarios.

6.4.1 Evaluation Methodology

6.4.1.1 The ns-3 Architecture

Our performance evaluation is conducted using ns-3, an open source software which allows the
simulation of complex networks with a very high level of details. The ns-3 simulator features:

• An LTE module [250], which provides (i) a basic implementation of LTE devices, including
propagation models, PHY and MAC layers, (ii) RRM of the data radio bearers, the MAC
queues and the RLC instances, and (iii) full-stack support for both uplink and downlik packet
scheduling. The path loss is based on pure geometric considerations which deterministi-
cally evaluate whether the V2N link is blocked by buildings or not, and is implemented in
the Lte3gppPropagationLossModel class following the model in [251]. We consider a fast
Rayleigh fading, which is modeled as a stochastic gain with unit power (in linear scale).

• A mmWave module, which builds upon the LTE module and implements a 3GPP-like cellular
protocol stack including (i) a custom PHY/MAC layer implementation for both UE and eNB
devices, (ii) support for directional transmissions through analog beamforming, and (iii) a
complete TCP/IP protocol suite. The propagation is based on the 3GPP model for frequencies
above 6 GHz [252], which characterizes the time correlation among the channel impulse re-
sponses to account for spatial consistency, and is implemented in the MmWave3gppPropagation
LossModel class. Moreover, since the effects of high mobility at mmWaves result in rapidly
time-varying channels, ns-3 implements a detailed fading model in the MmWave3gppChannel

class. In particular, the model characterizes spatial clusters, subpaths, angular beamspreads
and the Doppler shift, which is a function of the total angular dispersion, carrier frequency
and mobile velocity.
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Table 6.2: V2N Applications’ design characteristics.

Parameter Value

UDP packet size PUDP 1400 B
UDP application rate R {224, 28, 11, 1} Mbps
UDP simulation time TUDP 0.5 s

TCP version HighSpeed
TCP min. RTO 200 ms
TCP segment size PTCP 1400 B
TCP sender buffer size 52 KB
TCP receiver buffer size 52 KB
TCP simulation time TTCP 10 s

DASH version MPC
DASH interarrival time Exp(0.5) s
DASH segment history 5
DASH simulation time TDASH 60 s

HTTP object size logN (100, 40) KB
HTTP reading time Exp(30) s
HTTP simulation time THTTP 200 s

6.4.1.2 Application Characteristics

The behavior of different applications, whose design parameters are collected in Table 6.2, is investi-
gated.

• User Datagram Protocol (UDP). UDP-like vehicular applications generate packets of PUDP =

1400 bytes at a constant interarrival rate ranging from τmin = 50 µs to τmax = 10000 µs, cor-
responding to application rates ranging from Rmax ≃ 224 Mbps to Rmin ≃ 1 Mbps, to test
the performance of vehicles in relation with different service requirements [30]. In particular,
high-rate UDP transmissions are compatible with V2N applications offering extended sensor
sharing services, while lower source rates are typical of platooning systems having very strin-
gent requirements in terms of communication delay and reliability but for which the size of
the exchanged messages is reasonably small.

• Transmission Control Protocol (TCP). TCP-like vehicular applications, unlike their UDP-like
counterparts, implement congestion control algorithms at the transport layer to adapt and
self-regulate the traffic flow to avoid congestion. TCP guarantees reliable, ordered, and error-
checked packet delivery, although it may suffer from high end-to-end latency. In this study,
HighSpeed TCP is used as the congestion control protocol, since it natively maintains large
congestion windows and has been proven to efficiently support broadband connections.

• Dynamic Adaptive Streaming over HTTP (DASH). DASH applications, which rely on TCP, simu-
late adaptive video streaming services in which, contrary to conventional HTTP-based mech-
anisms, the bit-rate level for future chunks is chosen according to the network conditions to
deliver the highest possible quality of experience. In this study, Model Predictive Control (MPC)
is implemented for bit-rate adaptation, and streaming data chunks are generated according to
a PPP of parameter 0.5 s.

• HyperText Transfer Protocol (HTTP). HTTP applications simulate web browsing traffic requests.
Technically speaking, the client transmits request objects to demand a service from the server.
Depending on the type of request received, the server transmits either a main object, i.e., the
HTML file of the web page, or an embedded object, e.g., an image referenced by the HTML
file. For these applications, the required throughput depends on the content type, while la-
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Table 6.3: V2N system-level simulation parameters.

Parameter Value Description
LTE B 20 MHz LTE total bandwidth
LTE fc 2.3 GHz LTE carrier frequency
mmWave B 1 GHz mmWave total bandwidth
mmWave fc 28 GHz mmWave carrier frequency
PTX 30 dBm Transmission power
NF 5 dB Noise figure
MeNB 8 × 8 mmWave eNB antenna array size
MV 4 × 4 mmWave vehicle antenna array size
BRLC 10 MB RLC buffer size

tency is reasonably tolerated because the download can be generally completed within some
flexible time frame. In this study, the main object size is modeled as a lognormal random
variable of mean 100 KB and standard deviation 40 KB. A major portion of the traffic pattern
is reading time, which is modeled as an exponential random variable of mean 30 s during
which traffic is not generated. Because of this, the simulation duration is set to THTTP = 300 s
in order to inject significant traffic in the system.

6.4.1.3 Performance Metrics

The statistical results are derived through a Monte Carlo approach, where multiple independent sim-
ulations are repeated to obtain different quantities of interest. In particular, we analyze the following
end-to-end performance metrics.

• Average throughput, the number of RX bytes per vehicle divided by the total simulation time.

• Total throughput, the sum of the throughput of all vehicles within the coverage of a given eNB.

• 5th percentile throughput, the throughput that only 5% of the vehicles cannot achieve (it repre-
sents the performance of cell-edge nodes, the most resource-constrained network entities).

• Average latency (per packet), from the time each packet is generated at the application layer to
when it is successfully received assuming perfect beam alignment (it is therefore the latency
of only the correctly received packets).

• Jain’s fairness index, which is used to determine whether vehicles are receiving a fair share of
the cell resources, and is defined as

J =

(
∑NV

i=1 Si

)2

NV ∑NV
i=1 S2

i

, (6.1)

where NV is the number of users in the cell and Si is the throughput experienced by the i-th
vehicle. The result ranges from 1/NV (most unfair) to 1 (perfectly fair).

• X2 traffic ratio, the ratio between the average traffic load on X2 links connecting the different
eNBs (which depends on the amount of traffic that is forwarded during handover events) and
the average throughput.

• Handover delay (per packet), the average time required to complete a handover, i.e., from the
time the handover is initiated (the source eNB sends an RRC Connection Reconfiguration mes-
sage) to the time the packet is forwarded to the target eNB.
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Fig. 6.2: Stochastic simulation scenario with
λb = 80 eNB/km2 and 10 vehicles per eNB.
In the considered area (500 × 500 m), a total of
20 eNBs and 200 vehicles are deployed.
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Fig. 6.3: Average UDP throughput for differ-
ent values of the eNB density and UDP ap-
plication rate. Narrow (wide) bars refer to a
mmWave (LTE) system.

6.4.1.4 Simulation Parameters and Objectives

The simulation parameters are based on realistic system design considerations, and are detailed Ta-
ble 6.3 as in [211,212]. At the PHY layer, LTE eNBs operate in the 2 GHz band, with 20 MHz of band-
width and omnidirectional transmissions, while mmWave eNBs3 operate at 28 GHz with 1 GHz of
bandwidth and are equipped with UPAs of 8 × 8 elements to establish directional communications
through beamforming. Vehicles are also equipped with 4 × 4 UPAs. For both LTE and mmWave sys-
tems, the transmission power and noise figure are set to PTX = 30 dBm and NF = 5 dB, respectively.
The MAC layer performs HARQ to enable fast retransmissions in case of corrupted receptions, and
the RLC layer, whose buffer is BRLC = 10 MB, uses AM to offer additional reliability. Our main
objective is to investigate the impact of several automotive-specific parameters on the end-to-end
communication performance of V2N nodes. In particular, our results are given as a function of (i)
the RAT (LTE or mmWaves), (ii) the eNB density, (iii) the vehicle density, (iv) the vehicular applica-
tion, (v) the signal propagation characteristics (urban or rural propagation, i.e., UMi-Street-Canyon
or RMa according to the 3GPP terminology), (iv) the deployment scenario (urban or highway).

6.4.2 End-to-End Performance Evaluation: Impact of RAT Selection

In this section we provide numerical results to evaluate the end-to-end performance of the LTE and
mmWave technologies in a V2N scenario considering different applications, eNB densities and chan-
nel propagation characteristics. To do so, we consider a stochastic, static deployment (as depicted
in Fig. 6.2) in which mmWave and LTE eNBs are deployed over an area of 500 × 500 square meters
according to a PPP of density λb varying from 4 to 80 eNB/km2 (the trade-off involves signal cov-
erage and deployment costs). We also deploy an average of 10 vehicles per eNB, as foreseen in [8]
for a dense environment. This is to guarantee that results are not influenced by the interaction of the
vehicles with the road and network elements nor by the dynamics of the mmWave channel.

3To be precise, Next Generation Node Base (gNB) is the 3GPP NR terminology for a base station,
possibly operating at mmWaves, while eNodeB (eNB) identifies a legacy base station operating in
the sub-6 GHz bands. However, for ease of notation, and with no ambiguity, in this chapter the two
terms are used interchangeably.
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Fig. 6.4: Average UDP latency for different
values of the eNB density and UDP appli-
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6.4.2.1 UDP Application

Average Throughput Fig. 6.3 shows the average throughput that the communicating vehicles
experience for different eNB densities. We observe that, for the low source rate scenario (i.e., R = 1
Mbps), both LTE and mmWave systems deliver comparable values of throughput, which is almost
equal to the full UDP rate offered by the application layer. Conversely, higher-rate applications (i.e.,
R = 11 Mbps and R = 224 Mbps) are not well supported by LTE connections which are constrained
by the limited capacity of the low-bandwidth physical channel. The mmWave spectrum, in turn, of-
fers orders of magnitude higher data rates than lower frequencies even in case of congested channels
(110 Mbps vs. 7 Mbps for λb = 80 eNB/km2), thereby satisfying the requirements of most categories
of vehicular services. Moreover, we see that the throughput generally increases with the eNB density,
as a consequence of stronger channels. The effect of densification is particularly evident for mmWave
networks (i.e., the throughput increases by more than 50% from 4 to 80 eNB/km2 for R = 224 Mbps),
since the endpoints are progressively closer, thus guaranteeing improved signal quality and higher
received power. On the other hand, densification delivers negligible improvements for the LTE case
due to the more serious impact of interference in case of omnidirectional communications. We fi-
nally highlight that, for low-rate applications, the UDP traffic injected in the system is sufficiently
well handled by the buffer, with no overflow, also considering sparsely deployed networks.

Average Latency In Fig. 6.4 we measure the average communication latency as a function of
λb for different UDP application rates. We observe that, for R = 1 Mbps, both the LTE and mmWave
overlays guarantee very low latency (i.e., below 20 ms) since the MAC buffers are empty most of the
time. For R = 11 Mbps, although the two technologies were proven to offer comparable average
throughput (7 Mbps vs. 9 Mbps, respectively, for λb = 40 eNB/km2), mmWave systems guarantee
5 times lower latency than legacy systems, which cannot ensure time critical message dissemination
in case of highly saturated channels. For higher application rates, the end-to-end latency increases
uncontrollably in all investigated configurations as a consequence of more populated MAC queues,
although the overall average latency for the mmWave deployment (i.e., around 150 ms for λb = 40
eNB/km2) is still more than 50% lower than its LTE counterpart. Additionally, Fig. 6.4 illustrates that
increasing the eNB density in mmWave scenarios has beneficial effects in terms of latency reduction
(as a results of densification from 4 to 80 eNB/km2 for R = 224 Mbps) as compared to a reduction of
only 1% in case of LTE connections.
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Fig. 6.6: Jain’s index of the UDP throughput for different values of the eNB density and the UDP
application rate.

Total Throughput (UMi vs. RMa) In Fig. 6.5 we plot the total UDP throughput as a func-
tion of the eNB density for both rural (RMa) and urban (UMi) scenarios and considering mmWave
systems. Considering highly saturated channels (i.e., R = 224 Mbps), RMa generally guarantees
throughput improvements with respect to UMi in case of sparse networks (i.e., λb = 4 eNB/km2),
since free-space propagation generally results in reduced outage probability. On the other hand,
for dense and extremely dense deployments, the gain progressively reduces with λb, because of the
increasing impact of the interference from the surrounding cells. In fact, while in the rural envi-
ronment the propagating signals attenuate over distance following the square power law, i.e., Friis’
law, the waveguide effect resulting from the more likely signal reflections and scattering in dense
urban canyons generally result in reduced attenuation. Moreover, the presence of blockages in the
UMi scenario may actually reduce the impact of the interference from neighboring eNBs when the
obstructions block the interfering signals.Considering non-congested scenarios (i.e., R = 1 Mbps) in-
stead, Fig. 6.5 proves that the experienced throughput becomes independent of the eNB density and
the propagation environment as both UMi and RMa channels, regardless of their propagation charac-
teristics, can support well the less stringent requirements of typical low source rate V2N applications.

Jain’s Fairness Index In Fig. 6.6 we plot Jain’s fairness index considering both LTE and mmWave
scenarios,.Although fairness is not always required (e.g., some categories of applications, like those
supporting time-critical operations, deserve prioritization), it still represents a major concern that
should be taken into account to guarantee a minimum performance also to the cell-edge users (or,
in general, to users experiencing bad channel conditions). We observe that, for LTE systems, Jain’s
index is very close to 1 for all density configurations, indicating that (i) cell-edge vehicles experience
a throughput comparable to that of other vehicles in the cell regardless of the source application
rate, and (ii) densification has a negligible impact on the overall network performance. Conversely,
mmWave deployments are generally not compatible with fairness. In particular, the effect of a highly
saturated network (i.e., R = 224 Mbps) makes Jain’s index fall by an impressive 45% (for λb = 40
eNB/km2) compared to LTE propagation, as a result of the increased variability of the mmWave
channel due to scattering and reflection from nearby buildings, vehicles and terrain surfaces. How-
ever, such effect is partially mitigated considering denser deployments, i.e., as the probability of path
loss outage decreases: in this case, the system is able to increase the coverage of cell-edge users, i.e.,
the most resource-constrained network entities, and consequently, provide more uniform quality of
service throughout the network (for example, J increases by more than 30% when going from 4 to
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80 eNB/km2).

6.4.2.2 TCP Application

Average Throughput In Fig. 6.7 we plot the average TCP throughput that the communicating
vehicles experience for different eNB densities and considering both LTE and mmWave technologies.
To reduce the simulation complexity, we limit this analysis to the case in which λb = 60 eNB/km2.
We observe that, while UDP was proven unable to support high-rate applications (UDP connections
delivered orders of magnitude lower throughput than the UDP source rates offered at the applica-
tion layer), TCP’s congestion control mechanisms regulate the source traffic and prevent network
congestion, thereby guaranteeing very good throughput performance. Moreover, Fig. 6.7 shows that
the average throughput is more than 15 times higher when mmWave communications are used. This
is due to the fact that (i) mmWave systems leverage a much larger bandwidth than LTE systems, and
(ii) the aggressive nature of the HighSpeed TCP congestion control protocol favors large bandwidth
connections. Finally, we see that the throughput generally decreases for sparsely deployed networks
(e.g., λb = 4 eNB/km2) due to frequent NLOS propagation. In fact, NLOS regimes result in very
high levels of queuing and buffering which dramatically increase the latency and lead to throughput
degradation, a problem that is usually referred to as bufferbloat [56].

5th Percentile Throughput Fig. 6.8 represents the 5th percentile TCP throughput. First, we
observe that LTE eNBs offer higher throughput to cell-edge vehicles than mmWave eNBs. In this
region, most vehicles are in NLOS and, unlike sub-6 GHz propagation, the challenging communica-
tion characteristics of high-frequency channels might result in outage to the serving cell. Moreover,
as edge vehicles are power-limited, they are unable to fully exploit the potential of the increased spec-
trum availability at mmWaves [10]. Densification also shows negligible effects in terms of cell-edge
throughput improvement. Second, Fig. 6.8 shows that, for LTE deployments, the mutual interference
from omnidirectional eNBs eventually has an impact on the cell-edge throughput, which decreases
for increasing values of λb. Similarly, we see that, although the directional nature of mmWave sys-
tems guarantees reduced interference, there are some special cases where interference is not negli-
gible, i.e., when λb > 45 eNB/km2. Third, while for LTE the 5th percentile rate reported in Fig. 6.8
compares similarly to the average values measured in Fig. 6.7, mmWave systems alone cannot pro-
vide uniform capacity, with cell-edge users suffering significantly. In particular, the 5th percentile
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throughput experiences a dramatic 60 fold decrease (from around 80 Mbps to only 1.3 Mbps consid-
ering λb = 40 eNB/km2) with respect to average conditions, demonstrating a significant limitation
of mmWaves under NLOS propagation.

6.4.2.3 DASH Application

Max. Rebuffering Time. In Fig. 6.9 we show the maximum rebuffering time for different values
of the eNB density and considering LTE and mmWave propagation. A buffering event is character-
ized as the video player stopping the video playback while waiting for the buffer to be sufficiently
replenished. The poor streaming experience caused by long rebuffering time has become a major
threat to the video service ecosystem, so that achieving optimal QoE of end viewers has been the
central goal of modern video delivery services [253]. We observe that, for sparsely deployed net-
works, e.g., λb < 40 eNB/km2, LTE guarantees about 2.5 times lower rebuffering time than operat-
ing at mmWaves. The reason is that large drops in rate, which are likely to be common in NLOS, can
result in significantly populated queues, which dramatically increase the latency of the streaming ser-
vice. Densification, in turn, increases the LOS probability and avoids the presence of coverage holes,
thereby making the LTE and mmWave radio solutions roughly comparable in terms of rebuffering
time (for λb > 60 eNB/km2, mmWave video streaming is even preferable over LTE video streaming).

Estimated Capacity. Fig. 6.10 plots the average estimated capacity, i.e., the average bit-rate of
all video segments requested by a user according to the DASH client predictions (it is therefore an
indication of how well the DASH client is able to adapt to the network conditions and guarantee
good QoE). As intuitively expected, the very large bandwidth available to the mmWave systems (50
times larger than in LTE) ensures much higher capacity than operating at sub-6 GHz frequencies
(around 30% increase when λb = 60 eNB/km2).

6.4.2.4 HTTP Application

HTTP Delay. In Fig. 6.11a and Fig. 6.11b we plot the maximum and average HTTP delay, respec-
tively, i.e., the average delay experienced by the UEs to retrieve a complete webpage, which consists
of multiple message exchanges between the HTTP server and the HTTP client. We observe that LTE
systems guarantee improved delay performance with respect to their mmWave counterparts for all
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Fig. 6.11: Maximum and average HTTP delay for different values of the eNB density. The perfor-
mance of the LTE and mmWave technologies is compared.

the investigated configurations. In fact, HTTP-like applications do not generally congest the net-
work and the HTTP traffic, which typically consists of objects of limited size, can be easily handled
by low-capacity LTE connections. It hence becomes counterproductive to establish high-bandwidth
mmWave communications which, unlike sub-6 GHz transmissions, suffer from very unstable prop-
agation which may, in the long term, lead to performance degradation (especially when low values
of λb are considered).

6.4.3 End-to-End Performance Evaluation: Impact of Mobility

In this section we evaluate the performance of the mmWave technology in a dynamic environment
in which vehicles move at a speed that depends on the interaction with the road configuration (e.g.,
traffic lights or road intersections). UDP traffic is injected at the application layer, and we consider
high- and low-traffic rates, i.e, R = 224 Mbps and R = 28 Mbps, respectively (we already showed
in the previous section that lower traffic rates, i.e., R = 11 Mbps and R = 1 Mbps, are easily sup-
ported, as long as mmWave connections are established). Both urban and highway scenarios are
simulated (to consider different mobility regimes), and we vary both the density of vehicles and the
eNB inter-site distance (ISDeNB, to switch from sparsely to densely deployed networks. In particu-
lar, we are interested in characterizing the impact of handover requests as well as of the mmWave
channel variability on the end-to-end communication performance.

For the urban case, the map is composed of a number of horizontal and vertical streets (each
of which has two lanes per direction of width wu = 3.75 m), to represent a typical Manhattan sce-
nario (as the one depicted in Fig. 6.12). eNBs are deployed on top of buildings (the white rectangles
in Fig. 6.12) with ISDeNB ∈ {65, 120, 340} m that depends on the size of the building. Vehicles are
dropped according to a PPP of density λV, with λV ∈ {24, 333} veh/km2 to consider low- and high-
traffic densities, respectively [195]. In order to consider realistic mobility models and representative
speed traces, we simulate the mobility of vehicles using the randomTrip mobility model of Simula-
tion of Urban MObility (SUMO) [254], a powerful, open-source traffic generator that supports the
modeling of intermodal traffic systems including road vehicles and structures, public transports and
pedestrians. Mobility traces are finally imported to ns-3 through the ns2MobilityHelper class.

For the highway case, we consider 3 parallel lanes per direction of width wh = 4 m (as depicted
in Fig. 6.13). eNBs are located along the upper side of the road with ISDeNB ∈ {50, 100, 340, 1000} m.
Vehicles move at constant speed v = 130 km/h and are dropped according to a PPP of density λV,
with λV ∈ {500, 3000} veh/h/dir (i.e., λV ∈ {4, 24} veh/km/dir) to consider low- and high-traffic
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6.4. MILLIMETER WAVES IN V2N: PERFORMANCE EVALUATION

• Jain’s fairness index, which is used to determine whether
vehicles are receiving a fair share of the cell resources.
This index is defined as

J =
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⌘2
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PMV
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i

, (1)

where MV is the number of users in the cell and Si is
the throughput experienced by the i-th vehicle. The result
ranges from 1/MV (most unfair) to 1 (most fair).

• Percentage of X2 traffic, the ratio between the average
traffic load on X2 links connecting the different eNBs
(which depends on the amount of traffic that is forwarded
during handover events) and the average throughput.

• Handover delay (per packet), the average time required
to complete a handover, i.e., from the time the handover
is initiated (the source eNB sends an RRC Connection
Reconfiguration message) to the time the packet is
forwarded to the target eNB.

D. Simulation Parameters and Objectives

The simulation parameters are based on realistic system
design considerations (see Table), and are detailed in [?].

At the PHY layer, LTE eNBs operate in the 2 GHz band, with
20 MHz of bandwidth and omnidirectional transmissions, while
mmWave eNBs operate at 28 GHz with 1 GHz of bandwidth
and are equipped with Uniform Planar Arrays (UPAs) of 8 ⇥
8 elements to establish directional communications through
beamforming. Vehicles are also equipped with 4 ⇥ 4 UPAs.
For both LTE and mmWave systems, the transmission power
and noise figure are set to PTX = 30 dBm and NF = 5
dB, respectively. The MAC layer performs Hybrid Automatic
Repeat reQuest (HARQ) to enable fast retransmissions in case
of corrupted receptions, and the RLC layer, whose buffer is
BRLC = 10 MB, uses Acknowledged Mode (AM) to offer
additional reliability.

Our main objective is to investigate the impact of several
automotive-specific parameters on the end-to-end communica-
tion performance of V2N nodes. In particular, our results are
given as a function of (i) the RAT (LTE or mmWaves), (ii)
the eNB density, (iii) the vehicle density, (iv) the vehicular
application, (v) the signal propagation characteristics (urban or
rural, i.e., UMi-Street-Canyon or RMa, according to the 3GPP
terminology), (iv) the deployment scenario (urban or highway).

III. END-TO-END PERFORMANCE EVALUATION:
IMPACT OF RAT SELECTION

In this section we provide numerical results to evaluate the
end-to-end performance of the LTE and mmWave technologies
in a V2N scenario considering different applications. To do
so, we consider a stochastic, static deployment (as depicted in
Fig. 1) in which mmWave and LTE eNBs are deployed over
an area of 500 ⇥ 500 meters according to a Poission Point
Process (PPP) of density �eNB, with �eNB varying from 4
to 80 eNB/km2 (the trade-off involves signal coverage and
deployment cost). We also deploy an average of MV = 10
vehicles per eNB, as foreseen in [?] for a dense environment.
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Fig. 1: Example of stochastic simulation scenario in which �eNB = 80
eNB/km2 with MV = 10 vehicles per eNB. In the considered area (500⇥500
m), a total of 20 eNBs and 200 vehicles are deployed.
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Fig. 2: Average UDP throughput for different values of the eNB density and
UDP application rate. Narrow (wide) bars refer to a mmWave (LTE) system.
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where MV is the number of users in the cell and Si is
the throughput experienced by the i-th vehicle. The result
ranges from 1/MV (most unfair) to 1 (most fair).

• Percentage of X2 traffic, the ratio between the average
traffic load on X2 links connecting the different eNBs
(which depends on the amount of traffic that is forwarded
during handover events) and the average throughput.

• Handover delay (per packet), the average time required
to complete a handover, i.e., from the time the handover
is initiated (the source eNB sends an RRC Connection
Reconfiguration message) to the time the packet is
forwarded to the target eNB.

D. Simulation Parameters and Objectives

The simulation parameters are based on realistic system
design considerations (see Table), and are detailed in [?].

At the PHY layer, LTE eNBs operate in the 2 GHz band, with
20 MHz of bandwidth and omnidirectional transmissions, while
mmWave eNBs operate at 28 GHz with 1 GHz of bandwidth
and are equipped with Uniform Planar Arrays (UPAs) of 8 ⇥
8 elements to establish directional communications through
beamforming. Vehicles are also equipped with 4 ⇥ 4 UPAs.
For both LTE and mmWave systems, the transmission power
and noise figure are set to PTX = 30 dBm and NF = 5
dB, respectively. The MAC layer performs Hybrid Automatic
Repeat reQuest (HARQ) to enable fast retransmissions in case
of corrupted receptions, and the RLC layer, whose buffer is
BRLC = 10 MB, uses Acknowledged Mode (AM) to offer
additional reliability.

Our main objective is to investigate the impact of several
automotive-specific parameters on the end-to-end communica-
tion performance of V2N nodes. In particular, our results are
given as a function of (i) the RAT (LTE or mmWaves), (ii)
the eNB density, (iii) the vehicle density, (iv) the vehicular
application, (v) the signal propagation characteristics (urban or
rural, i.e., UMi-Street-Canyon or RMa, according to the 3GPP
terminology), (iv) the deployment scenario (urban or highway).

III. END-TO-END PERFORMANCE EVALUATION:
IMPACT OF RAT SELECTION

In this section we provide numerical results to evaluate the
end-to-end performance of the LTE and mmWave technologies
in a V2N scenario considering different applications. To do
so, we consider a stochastic, static deployment (as depicted in
Fig. 1) in which mmWave and LTE eNBs are deployed over
an area of 500 ⇥ 500 meters according to a Poission Point
Process (PPP) of density �eNB, with �eNB varying from 4
to 80 eNB/km2 (the trade-off involves signal coverage and
deployment cost). We also deploy an average of MV = 10
vehicles per eNB, as foreseen in [?] for a dense environment.
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Fig. 1: Example of stochastic simulation scenario in which �eNB = 80
eNB/km2 with MV = 10 vehicles per eNB. In the considered area (500⇥500
m), a total of 20 eNBs and 200 vehicles are deployed.
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Fig. 2: Average UDP throughput for different values of the eNB density and
UDP application rate. Narrow (wide) bars refer to a mmWave (LTE) system.
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where MV is the number of users in the cell and Si is
the throughput experienced by the i-th vehicle. The result
ranges from 1/MV (most unfair) to 1 (most fair).

• Percentage of X2 traffic, the ratio between the average
traffic load on X2 links connecting the different eNBs
(which depends on the amount of traffic that is forwarded
during handover events) and the average throughput.

• Handover delay (per packet), the average time required
to complete a handover, i.e., from the time the handover
is initiated (the source eNB sends an RRC Connection
Reconfiguration message) to the time the packet is
forwarded to the target eNB.

D. Simulation Parameters and Objectives

The simulation parameters are based on realistic system
design considerations (see Table), and are detailed in [?].

At the PHY layer, LTE eNBs operate in the 2 GHz band, with
20 MHz of bandwidth and omnidirectional transmissions, while
mmWave eNBs operate at 28 GHz with 1 GHz of bandwidth
and are equipped with Uniform Planar Arrays (UPAs) of 8 ⇥
8 elements to establish directional communications through
beamforming. Vehicles are also equipped with 4 ⇥ 4 UPAs.
For both LTE and mmWave systems, the transmission power
and noise figure are set to PTX = 30 dBm and NF = 5
dB, respectively. The MAC layer performs Hybrid Automatic
Repeat reQuest (HARQ) to enable fast retransmissions in case
of corrupted receptions, and the RLC layer, whose buffer is
BRLC = 10 MB, uses Acknowledged Mode (AM) to offer
additional reliability.

Our main objective is to investigate the impact of several
automotive-specific parameters on the end-to-end communica-
tion performance of V2N nodes. In particular, our results are
given as a function of (i) the RAT (LTE or mmWaves), (ii)
the eNB density, (iii) the vehicle density, (iv) the vehicular
application, (v) the signal propagation characteristics (urban or
rural, i.e., UMi-Street-Canyon or RMa, according to the 3GPP
terminology), (iv) the deployment scenario (urban or highway).
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In this section we provide numerical results to evaluate the
end-to-end performance of the LTE and mmWave technologies
in a V2N scenario considering different applications. To do
so, we consider a stochastic, static deployment (as depicted in
Fig. 1) in which mmWave and LTE eNBs are deployed over
an area of 500 ⇥ 500 meters according to a Poission Point
Process (PPP) of density �eNB, with �eNB varying from 4
to 80 eNB/km2 (the trade-off involves signal coverage and
deployment cost). We also deploy an average of MV = 10
vehicles per eNB, as foreseen in [?] for a dense environment.
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Fig. 1: Example of stochastic simulation scenario in which �eNB = 80
eNB/km2 with MV = 10 vehicles per eNB. In the considered area (500⇥500
m), a total of 20 eNBs and 200 vehicles are deployed.
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Fig. 2: Average UDP throughput for different values of the eNB density and
UDP application rate. Narrow (wide) bars refer to a mmWave (LTE) system.
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elements nor by the dynamics of the mmWave channel.
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Fig. 6.12: Example of urban simulation sce-
nario in which 16 non-overlapping buildings
of 105 × 105 m are deployed. 16 eNBs are
placed on top of buildings, leading to an ISD
of 120 m, while λV = 333 veh/km2 (i.e., 67 ve-
hicles in the considered area of 450 × 450 m).
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where MV is the number of users in the cell and Si is
the throughput experienced by the i-th vehicle. The result
ranges from 1/MV (most unfair) to 1 (most fair).

• Percentage of X2 traffic, the ratio between the average
traffic load on X2 links connecting the different eNBs
(which depends on the amount of traffic that is forwarded
during handover events) and the average throughput.

• Handover delay (per packet), the average time required
to complete a handover, i.e., from the time the handover
is initiated (the source eNB sends an RRC Connection
Reconfiguration message) to the time the packet is
forwarded to the target eNB.

D. Simulation Parameters and Objectives

The simulation parameters are based on realistic system
design considerations (see Table), and are detailed in [?].

At the PHY layer, LTE eNBs operate in the 2 GHz band, with
20 MHz of bandwidth and omnidirectional transmissions, while
mmWave eNBs operate at 28 GHz with 1 GHz of bandwidth
and are equipped with Uniform Planar Arrays (UPAs) of 8 ⇥
8 elements to establish directional communications through
beamforming. Vehicles are also equipped with 4 ⇥ 4 UPAs.
For both LTE and mmWave systems, the transmission power
and noise figure are set to PTX = 30 dBm and NF = 5
dB, respectively. The MAC layer performs Hybrid Automatic
Repeat reQuest (HARQ) to enable fast retransmissions in case
of corrupted receptions, and the RLC layer, whose buffer is
BRLC = 10 MB, uses Acknowledged Mode (AM) to offer
additional reliability.

Our main objective is to investigate the impact of several
automotive-specific parameters on the end-to-end communica-
tion performance of V2N nodes. In particular, our results are
given as a function of (i) the RAT (LTE or mmWaves), (ii)
the eNB density, (iii) the vehicle density, (iv) the vehicular
application, (v) the signal propagation characteristics (urban or
rural, i.e., UMi-Street-Canyon or RMa, according to the 3GPP
terminology), (iv) the deployment scenario (urban or highway).
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In this section we provide numerical results to evaluate the
end-to-end performance of the LTE and mmWave technologies
in a V2N scenario considering different applications. To do
so, we consider a stochastic, static deployment (as depicted in
Fig. 1) in which mmWave and LTE eNBs are deployed over
an area of 500 ⇥ 500 meters according to a Poission Point
Process (PPP) of density �eNB, with �eNB varying from 4
to 80 eNB/km2 (the trade-off involves signal coverage and
deployment cost). We also deploy an average of MV = 10
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Fig. 1: Example of stochastic simulation scenario in which �eNB = 80
eNB/km2 with MV = 10 vehicles per eNB. In the considered area (500⇥500
m), a total of 20 eNBs and 200 vehicles are deployed.
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Fig. 2: Average UDP throughput for different values of the eNB density and
UDP application rate. Narrow (wide) bars refer to a mmWave (LTE) system.
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is initiated (the source eNB sends an RRC Connection
Reconfiguration message) to the time the packet is
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20 MHz of bandwidth and omnidirectional transmissions, while
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BRLC = 10 MB, uses Acknowledged Mode (AM) to offer
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Our main objective is to investigate the impact of several
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tion performance of V2N nodes. In particular, our results are
given as a function of (i) the RAT (LTE or mmWaves), (ii)
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application, (v) the signal propagation characteristics (urban or
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In this section we provide numerical results to evaluate the
end-to-end performance of the LTE and mmWave technologies
in a V2N scenario considering different applications. To do
so, we consider a stochastic, static deployment (as depicted in
Fig. 1) in which mmWave and LTE eNBs are deployed over
an area of 500 ⇥ 500 meters according to a Poission Point
Process (PPP) of density �eNB, with �eNB varying from 4
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deployment cost). We also deploy an average of MV = 10
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Fig. 1: Example of stochastic simulation scenario in which �eNB = 80
eNB/km2 with MV = 10 vehicles per eNB. In the considered area (500⇥500
m), a total of 20 eNBs and 200 vehicles are deployed.
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Fig. 2: Average UDP throughput for different values of the eNB density and
UDP application rate. Narrow (wide) bars refer to a mmWave (LTE) system.
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design considerations (see Table), and are detailed in [?].
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of corrupted receptions, and the RLC layer, whose buffer is
BRLC = 10 MB, uses Acknowledged Mode (AM) to offer
additional reliability.

Our main objective is to investigate the impact of several
automotive-specific parameters on the end-to-end communica-
tion performance of V2N nodes. In particular, our results are
given as a function of (i) the RAT (LTE or mmWaves), (ii)
the eNB density, (iii) the vehicle density, (iv) the vehicular
application, (v) the signal propagation characteristics (urban or
rural, i.e., UMi-Street-Canyon or RMa, according to the 3GPP
terminology), (iv) the deployment scenario (urban or highway).
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In this section we provide numerical results to evaluate the
end-to-end performance of the LTE and mmWave technologies
in a V2N scenario considering different applications. To do
so, we consider a stochastic, static deployment (as depicted in
Fig. 1) in which mmWave and LTE eNBs are deployed over
an area of 500 ⇥ 500 meters according to a Poission Point
Process (PPP) of density �eNB, with �eNB varying from 4
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deployment cost). We also deploy an average of MV = 10
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Fig. 1: Example of stochastic simulation scenario in which �eNB = 80
eNB/km2 with MV = 10 vehicles per eNB. In the considered area (500⇥500
m), a total of 20 eNBs and 200 vehicles are deployed.
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UDP application rate. Narrow (wide) bars refer to a mmWave (LTE) system.

This is to guarantee that results are not influenced neither
by the interaction of the vehicle with the road and network
elements nor by the dynamics of the mmWave channel.

IV. END-TO-END PERFORMANCE EVALUATION:
IMPACT OF MOBILITY

Fig. 6.13: Example of highway simulation sce-
nario. 8 eNBs are deployed, leading to an ISD
of 100 m, while λV = 3000 veh/h/dir (i.e., 18
veh/dir in the considered road length of 800
m).

Fig. 6.14: Evolution, for a specific simulation, of the PDCP throughput in a mmWave urban scenario,
with ISDeNB = 65 m, λV = 333 veh/km2, R = 28 Mbps.

densities, respectively [195].

6.4.3.1 Urban Scenario

In this subsection we evaluate the impact of mobility in an urban scenario. As an example, in Fig. 6.14
we plot the evolution of the PDCP throughput over time, with ISDeNB = 65 m and λV = 333
veh/km2. In the first 4 seconds, the vehicle is in LOS and experiences the maximum achievable
rate offered at the application layer (i.e., R = 28 Mbps). In particular, the handover that is triggered
at time t = 3 s helps maintain connectivity when the vehicle transitions from the coverage of one
eNB to the coverage of another eNB and requests reassociation [123]. At time t = 4 s, the throughput
starts decreasing and fluctuating as the vehicles enter a NLOS regime.4 In these circumstances, not
even a handover (that is triggered at time t = 4.1 s) can help stabilize the rate.

Average Throughput and Latency. Figs. 6.15 and 6.16 show the average throughput and
latency, respectively, that the vehicles experience for different eNB ISDs and vehicular traffic den-
sities. We observe that more crowded scenarios (i.e., λV = 333 veh/km2) severely deteriorate the

4Rapid fluctuations of the throughput in NLOS are due to variations of the large/small scale fad-
ing parameters of the channel and mainly to the Doppler effect experienced by the moving vehicle.
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Fig. 6.15: Average PDCP throughput for dif-
ferent values of the eNB ISD and the UDP ap-
plication rate in a mmWave urban scenario.
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Fig. 6.17: X2 traffic ratio for different values of the eNB ISD and the UDP application rate in a
mmWave urban scenario. Narrow (wide) bars refer to different values of λV.

throughput (−60% with ISDeNB = 120 m and R = 224 Mbps) compared to less congested scenarios
(i.e., λV = 24 veh/km2) since each eNB serves more vehicles and can handle traffic requests less ef-
ficiently. Such negative effect can be partially alleviated by densifying the network and/or reducing
the UDP traffic injected at the application layer. The potential of densification is particularly exem-
plified by the fact that, for λV = 333 veh/km2, the throughput drops to almost zero (and the latency
increases above 900 ms) when eNBs are too far (i.e., ISDeNB > 300 m), as a consequence of lower
received power. In general, the throughput and latency performance for a highly mobile urban sce-
nario (Figs. 6.15 and 6.16) is significantly worse than for a static deployment (Figs. 6.3 and 6.4). In
fact, large drops in rate, which are likely to be common at high speeds in urban environments due to
frequent LOS-NLOS transitions, can result in very high levels of queuing and buffering, dramatically
increasing the latency and the packet loss. Moreover, frequent handover events additionally put a
strain on already congested links, as we will describe later.

X2 traffic ratio Fig. 6.17 plots the ratio between the average traffic load on X2 links connecting
the different eNBs and the average throughput, varying the ISD and the vehicle density. It is an
indication of the amount of traffic that is forwarded between two eNBs during handovers, given the
rate at which data packets are sent over the radio access network. We see that the load on the X2
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links increases with the ISD, thus considering more sparsely deployed networks, and with λV, since
more populated scenarios may overload the available resources and introduce congestion in the X2
interface [110]. In particular, we observe that, when ISDeNB > 100 m, the X2 traffic ratio becomes
greater than 1, i.e., the X2 links must be dimensioned to offer much more than the target throughput
for each mmWave eNB, thereby calling for the design of denser network deployments to satisfy
handover requests more efficiently. For the ISDeNB = 65 m case, for example, the ratio is around 0.7
for both λV = 24 and 333 veh/km2, meaning that the X2 links need to offer just 70% of the target
application rate. Finally, as expected, for all investigated configurations, the ratio is higher for higher
UDP traffic rates, since there are more packets buffered at the RLC layer that must be forwarded.

Impact of handover Fig. 6.18 illustrates the average number of handover events per second
vs. the ISD and λV. We see that this number is much higher when considering more densely de-
ployed networks, thus reducing the eNB ISD, since the moving vehicle has more chances to change
its current cell. Moreover, the number of handovers decreases with the increase of the vehicular
traffic density (−30% for ISDeNB = 65 m and R = 224 Mbps) since vehicles generally move at a
lower speed in crowded scenarios and therefore have fewer opportunities to update the serving cell
per unit of time. Despite the higher average number of handovers in dense networks, the average
time required to complete each handover, i.e., from the time it is initiated to the time the packet is
forwarded to the target eNB, decreases when reducing the ISD, as reported in Fig. 6.19. This is due
to the fact that X2 links are less congested (as it appears also from Fig. 6.17) and the traffic can be
forwarded to the target eNB as soon as the handover is requested, with limited queuing time in the
RLC buffers. Moreover, according to Fig. 6.19, the average handover time decreases when consid-
ering R = 28 Mbps. In fact, with this setup, the RLC buffer is empty most of the time and, when a
handover is triggered, very few UDP packets need to be forwarded to the destination mmWave eNB,
thus limiting the impact of latency.

6.4.3.2 Highway Scenario

In this subsection we evaluate the impact of mobility in a highway scenario. As an example, in
Fig. 6.20 we plot the evolution of the PDCP throughput over time, with ISDeNB = 100 m and λV =

500 veh/h/dir. In this scenario, the endpoints always communicate in LOS and the throughput
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Fig. 6.20: Evolution, for a specific simulation, of the PDCP throughput in a mmWave highway sce-
nario, with ISDeNB = 100 m, λV = 500 veh/h/dir, R = 28 Mbps.
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Fig. 6.21: Average PDCP throughput for different values of the eNB ISD and the UDP application
rate in a mmWave highway scenario. Narrow (wide) bars refer to different values of λV.

is equal to the rate offered at the application layer (i.e., R = 28 Mbps). At time t = 2.4 s, the
throughput starts decreasing as a consequence of the vehicle moving away from its serving eNB
even though, at time t = 3, the vehicle can successfully hand over to a new eNB providing better
communication performance and recover full capacity. Notice that the throughput spike observed
when the handover is triggered is due to the RLC buffer, which accumulates a number of packets
during the reduced rate regime, and transmits the entire burst when the high-capacity connection is
restored [56].

In Fig. 6.21 we plot the average PDCP throughput experienced by the moving vehicles as a func-
tion of the ISD, the application rate R and the vehicular traffic density λV. In general, the effect of
eNB densification is not very significant for the highway scenario (compared to the urban results
in Sec. 6.4.3.1) since LOS propagation results in low outage probability even in sparsely deployed
networks. The throughput loss between the ISDeNB = 50 m and the ISDeNB = 340 m configurations
is as low as 0.4%, and still it is limited to 30% when considering an ISD of 1000 m. In turn, the com-
bined effect of a highly populated network and highly saturated channel (i.e., λV = 3000 veh/h/dir
and R = 224 Mbps, respectively) makes the number of received packets decline severely, thereby
leading to a throughput decrease of more than 50% with respect to λV = 500 veh/h/dir, even when
ISDeNB = 50 m. For the low source rate scenario (i.e., R = 28 Mbps), instead, all investigated config-
urations deliver comparable values of the throughput, which is limited by the full UDP rate offered
at the application layer: this confirms the conclusions we drew in Sec. 6.4.2 for the static deployment.
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6.5 Millimeter Waves in V2V: Performance Evaluation

In this section we conduct extensive simulations to compare the performance of the mmWave and
IEEE 802.11p RATs in realistic V2V environments. In detail, Sec. 6.5.1 describes our system model
and simulation parameters, Sec. 6.5.2 present our main findings and simulation results, and Sec. 6.5.3
presents the limitations of existing channel models for V2V propagation and discusses how to extend
existing simulators, e.g., ns-3, to conduct end-to-end simulation analyses.

6.5.1 Evaluation Methodology

The 3GPP has recently developed some functionalities to provide enhancements of the traditional
communication standards for V2Vcommunications, starting with the 3GPP Release 16 SI on NR-
V2X [255], as introduced in Sec. 1.4.1. These developments include sidelink design and enhance-
ments of Release 15 NR UL/DL for advanced V2V services in both sub-6 GHz and mmWave bands.
From a PHY-layer perspective, the channel has been designed to be optimized for uses under 52.6
GHz and with the potential to be used for above 52.6 GHz (including therefore mmWave transmis-
sions) [256]. The 3GPP also specifies how to model the V2V channel at mmWaves [31]. In particular,
distinctions between environmental and vehicular blockages, as well as between urban and highway
propagation scenarios, have been proposed. However, before the model can be adopted as a feasi-
ble solution to simulate V2V propagation, it is fundamental to evaluate its performance in realistic
vehicular scenarios, a research issue that, to date, has not yet been thoroughly addressed.

Unlike the V2N case, there currently are no open source simulators capable of modeling the
mmWave channel in V2V scenarios as well as TCP/IP protocol stack and mobility. Existing ns-
3 mmWave modules [156], for instance, are based on the NR cellular standard, which however is
infrastructure-based and do not characterize infrastructure-less (i.e., ad hoc) vehicular scenarios.
Alternatively, Veins [257], CARLA [258], or VSimRTI [259], among the most common open source
simulators for vehicular network that support development, training, and validation of autonomous
urban driving systems, do not implement mmWave communications and cannot support future ve-
hicular applications. For this reason, it is currently not possible to conduct end-to-end simulation
studies in a V2V scenario (even though we will see in Sec. 6.5.3 how ns-3 can be extended to simulate
mmWaves V2V operations in a end-to-end fashion following the evaluation methodology agreed
in [31]). On the contrary, in this study we evaluate, using MATLAB, the performance of the network
at a link level, thereby investigating the impact of PHY- and MAC-layer parameters, e.g., the chan-
nel characterization, the antenna array size, and the vehicular traffic density, in terms of Shannon
capacity, received power and outage probability.

6.5.1.1 Channel Characterization

The first step towards proper vehicular protocol design is a deep understanding of the propagation
model. In V2V systems, due to the relatively low elevation of the vehicle antennas, we reasonably
expect that other vehicles as well as environmental objects will act as obstacles to the propagation of
the signals. The path loss is therefore modeled according to the following three states [31]:

1. Line of Sight (LOS), i.e., the propagation path is not blocked by vehicles/environmental objects.

2. Vehicle Non Line of Sight (NLOSv), i.e., the LOS is blocked by dynamic blockages (vehicles).

3. Non Line of Sight (NLOS), i.e., the LOS is blocked by environmental blockages (buildings).
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Table 6.4: V2V link-level simulation parameters.

Parameter Value Description
Wℓ {3.5, 4} m {Urban, highway} lane width
Nℓ {2, 3} {Urban, highway} number of lanes
lv {5, 13} m {Type 2, Type 3} vehicle length
wv {2, 2.6} m {Type 2, Type 3} vehicle width
hv {1.6, 3} m {Type 2, Type 3} vehicle height
ha {1.6, 3} m {Type 2, Type 3} antenna height
IEEE 802.11p ℓa 10 cm IEEE 802.11p antenna length
IEEE 802.11p B 75 MHz IEEE 802.11p total bandwidth
IEEE 802.11p fc 5.9 GHz IEEE 802.11p carrier frequency
mmWave B 1 GHz mmWave total bandwidth
mmWave fc 63 GHz mmWave carrier frequency
PTX 21 dBm Transmission power
NF 13 dB Noise figure
MV {1, 4, 32, 64} Vehicle antenna array size
Γth −5 dB SNR threshold

The LOS and NLOSv probabilities, i.e., PLOS and PNLOSv, are defined in [31, Table 6.2-1] and
reported in [220]. Although the model distinguishes between urban and highway scenarios (respec-
tively denoted with superscripts u and h throughout this section), it does not differentiate between
different densities of vehicular traffic. Moreover, the determination of the NLOS state is determinis-
tic, i.e., it is based on purely geometric considerations which evaluate whether the V2V link is blocked
or not by buildings, therefore a closed-form expression for the NLOS probability, i.e., PNLOS, is not
currently provided. As we will numerically demonstrate in Sec. 6.5.2, such assumptions reduce the
accuracy of the analysis and might result in misleading conclusions. In this study, we therefore con-
sider an extension of the path loss probability equations proposed in [31] based on [195], as summa-
rized in [220]. The model in [195] (i) characterizes low, medium, and high densities of the vehicular
traffic in both urban and highway scenarios, and (ii) introduces a probabilistic model for the NLOS
probability as a function of the inter-vehicle distance (the longer the link, the more likely to intersect
one or more blockages). In order to have realistic mobility traces for the vehicles in the considered
environments, the authors in [195] have used SUMO [254], an open-source road traffic simulator
designed to handle and model the traffic of large road networks. The LOS/NLOSv/NLOS classi-
fication is finally provided by GEMV2, a freely available vehicular propagation modeling software
which performs geometry-based blockage analyses based on the outlines of buildings and vehicles.

As soon as the communication states have been identified, the path loss follows a dual-slope
piecewise-linear model, which is deemed suitable to represent the real propagation in a V2V scenario.

• For mmWave systems, the LOS/NLOSv/NLOS path loss is modeled as defined in [31, Table
6.2.1-1]. In case of NLOSv, in particular, the model provides the attenuation factor ANLOSv

to be summed to the LOS path loss. ANLOSv is modeled according to a lognormal random
variable with mean µa and standard deviation σa, whose values depend on the vehicle size.

• For IEEE 802.11p systems, the path loss follows the model in [260]. In case of NLOS, in partic-
ular, the path loss is increased by a factor ANLOS according to a knife-edge attenuation model.
For the tractability of the simulation, we assume that A follows a single knife-edge model,
which considers one single vehicle obstructing the LOS (the extension of the single knife-edge
obstacle case to a multiple knife-edge is not immediate and is left for future investigations).
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6.5.1.2 Simulation Parameters

Evaluation Scenarios The channel characteristics are heavily influenced by the proprieties
of the environment in which the vehicles are deployed, i.e., urban or highway. The parameters
regarding the road configuration for both scenarios are taken from [31, Table A-1]: for the urban
(highway) case, Nℓ = 2 (Nℓ = 3) lanes per directions are assumed, where each lane has width
Wℓ = 3.5 m (Wℓ = 4 m).

Vehicle Characteristics Three types of vehicles are defined according [31, Sec. 6.1.2]: Type
1 and Type 2 vehicles are passenger cars with bumper and rooftop antenna position, respectively,
while Type 3 vehicles are large trucks or buses. The vehicle type may potentially affect the path loss
equation (since the antenna height is determined according to the type of vehicle), the loss caused by
the blocking vehicle, and the radiation pattern. We consider both Type 2 and Type 3 deployments.

Vehicle Dropping Models Vehicles are dropped according to a random process, so that the
distance between the rear bumper of a vehicle and the front bumper of the following vehicle in the
same lane is equal to max{2 m, Exp(ξ)}, where ξ = v · 2 s. and v is the average speed [31, Sec. 6.1.2].

Link-Level Parameters The simulation parameters are based on the system-design consider-
ations specified in [31, Sec. 6.1.1] and are summarized in Table 6.4. IEEE 802.11p systems operate in
the legacy band, i.e., at 5.9 GHz, with a total bandwidth of 75 MHz. Antennas are supposed to be
located on top of vehicles, in the middle of the roof (which was experimentally shown to be the over-
all optimum placement when considering omnidirectional transmissions [261]), and to be of length
ℓa = 10 cm. For mmWave links, the central frequency is set to 63 GHz while the total bandwidth is
set to 1 GHz. The vehicles’ noise figure is set to 13 dB and the transmit power is set to 21 dBm. In
order to establish directional transmissions, vehicles are equipped with UPAs of MV elements. For
above 6 GHz propagation, the maximum value of MV ranges from 4 to 64 [31, Tab. 6.1.4-12]. For
completeness, in our study we also consider omnidirectional mmWave transmissions, i.e., MV = 1.
For the beam alignment, we assume that measurement reports are periodically exchanged (i.e., at
the beginning of every slot of duration T) among the vehicles so that they can periodically identify
the optimal directions for their respective beams (see Chapters 3 and 4). Such configuration is kept
fixed for the whole slot, during which nodes may lose the alignment due to mobility. In case the
connectivity is lost during a slot, it can only be recovered at the beginning of the subsequent slot,
when the re-alignment procedure is performed again. In this respect, geographical information, e.g.,
obtained from Global Positioning System (GPS) signals, can be used to geometrically point the beam
towards the intended receiver at any given time: the inaccuracy of such data is modeled according
to a Gamma distribution with parameters α = 3.14733 and β = 0.462432 [262].

6.5.1.3 Performance Metrics

The results are derived through a Monte Carlo approach as a function of the inter-vehicle distance d,
with d varying from 2 m to 500 m. In particular, we analyze the following performance metrics.

• Path loss probabilities and path loss.

• Shannon capacity, the maximum data rate offered for each pair of vehicles as a function of the
available bandwidth and the instantaneous channel quality. Such metric represents an upper
bound for the performance of the vehicular nodes, as we it does not incorporate the effect of
interference nor make any medium access control consideration.
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• Outage probability, which measures the percentage of vehicles experiencing unsuccessful packet
reception. Low values of outage ensure more reliable V2V communications, a critical pre-
requisite for safety services requiring ubiquitous and continuous connectivity. In this study,
unsuccessful reception is achieved if the SNR experienced between the transmitting and re-
ceiving vehicles is below a predefined threshold, taken to be Γth = −5 dB in our simulations.

• Robustness, which measures (in terms of received power) the effect of misalignment between
the transmitter and the receiver. Misalignment, which can occur during lane change op-
erations or as a consequence of the dissemination of inaccurate vehicle position informa-
tion, may have in fact a very detrimental impact on the performance of some V2V applica-
tions, as sensors may provide skewed or delayed readings and vehicles may lose connectiv-
ity. In our scenario, the degree δm of misalignment is distance-dependent and is given by
δm = arctan(WℓNℓ/d), where WℓNℓ is the width of one carriageway lane and d is the inter-
vehicle distance.

6.5.2 Link-Level Performance Evaluation

In this section we provide some numerical results to compare the performance of IEEE 802.11p and
mmWave technologies in V2V scenarios. The impact of the propagation scenario, the vehicle type,
the vehicle density, the antenna array configuration, the inter-vehicular distance, and the misalign-
ment probability is evaluated.

6.5.2.1 Path Loss Results

In Fig. 6.22 we plot the mmWave LOS and NLOSv probabilities vs. d considering both the 3GPP
model [31] (which does not distinguish between low- and high-traffic densities) and the extended
model [195], according to the description in Sec. 6.5.1.1. As foreseen, the LOS probability is sig-
nificantly higher in case of highway deployments than in urban scenarios since the signal usually
propagates in free space. Moreover, it is clear that the impact of different density regimes is not
negligible (the gap is particularly evident for large distances). While, for the NLOSv case, the 3GPP
model behaves as in a high-density scenario, for the LOS case it operates as in a low-density scenario,
thereby setting a lower bound to the path loss. For the urban case, PNLOSv peaks at around d = 50
m and then starts decreasing for larger values of d when the model in [195] is considered. In fact, al-
though the probability of both dynamic and static blockages potentially obstructing the propagation
path between the endpoints increases with d, [195] assumes that the channel condition is categorized
as NLOS when the line of sight is blocked by both vehicles and buildings. The 3GPP model [31],
instead, does not make this distinction and shows a monotonically increasing trend.

Fig. 6.22: PLOS and PNLOSv vs. d for urban and highway scenarios for different traffic densities. The
3GPP [31] and the extended [195] models are compared.
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Fig. 2: Path loss vs. for urban and highway scenarios for different traffic densities and deployment options. The extended model in [13] is considered.

Fig. 6.23: Path loss vs. d for urban and highway scenarios for different traffic densities, deployment
options and RAT. The extended model in [195] is considered for mmWave transmissions.

The following results are derived considering the extended model in [195]. The 3GPP model,
in fact, does not define a closed-form expression for the NLOS probability and prevents a complete
stochastic analysis for the path loss, which has to be based on geometric simulations instead. In
Fig. 6.23 we plot the mmWave V2V path loss as a function of d. Different densities of vehicular
traffic and vehicle deployment options are considered. We see that, for the LOS case (Fig. 6.23a),
we register better propagation (i.e., lower path loss) in urban rather than highway scenario (i.e.,
around 5 dB at 200 m). In fact, while in the highway environment the propagating signals attenuate
over distance following Friis’ law, in the urban environment the observed path loss is significantly
lower, indicating a waveguide effect resulting from the more likely reflections from walls of static
blockages in street canyons. From Fig. 6.23b, we observe that, for the NLOSv case, the path loss
slightly decreases when deploying both Type 2 and Type 3 vehicles, i.e., when tall vehicles (e.g.,
trucks) are deployed. In fact, although Type 3 blockage implies higher attenuation, larger vehicle
heights may guarantee higher LOS probability when the obstacle is small. Moreover, we see that the
NLOS path loss is generally more than 20 dB higher than its NLOSv counterpart, demonstrating the
much stronger impact of static/environmental blockages like buildings or vegetation, compared to
dynamic obstructions like pedestrians and cars, on the received signal strength. Finally, Fig. 6.23c
measures the overall path loss as a function of d. We observe that the urban path loss is significantly
higher than its highway counterpart (although the waveguide effect caused by the more likely signal
reflections and scattering in street canyons generally results in reduced attenuation) due to the much
higher probability of blockage intersection in contrast to free-space propagation. Furthermore, the
higher the vehicle density, the more probable the NLOSv state and, therefore, the larger the overall
sidelink path loss. Fig. 6.23c also demonstrates that the mmWave path loss is significantly higher than
for IEEE 802.11p transmissions in all investigated scenarios. The reason is that, unlike sub-6 GHz
frequencies, mmWaves have increased reflectivity, poor diffraction and penetration capabilities in
NLOS situations, and therefore are affected by significant attenuation. However, the effect of such
properties is small for short distances (i.e., up to a few tens of meters), which therefore represent a
suitable range for mmWave links in vehicular scenarios.

6.5.2.2 Shannon Capacity Results

In Fig. 6.24, we compare the average Shannon data rate of both the IEEE 802.11p and the mmWave
technologies, for different antenna configurations (including omnidirectional mmWave transmis-
sions, i.e., MV = 1). We observe that the very large bandwidth available to the mmWave systems
(5 times larger than in IEEE 802.11p) ensures much higher throughput than operating at legacy fre-
quencies (up to two orders of magnitude more in short range). This performance can be further
magnified by configuring very directional transmissions. In fact, there exists a strong correlation
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Fig. 6.24: Outage probability vs d for IEEE
802.11p (dashed line) and mmWave commu-
nications (solid lines), with different antenna
array configurations (markers).

6.5.2.2 Shannon Capacity Results

In Fig. 6.23, we compare the average Shannon data rate of both the IEEE 802.11p and the mmWave
technologies, for different antenna configurations (including omnidirectional mmWave transmis-
sions, i.e., MV = 1). We observe that the very large bandwidth available to the mmWave systems
(5 times larger than in IEEE 802.11p) ensures much higher throughput than operating at legacy fre-
quencies (up to two orders of magnitude more in short range). This performance can be further
magnified by configuring very directional transmissions. In fact, there exists a strong correlation
among beamwidth, number of antenna elements and beamforming gain: the more antenna elements
in the system, the narrower the beams, the more directional the transmission, the higher the gain that
can be achieved by beamforming. It should also be noted that, even implementing omnidirectional
strategies at mmWaves, the connection still guarantees acceptable average bitrate, provided that the
endpoints are sufficiently close (to increase the LOS probability).

6.5.2.3 Outage Probability Results

Low values of outage ensure more reliable V2V communications, a critical prerequisite for safety ser-
vices requiring ubiquitous and continuous connectivity. In general, we see that lower outage prob-
ability can be achieved when considering short-range communications and, in case of directional
transmissions, when using large arrays. In the first case, the endpoints are progressively closer, thus
ensuring better signal quality and stronger received power. In this region, the channel conditions are
sufficiently good to ensure satisfactory signal quality (and, consequently, acceptable outage) even
when considering small antenna factors or omnidirectional transmissions. In the second case, nar-
rower beams are needed to guarantee higher gains, produced by beamforming. Moreover, we ob-
serve that IEEE 802.11p systems usually provide more reliable communications than mmWave links
since they present a lower outage probability. Nevertheless, mmWave transmissions also achieve
sufficient detection performance for spatially close vehicles (i.e., d < 110 m) employing very narrow
beams (e.g., MV = 64). Finally, for very large distances (i.e., d > 300 m), all the investigated con-
figurations achieve unacceptable reliability values. However, mmWave communications with sharp
beams (e.g., MV > 64) have the potential to support unreliable long-distance inter-vehicle commu-
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6.5.2.2 Shannon Capacity Results

In Fig. 6.23, we compare the average Shannon data rate of both the IEEE 802.11p and the mmWave
technologies, for different antenna configurations (including omnidirectional mmWave transmis-
sions, i.e., MV = 1). We observe that the very large bandwidth available to the mmWave systems
(5 times larger than in IEEE 802.11p) ensures much higher throughput than operating at legacy fre-
quencies (up to two orders of magnitude more in short range). This performance can be further
magnified by configuring very directional transmissions. In fact, there exists a strong correlation
among beamwidth, number of antenna elements and beamforming gain: the more antenna elements
in the system, the narrower the beams, the more directional the transmission, the higher the gain that
can be achieved by beamforming. It should also be noted that, even implementing omnidirectional
strategies at mmWaves, the connection still guarantees acceptable average bitrate, provided that the
endpoints are sufficiently close (to increase the LOS probability).

6.5.2.3 Outage Probability Results

Low values of outage ensure more reliable V2V communications, a critical prerequisite for safety ser-
vices requiring ubiquitous and continuous connectivity. In general, we see that lower outage prob-
ability can be achieved when considering short-range communications and, in case of directional
transmissions, when using large arrays. In the first case, the endpoints are progressively closer, thus
ensuring better signal quality and stronger received power. In this region, the channel conditions are
sufficiently good to ensure satisfactory signal quality (and, consequently, acceptable outage) even
when considering small antenna factors or omnidirectional transmissions. In the second case, nar-
rower beams are needed to guarantee higher gains, produced by beamforming. Moreover, we ob-
serve that IEEE 802.11p systems usually provide more reliable communications than mmWave links
since they present a lower outage probability. Nevertheless, mmWave transmissions also achieve
sufficient detection performance for spatially close vehicles (i.e., d < 110 m) employing very narrow
beams (e.g., MV = 64). Finally, for very large distances (i.e., d > 300 m), all the investigated con-
figurations achieve unacceptable reliability values. However, mmWave communications with sharp
beams (e.g., MV > 64) have the potential to support unreliable long-distance inter-vehicle commu-
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Fig. 6.25: Outage probability vs d for IEEE
802.11p (dashed line) and mmWave commu-
nications (solid lines), with different antenna
array configurations (markers).

among beamwidth, number of antenna elements and beamforming gain: the more antenna elements
in the system, the narrower the beams, the more directional the transmission, the higher the gain that
can be achieved by beamforming. It should also be noted that, even implementing omnidirectional
strategies at mmWaves, the connection still guarantees acceptable average bit-rate, provided that the
endpoints are sufficiently close (to increase the LOS probability).

6.5.2.3 Outage Probability Results

In general, Fig. 6.25 shows that lower outage probability can be achieved when considering short-
range communications and, in case of directional transmissions, when using large arrays. In the
first case, the endpoints are progressively closer, thus ensuring better signal quality and stronger re-
ceived power. In this region, the channel conditions are sufficiently good to ensure satisfactory signal
quality (and, consequently, acceptable outage) even when considering small antenna factors or omni-
directional transmissions. In the second case, narrower beams are needed to guarantee higher gains,
produced by beamforming. Moreover, we observe that IEEE 802.11p systems usually provide more
reliable communications than mmWave links since they present a lower outage probability. Nev-
ertheless, mmWave transmissions also achieve sufficient detection performance for spatially close
vehicles (i.e., d < 110 m) employing very narrow beams (e.g., MV = 64). Finally, for very large
distances (i.e., d > 300 m), all the investigated configurations achieve unacceptable reliability values.
However, mmWave communications with sharp beams (e.g., MV > 64) have the potential to support
unreliable long-distance inter-vehicle communications for which the IEEE 802.11p signal is basically
undetectable.

6.5.2.4 Robustness Results

In Fig. 6.26, we observe that the impact of the misalignment on the communication performance
depends on several factors, including d and the beamwidth. In case of very directional mmWave
transmissions (e.g., MV = 64), the quality of the received signal significantly decreases as a result
of misaligned nodes (i.e., more than 50 dB for short distances), mainly due to the non-continuous
beamtracking mechanism: after the alignment is lost, vehicles need to wait for a new tracking op-
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Fig. 6.25: Average received power vs d for
aligned (solid lines) and misaligned (dashed
lines) mmWave communications, with differ-
ent antenna array configurations (markers).
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Fig. 6.26: Average received power vs d for
IEEE 802.11p (dashed line) and directional
mmWave communications (solid lines) w/o
GPS information, with MV = 64.

6.5.2.4 Robustness Results

In Fig. 6.25, we observe that the impact of the misalignment on the communication performance
depends on several factors, including d and the beamwidth. In case of very directional mmWave
transmissions (e.g., MV = 64), the quality of the received signal significantly decreases as a result
of misaligned nodes (i.e., more than 50 dB for short distances), mainly due to the non-continuous
beamtracking mechanism: after the alignment is lost, vehicles need to wait for a new tracking op-
eration to be performed to recover their optimal beam configuration (see discussion in Chapter 4).
Conversely, more robust alignment can be achieved when considering smaller array factors since
wider beams enlarge the area in which the vehicles are within coverage. Omnidirectional strategies
are not affected by misalignment (in Fig. 6.25, the solid and dashed curves for the MV = 1 case over-
lap perfectly). In this approach, however, the well-known robustness versus data rate trade-off is
exposed [161]: wider beams guarantee more robust and continuous connectivity but generally yield
lower received power and transmission rates, as shown in Fig. 6.23. Moreover, from Fig. 6.25 we see
that the impact of misalignment is dominant at short ranges. Indeed, the received power initially
increases with d since, for larger distances, the projection of the beam’s shape onto the road surface
is geometrically larger, thereby increasing the maximum distance that the vehicles can cover before
leaving their respective communication ranges. However, beyond a certain value of d (i.e., d > 50 m
for MV = 64 and d > 10 m for MV = 4), beams are already sufficiently large to allow for loose
alignment and the received power decreases just because of the path loss.

If sensory information (e.g., GPS coordinates) is available, it can be used to aid the configuration
of the mmWave communication link and to remove the need for periodical beam tracking operations.
In this regard, Fig. 6.26 reports the effect of misalignment due to inaccurate data, which makes the
nodes point their beams towards improper directions. Nevertheless, such inaccuracy compromises
only very short-range transmissions (i.e., d < 20 m for MV = 64).4 Finally, Fig. 6.26 exemplifies how

4 The accuracy of the position information may be improved by the adoption of data fusion strate-
gies which combine several localization techniques, e.g., dead reckoning, cellular localization, and
camera image processing, into a single solution that is more robust and precise than any individual
approach [227].
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Fig. 6.26: Average received power vs d for
aligned (solid lines) and misaligned (dashed
lines) mmWave communications, with differ-
ent antenna array configurations (markers).
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6.5.2.4 Robustness Results

In Fig. 6.25, we observe that the impact of the misalignment on the communication performance
depends on several factors, including d and the beamwidth. In case of very directional mmWave
transmissions (e.g., MV = 64), the quality of the received signal significantly decreases as a result
of misaligned nodes (i.e., more than 50 dB for short distances), mainly due to the non-continuous
beamtracking mechanism: after the alignment is lost, vehicles need to wait for a new tracking op-
eration to be performed to recover their optimal beam configuration (see discussion in Chapter 4).
Conversely, more robust alignment can be achieved when considering smaller array factors since
wider beams enlarge the area in which the vehicles are within coverage. Omnidirectional strategies
are not affected by misalignment (in Fig. 6.25, the solid and dashed curves for the MV = 1 case over-
lap perfectly). In this approach, however, the well-known robustness versus data rate trade-off is
exposed [161]: wider beams guarantee more robust and continuous connectivity but generally yield
lower received power and transmission rates, as shown in Fig. 6.23. Moreover, from Fig. 6.25 we see
that the impact of misalignment is dominant at short ranges. Indeed, the received power initially
increases with d since, for larger distances, the projection of the beam’s shape onto the road surface
is geometrically larger, thereby increasing the maximum distance that the vehicles can cover before
leaving their respective communication ranges. However, beyond a certain value of d (i.e., d > 50 m
for MV = 64 and d > 10 m for MV = 4), beams are already sufficiently large to allow for loose
alignment and the received power decreases just because of the path loss.

If sensory information (e.g., GPS coordinates) is available, it can be used to aid the configuration
of the mmWave communication link and to remove the need for periodical beam tracking operations.
In this regard, Fig. 6.26 reports the effect of misalignment due to inaccurate data, which makes the
nodes point their beams towards improper directions. Nevertheless, such inaccuracy compromises
only very short-range transmissions (i.e., d < 20 m for MV = 64).4 Finally, Fig. 6.26 exemplifies how

4 The accuracy of the position information may be improved by the adoption of data fusion strate-
gies which combine several localization techniques, e.g., dead reckoning, cellular localization, and
camera image processing, into a single solution that is more robust and precise than any individual
approach [227].
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Fig. 6.27: Average received power vs d for
IEEE 802.11p (dashed line) and directional
mmWave communications (solid lines) w/o
GPS information, with MV = 64.

eration to be performed to recover their optimal beam configuration (see discussion in Chapter 4).
Conversely, more robust alignment can be achieved when considering smaller array factors since
wider beams enlarge the area in which the vehicles are within coverage. Omnidirectional strategies
are not affected by misalignment (in Fig. 6.26, the solid and dashed curves for the MV = 1 case over-
lap perfectly). In this approach, however, the well-known robustness versus data rate trade-off is
exposed [54]: wider beams guarantee more robust and continuous connectivity but generally yield
lower received power and transmission rates, as shown in Fig. 6.24. Moreover, from Fig. 6.26 we see
that the impact of misalignment is dominant at short ranges. Indeed, the received power initially
increases with d since, for larger distances, the projection of the beam’s shape onto the road surface
is geometrically larger, thereby increasing the maximum distance that the vehicles can cover before
leaving their respective communication ranges. However, beyond a certain value of d (i.e., d > 50 m
for MV = 64 and d > 10 m for MV = 4), beams are already sufficiently large to allow for loose
alignment and the received power decreases just because of the path loss.

If sensory information (e.g., GPS coordinates) is available, it can be used to aid the configuration
of the mmWave communication link and to remove the need for periodical beam tracking operations.
In this regard, Fig. 6.27 reports the effect of misalignment due to inaccurate data, which makes the
nodes point their beams towards improper directions. Nevertheless, such inaccuracy compromises
only very short-range transmissions (i.e., d < 20 m for MV = 64).5 Finally, Fig. 6.27 exemplifies how
the omnidirectional transmissions of IEEE 802.11p systems offer more robust and, in some circum-
stances (e.g., d < 40), more efficient V2V communications than their mmWave counterparts.

6.5.3 Towards End-to-End Performance Analysis

As introduced in Sec. 6.5.1, it is currently not possible to conduct end-to-end V2V simulations at
mmWaves due to the absence of full-stack simulators capable of modeling the mmWave channel in
V2V scenarios as well as TCP/IP protocol stack and mobility. However, when it comes to mmWave

5 The accuracy of the position information may be improved by the adoption of data fusion strate-
gies which combine several localization techniques, e.g., dead reckoning, cellular localization, and
camera image processing, into a single solution that is more robust and precise than any individual
approach [263].
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Fig. 6.28: Class diagram of the ns-3 MmWaveVehicular module, which is being extended to support
V2V operations at mmWave frequencies as agreed in [31].

communications, it is important to consider the performance across the different layers of the proto-
col stack, given that unexpected interactions may arise between the characteristics of the channel and
the legacy design of the higher layers of the protocol stack. To address this challenge, we recently
started to develop an ns-3 module, i.e., MmwaveVehicular [27], for the simulation of V2V communi-
cations in the mmWave bands which is fully compliant with the 3GPP standardization efforts in this
domain and which follows the evaluation methodology agreed in [31] and described in Sec. 1.4.1.
ns-3 helps investigate the impact of the upper layers on the network behavior, thereby guaranteeing
more accurate system-level analyses. Moreover, it enables the study of end-to-end metrics, including
per user throughput, latency, application packet reception ratio. Furthermore, it can be integrated
with other open source softwares, e.g., SUMO, to simulate realistic vehicle mobility on real-world
topologies.

Our ns-3 module MmwaveVehicular, will feature, as depicted in Fig. 6.28:

• a MmWaveVehicularNetDevice, which models the behavior of the vehicular device and man-
ages the operations of the different entities of the protocol stack.

• a MmWaveVehicularSpectrumPropagationLossModel class and a MmWaveVehicularPropaga-

tionLossModel class which implement the channel between two vehicular devices as spec-
ified in [31]. The channel model distinguishes between environmental and vehicular block-
ages, as well as between urban and highway propagation scenarios, and provides a complete
fading model which characterizes spatial clusters, subpaths, angular beamspreads and the
Doppler shift, which is a function of the total angular dispersion, carrier frequency and mo-
bile velocity.

• a multi-panel multi-sector AntennaArrayModel class which applies beamforming on top of
the channel to accurately model directional transmissions. Antenna parameters are compliant
with the 3GPP design in [31].

• a MmWaveVehicularApplication class that provides custom models for next-generation ve-
hicular scenarios.

Our module will allow us to run simulations to provide the first numerical validation of V2V op-
erations at mmWave frequencies, and to understand which are the design trade-offs in this domain.
Besides the performance assessment, the ns-3 module will be further developed according to future
3GPP standardization agreements for the protocol stack, e.g., following the discussion in [32].
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6.6 Heterogeneous Networking:
the Special Case of Attachment

The results in Sec. 6.4 and Sec. 6.5 demonstrate that the synergistic orchestration among the different
radios, i.e., heterogeneous networking, makes it possible to complement the limitations of each type of
network and deliver more flexible and resilient transmissions. For instance, we showed that sub-6
GHz technologies (i.e., LTE and IEEE 802.11p) offer low-rate connectivity but guarantee very stable,
reliable and robust transmissions at short/medium distances (i.e., up to a few hundreds of meters)
thanks to the intrinsic stability of the low-frequency channels and the omnidirectional transmissions.
Conversely, mmWave systems support very high-throughput connections but exhibit high instability
due to the severe signal propagation characteristics and the need to maintain beam alignment.

Despite some encouraging features, however, heterogeneous networking deployments lack at
least one important design aspect, which is how to efficiently and fairly associate vehicles to the
network. Maximum downlink received power based association, for example, typically leads to
a limited number of nodes actually getting served by mmWave cells due to their much more un-
stable propagation characteristics compared to LTE cells. Maximum rate based association, on the
other hand, tends to prioritize mmWave eNBs over legacy ones due to the much larger bandwidth
available to high-frequency systems. This load disparity inevitably leads to suboptimal resource al-
location, with a large number of vehicles experiencing poor date rates in overloaded cells while the
resources in other lightly loaded cells can be underutilized. Following this rationale, in this section
we address the issue of balancing network association requests between LTE and mmWave eNBs,
avoiding the overload of transmission links. To do so, we design a novel QoS aware attachment
strategy that identifies the most appropriate destination cell as a function of the vehicle’s individual
requirements and traffic demands.

6.6.1 Attachment Policies in Vehicular Networks

When a vehicle enters a vehicular network for the first time, it needs to establish an initial physical
link connection with a cell, a procedure that is usually referred to as network attachment [52] (see
Chapter 3). Traditional attachment procedures monitor the quality of the received signals, which is
typically expressed in terms of SNR, and select, as a target cell, the eNB from which the maximum
SNR was experienced. This procedure is described in Sec. 6.6.1.1 and represents the benchmark so-
lution of our analysis. In this section we target tight integration of classic physical-layer performance
metrics with additional network information in the upper layers. In particular, a maximum rate at-
tachment policy, which takes data rate estimates into account, and a requirement-aware attachment
policy, which biases cell selection as a function of the vehicle’s traffic requirements, are proposed in
Secs. 6.6.1.2 and 6.6.1.3, respectively. In the following sections, N is the set of vehicles (which we will
refer to as Vehicular Nodes (VNs)) and M the set of eNBs. In particular, Mm ⊆ M is the set of eNBs
operating in the mmWave band, and ML ⊆ M is the set of eNBs operating in the legacy band.

6.6.1.1 Maximum SNR (MS) Policy

The Maximum SNR (MS) policy represents one of the most common techniques for performing user
association: VNi ∈ N always connects to eNBj∗MS(i)

∈ M (either LTE or mmWave) that provides the
maximum downlink average SNR, i.e.,

j∗MS(i) = arg max
j∈{1,...,|M|}

{Γij}, ∀i ∈ {1, . . . , |N |} (6.2)
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where Γij is the SNR between eNBj and VNi. Notice that, in an urban heterogeneous scenario, the MS
policy does not guarantee that the eNB with the maximum SNR coincides with the closest one. First,
LTE eNBs are generally preferred over mmWave ones due to the very low path loss experienced at
below-6 GHz frequencies even at long distances. Second, the mmWave signal is much more sensitive
to penetration loss than LTE links and, therefore, if the geographically closest mmWave eNB is ob-
structed, a further eNB in line of sight can potentially offer a better service (experiments performed
for NLOS situations resulted in SNR degradation of more than 20 dB compared to LOS propaga-
tion [264]). We make the case that, although MS maximizes the SNR of vehicles, it does not properly
reflect the achievable end-to-end throughput of users, thereby leading to suboptimal association de-
cisions. This is because, even with a lower SNR, mmWave cells may potentially deliver higher data
rates (due to the much larger bandwidth) compared to LTE cells. Moreover, downlink-based re-
ceived signal quality criteria do not characterize well uplink scenarios where vehicles have strict
battery limitations on their transmit power.

6.6.1.2 Maximum Rate (MR) Policy

MS attachment schemes can be improved by biasing cell selection with side information, e.g., net-
work load. A Maximum Rate (MR) approach is therefore proposed: VNi ∈ N connects to eNBj∗MR(i)

∈
M (either LTE or mmWave) that provides the maximum achievable data rate R, i.e.,

j∗MR(i) = arg max
j∈{1,...,|M|}

{Rij}, ∀i ∈ {1, . . . , |N |} (6.3)

In this study, the achievable data rate Rij between eNBj, j ∈ {1, . . . , |M|} and VNi, i ∈ {1, . . . , |N |} is
an indication of the cell’s maximum capacity and is computed from Shannon’s formula as a function
of the SNR, i.e.,

Rij =
B
Nj

log2(1 + Γij) (6.4)

where B is the available bandwidth, Nj is the number of vehicles connected to eNBj, and Γij is the
SNR between eNBj and VNi. Our results therefore represent an upper bound for the throughput of
the VNs, as we do not investigate the effect of medium access control mechanisms nor that of higher-
layer retransmissions. We also assume that, if the measured SNR is below a predefined threshold
Γth, the data rate is equal to 0. The MR strategy generally guarantees higher average throughput
compared to the MS approach [123]. However, it is recognized that maximizing the data rate of
all vehicles may result in an unfair data rate allocation [223]. In particular, the huge bandwidth
available to mmWave systems would make the load of mmWave cells much heavier than that of LTE
ones, hence resulting in mmWave cells that are congested.

6.6.1.3 Requirement-Aware (RA) Policy

To cope with MS and MR limitations, we propose a Requirement-Aware (RA) attachment policy
which simultaneously maintains fairness and balances the traffic load among the cells. The associ-
ation decision is therefore made as a function of the vehicle’s individual QoS requirements and the
availability of radio resources. The RA policy tries therefore to associate vehicles with strict relia-
bility constraints (e.g., for advanced safety applications enabling semi- or fully-automated driving,
the required data rate is relatively low, although very high levels of reliability are expected due to
the sensitive nature of the exchanged information) to LTE cells since the propagation characteristics
of the legacy spectrum generally deliver a good compromise between low end-to-end latency and
high connection stability at long range. On the contrary, mmWave cells are selected to support those
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Table 6.5: Simulation parameters for V2N attachment policies.

Parameter Value Description

A 1 km2 Simulation area
heNB 30 m Height of eNB
hVN 2 m Height of VN
MeNB 8 × 8 mmWave eNB antenna array
MVN 4 × 4 mmWave VN antenna array
Nsim 2000 Simulation runs
Γth −5 dB SNR threshold
fc,L 2.4 GHz LTE carrier frequency
fc,m 28 GHz mmWave carrier frequency
PTX,L 46 dBm LTE transmissions power
PTX,m 27 dBm mmWave transmissions power
BL 20 MHz LTE bandwidth
Bm 1 GHz mmWave bandwidth
λL 4 eNB/km2 LTE eNB density
λm {4, . . . 80} eNB/km2 mmWave eNB density

categories of applications with the boldest per user data rate requirements (e.g., extended sensor
applications, which enhance a vehicle’s perception range through dissemination of sensor observa-
tions) but with looser reliability constraints. VNs may therefore be able to exploit the whole available
mmWave bandwidth since less demanding VNs are associated to LTE cells. Formalizing, VNi ∈ N
connects to eNBj∗RA(i)

∈ M (either LTE or mmWave) that satisfies the following conditions:

j∗RA(i) =

⎧
⎨
⎩

j∗MR|L(i) if Rij∗MR|L(i)
> R̄i,

j∗MR(i) otherwise,
∀i ∈ {1, . . . , |N |} (6.5)

where j∗MR|L(i) = arg maxj∈{1,...,|ML |}{Rij} and j∗MR(i) is as in Eq. (6.3). In particular, the LTE eNB
offering maximum data rate is chosen if the offered data rate Rij∗MR|L

is above the data rate R̄i required
by VNi, otherwise the MR policy is applied.

6.6.2 Performance Evaluation of Attachment Policies

In this subsection we compare the performance of the proposed V2N attachment mechanisms. eNBs
are deployed according to a PPP of density λL = 4 eNB/km2 for LTE eNBs and λm spanning from 4
to 80 eNB/km2 for mmWave eNBs, over an area A of 1 km2. VNs are also uniformly deployed over
A but, to avoid boundary effects, we collect statistics of just the VNs in a subset of the simulation
area. We consider a heavily loaded scenario in which an average of 10 vehicles per mmWave eNB are
deployed (so that the actual number of VNs in the network is a function of λm), as foreseen in [8]. To
evaluate the steady-state behavior of the network, VNs’ deployment consists of two steps, following
the approach used in [265]. In the first step each VNi ∈ N is attached to eNB∗

j ∈ M according to
either of the algorithms described in Sec. 6.6.1. Once all VNs are attached to the network, in the sec-
ond step we iteratively update the cell association by randomly picking one VN at a time. We repeat
this procedure by re-allocating a random VN at each step for a fairly large number of iterations, until
convergence to the long-term VN distribution among the eNBs is achieved. We also consider two
different categories of vehicular traffic, to reflect the heterogeneity of future V2N applications’ char-
acteristics and requirements (a VN is assigned to one of these classes with equal probability): class
1 applications, where very high levels of communication stability are required although data rates
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Fig. 6.29: Mean data rate E[R]1 for VNs of
class 1 vs. λm, for different attachment poli-
cies.

Fig. 6.30: Mean data rate E[R]2 for VNs of
class 2 vs. λm, for different attachment poli-
cies.

are typically below 1 Mbps, and class 2 applications, where data rate demands are likely to exceed
1000 Mbps while some latency is tolerated. The remaining simulation parameters are summarized
in Table 6.5.

Data Rate In Figs. 6.29 and 6.30 we plot the average data rate (E[R]1 and E[R]2) that class
1 and class 2 VNs experience, respectively, when implementing either of the attachment policies
presented in Sec. 6.6.1. At first glance we observe that, while all investigated attachment schemes
satisfy class 1 data rate requirements, i.e., 1 Mbps (Fig. 6.29), MS and MR are generally not able to
sustain class 2 requests, e.g., 1200 Mbps for 4K resolution cameras (Fig. 6.30), thereby making the
proposed RA solution the only viable approach to maximize the communication performance for
all categories of vehicular services. MR eventually meets class 2 requirements, though only for very
high values of λm (i.e., λm > 70 eNB/km2); such ultra-dense deployment, however, could be costly
for network operators, in terms of capital and management expenditures, and should therefore be
avoided. With the MS approach, VNs connect to eNBs showing the instantaneous highest signal
strengths and avoid instead nodes that provide lower SNR values (but possibly higher rates, due
to their low traffic loads). With the MR approach, VNs connect to mmWave eNBs and share the
same amount of radio resources regardless of the individual traffic requirements, with class 1 VNs
experiencing much higher date rate than requested, at the expense of class 2 VNs experiencing poor
date rate in overloaded cells. On the other hand, the RA strategy, which biases association decisions
with side information about vehicle requirements, tends to associate class 1 VNs to LTE cells (which,
despite the limited capacity of the physical channel, can easily support class 1’s rate requests) and
saves network bandwidth for those categories of VNs with the most stringent connectivity demands.
Numerically, for class 2 VNs, RA delivers up to 1.5 times higher throughput compared to MR and a
2 fold throughput increase compared to MS.

Fairness Although fairness is not necessarily a pre-requisite for V2N systems (e.g., safety-critical
operations shall deserve prioritization), it still represents a major concern that should be taken into
account to guarantee a minimum level of performance to the cell-edge users (or, in general, to users
experiencing bad channel conditions). In Fig. 6.31 we plot Jain’s fairness index J1 for class 1 VNs,
as defined in Eq. (6.1), which gives an indication on whether network resources are shared fairly
among the VNs. We demonstrate that the RA solution, which associates VNs with low data rate
requirements to LTE cells, guarantees more fair cell association compared to traditional attachment
schemes. On one side, MS strategies homogeneously attach VNs to LTE when a few eNBs are de-
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Fig. 6.31: Jain’s index J1 for VNs of class 1 vs.
λm, for different attachment policies.
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Fig. 6.32: Percentage of VNs satisfied vs. λm,
for different attachment policies.

ployed but, as λm gets higher, start associating some of the VNs to mmWave eNBs too, thereby offer-
ing completely different access channels. On the other side, MR strategies attach VNs to mmWave
cells which are generally not compatible with fairness as a result of the increased variability of the
above-6 GHz channel. However, for high values of λm, i.e., when pushing the network into LOS
regimes, MR’s fairness performance is deemed comparable to that of RA.

Percentage of VNs Satisfied. Finally, it is interesting to compare the three attachment algo-
rithms in terms of percentage (psat)of VNs which satisfy application demands. We see that the MS
approach, which tries to associate vehicles to LTE cells, is penalized by class 2 VNs whose very rigid
data rate requirements cannot be sustained by low-bandwidth LTE connections. The performance
particularly degrades when λm ≥ 5 eNB/km2, i.e., when the number of VNs in the network starts
increasing as a result of denser mmWave deployments, and then slightly increases when λm ≥ 20
eNB/km2, i.e., when VNs that connect to mmWaves find LOS eNB. On the other hand, we observe
that, although the MR approach guarantees a good level of satisfaction among the vehicles, i.e.,
psat > 85% for highly dense networks, with the RA scheme more than 95% of VNs are able to meet
QoS demands even in low-density deployments. This is because RA discriminates association re-
quests as a function of QoS requirements and balances VNs between LTE and mmWave eNB avoid-
ing the overload of transmission links. Based on the above discussion, we therefore make the case
that the proposed framework represents the most appropriate attachment strategy to maximize the
communication performance.

6.7 Conclusions and Design Guidelines

In this chapter we compared the performance of the LTE, the IEEE 802.11p and the mmWave tech-
nologies in a V2X scenario considering both static and dynamic deployments. From the results we
presented in Secs. 6.4, 6.5 and 6.6, the following conclusions can be drawn.

Impact of RAT. Given the intrinsic stability of the sub-6 GHz propagation channel, LTE and
IEEE 802.11p radios deliver a good compromise between fairness and reliability for some applica-
tions characterized by less stringent requirements. They also guarantee service continuity to cell-
edge users, i.e., the most resource-constrained network nodes, which are typically out of mmWave
coverage. Conversely, the combination of massive bandwidth and spatial degrees of freedom has the
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potential for mmWave systems to meet some of the boldest requirements of next-generation trans-
portation systems, including high peak per user data rate and very low latency, that sub-6 GHz
networks alone cannot sustain. Heterogeneous networking has thus been considered to improve
network capacity by combining a reliable sub-6 GHz link with a high-capacity mmWave connec-
tion. In addition, heterogeneous networking allows for fair, robust and efficient vehicle association
in a V2N scenario in which both mmWave and LTE cellular infrastructures are deployed. We show
that benchmark methods which bias cell selection decisions with received signal quality or network
load information cannot support those categories of vehicular traffic with the boldest connectivity
requirements, and can therefore lead to sub-optimal association. On the contrary, we demonstrate
that the proposed approach, which makes attachment decisions as a function of the vehicular ser-
vice requirements, prevents the overload of transmission links and represents the most appropriate
strategy to meet QoS demands even considering low-density deployments.

Impact of Densification. Densification of mmWave infrastructures in urban scenarios is ben-
eficial to decrease the outage probability and deliver uniform service quality throughout the cell.
Nevertheless, it must be mentioned that an ultra-dense deployment involves high capital and opera-
tional expenditures for network operators [57], and requires the provision of high-capacity backhaul
connections. Our analysis also demonstrates that densification delivers negligible improvements for
LTE networks due to the impact of interference in case of omnidirectional communications.

Impact of Mobility. Traditional performance analyses are conducted in static deployments,
which significantly limits the level of realism and detail that can be achieved in simulations. In turn,
our investigation considers vehicular mobility and demonstrates that frequent LOS/NLOS transi-
tions, which are quite common at high speeds, can significantly degrade the performance of the
network. In particular, the combined effect of a highly populated network, highly saturated channel,
and high-speed mobility, can lead to values of latency even higher than 1 second, which is clearly
unacceptable in the context of CAV deployments. Handover has also been identified as one of the
main drivers for latency increase in congested scenarios, due to overloading of the X2 interfaces.

Impact of V2X Application. Considering UDP applications, the flow of each end-to-end
connection does not self-regulate to the actual network conditions, thus congestion arises. In case
of TCP connections, instead, congestion control mechanisms are used to adapt the source traffic,
thereby preventing network congestion. Finally, for DASH and HTTP applications, the source traffic
is asynchronous and bursty, and the network is not as stressed as in the TCP and UDP experiments.
As a consequence, sub-6 GHz connections can generally guarantee improved delay performance
compared to mmWave ones (up to −60% in low-density scenarios) with limited throughput degra-
dation.

Impact of Propagation Scenario and Vehicular Density. Highway/rural scenarios
generally deliver very high throughput, even in sparsely deployed networks, because the signal
propagates in LOS. In turn, densification is beneficial in urban deployments to sustain acceptable
quality of service: the waveguide effect resulting from the signal propagating in urban canyons can
result in data rates close to the theoretical bound. Moreover, even though in crowded scenarios vehi-
cles move at a lower speed, thus resulting in fewer handovers per second, throughput is significantly
deteriorated compared to less congested scenarios due to very high levels of queuing and buffering
(e.g., in highways, throughput can decrease by more than 50% in highly populated networks).
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Chapter 7
Value of Information in Future
Vehicular Networks

7.1 Introduction

As the automotive industry evolves towards CAVs to offer the support of more safety-critical ap-
plications [29], research efforts have been made for the design of novel architectures that guarantee
timely and accurate positioning of vehicles [266]. Positioning is typically provided by on-board GPS
receivers, which however may not always be accurate enough [267]. For this reason, data fusion
techniques have also been considered by combining several positioning strategies (including, but
not limited to, dead reckoning, map matching, and camera image processing) into a single solution
that is more robust and precise than any individual approach [268]. In this perspective, the unique
characteristics of CAVs might cause rapid dynamics and unpredictable changes in the network topol-
ogy [269], thereby requiring regular position updates to be disseminated as timely as possible, i.e.,
ideally at the very same instant they are generated. At the same time, there is a constraint on the
amount of information that can be successfully broadcast over bandwidth-limited communication
channels to avoid packet collisions and overload of transmission links [270]. New communication
radios operating in the mmWave bands have thus been investigated as a means to increase net-
work capacity thanks to the large bandwidth available at high frequencies [191], as explained in
Chapter 6. However, we argue that even a significant increase in the channel capacity may not be
sufficient to satisfy the boldest QoS requirements of future automotive applications, in particular in
scenarios with multiple active services requiring different degrees of automation. In this context, it
is thus fundamental to set a bound on the amount of information that is distributed over bandwidth-
constrained communication channels.

A traditional approach is to monitor the Age of Information (AoI) [271], i.e., the obsolescence of the
data, so that vehicles broadcast sensory messages that are not too old. However, the complex dynam-
ics of vehicular networks affect the rate of decay of the information, making it difficult to set a fixed
threshold for the AoI to discriminate between useful and obsolete pieces of data. Another approach
is to discriminate the Value of Information (VoI) [272–274] in order to use the (limited) transmission re-
sources in a way that maximizes the utility for the target applications. The value assessment process
should be computationally efficient, so that it can be executed even with the limited on-board com-

This chapter is based on the contributions presented in [J10, C10, C11, C13, C15, P1].
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putational resources of mid-range and budget car models, and be completed in real-time. However,
despite these desirable characteristics, it is still unclear how VoI theory can be applied in vehicular
deployments to improve broadcasting of positioning information.

7.1.1 Motivations and Chapter Structure

Traditionally, VoI has been investigated in underwater and sensor networks to decide how much
information to transmit in resource-constrained channels. In this chapter, we investigate for the first
time the concept of VoI in vehicular networks. In particular, Sec. 7.3 provides a taxonomy of informa-
tion sources in vehicular networks and describes the attribute categories that should be accounted
for in the VoI assessment process. We then shed lights on two fundamental research questions.

• When to Broadcast Information? Vehicles typically broadcast periodic updates with position-
ing information. The intrinsically variable topology of CAVs, however, might make peri-
odic broadcasting strategies inefficient: long inter-transmission intervals may prevent the
timely dissemination of positioning information in safety-critical situations, while very fre-
quent broadcasting may overload the transmission links with useless data. Congestion avoid-
ance mechanisms have thus been proposed in the literature to regulate information distribu-
tion as a function of the network load [275]. However, these techniques dynamically adapt the
CAVs transmission parameters, e.g., by controlling the number of neighboring vehicles [276]
or assigning different priorities to vehicles with different operating conditions [277], regard-
less of the level of positioning accuracy that is achieved from the information that is suc-
cessfully delivered. In Sec. 7.4 we propose to use VoI as the decision factor for broadcasting
and design a threshold-based broadcasting algorithm which (i) estimates the positioning error
of the vehicle and of its neighbors within communication range, based on purely predictive
Unscented Kalman Filter (UKF) tracking operations, and (ii) makes vehicles distribute state
information messages in case the estimated error is above a predefined threshold. The perfor-
mance of this approach is compared with a baseline periodic broadcasting solution that instructs
vehicles to broadcast state information updates at regular intervals. Our results show that the
proposed broadcasting algorithm, in spite of its simplicity, can reduce the average position
estimation error by more than 10%, and its 95th percentile by more than 20%, compared to the
literature approach.

• What Information to Broadcast? Sending information about all of on-board sensor observations
may cause high network load, especially in a dense urban environment with a large number
of vehicles. The high load on the radio channel would likely lead to packet loss and large com-
munication latency, potentially degrading the accuracy and timeliness of vehicles’ perception
of road objects. It is therefore important to intelligently select the more valuable information
to be sent at each transmission opportunity. In Sec. 7.5 we propose a method to assess VoI
and rank scheduling options as a function of the characteristics of the network in which the
nodes are deployed. Our innovative framework exploits Analytic Hierarchy Process (AHP)
to quantify the expected VoI based on time, space and quality interdependencies. We vali-
date the technical accuracy of this approach in realistic scenarios and show how VoI evolves
as a function of the scenario (i.e., urban or highway), the sensor resolution, the type of ob-
servation, the communication distance and the age of information. Thanks to its generality
and computational simplicity, our method guarantees timely and efficient value assessment
operations.

Finally, in Sec. 7.6 we conclude the chapter by identifying guidelines and open challenges for the
design of VoI strategies in vehicular networks.
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Table 7.1: Literature on value of information and broadcasting strategies in vehicular networks.

Topic Relevant References

Tracking Strategies [278–287] Traditional tracking
[268, 288–294] Long-term tracking

Broadcasting Strategies [295–297]
Congestion Control Strategies [241, 298, 299]

Value of Information Strategies

[300–304] Literature on VoI theory
[305] Heuristic VoI strategies
[306, 307] Adaptive VoI strategies
[308, 309] Machine learning VoI strategies
[273, 310, 311] Analytic VoI strategies

7.2 Related Work

In V2X , vehicles are equipped with on-board sensors, which are used to gather data about the sur-
rounding environment. These pieces of data are then broadcast within the network through wireless
radios (e.g., LTE, IEEE 802.11p and mmWaves, as seen in Chapter 6), and are used to implement a
tracking system [266] whose target state is the set of positions of all surrounding neighbors. Dis-
semination of sensory information may however exceed the capabilities of existing communication
technologies, thereby making it fundamental to prioritize the transmissions that have greatest value
for target applications. In this section we present a selection of related work for each of such topics.

Vehicular Tracking Strategies An example of a tracking framework for CAVs is given in
[278] and most of research in this area is based on similar architectures, but with different vehicle
mobility and data processing schemes. An analysis of the main mobility models used in vehicle
tracking was given in [279]. For what concerns data processing, the most common choice is adopting
a Bayesian Filtering (BF) approach, typically based on the Kalman Filter (KF) [280], the UKF [281] or
the PF [282]. A tracking framework based on the UKF and the Constant Turn Rate and Acceleration
(CTRA) motion model was presented in [312]. In [283], route information and digital map data were
jointly processed by a PF algorithm. In [284], position forecasting was achieved by using a system
based on a Hidden Markov Model (HMM) [285] and the Viterbi algorithm [286]. We highlight that, in
all the BF-based architectures, the performance greatly depends on the filter settings, e.g., the process
and estimation noise covariances, which must be known a priori.

Conventional tracking approaches mainly focus on the real-time estimation of the target state.
However, most advanced CAV applications also require a prediction of vehicles’ future trajectories.
Long-term forecasting can be achieved by simply applying the predictive step of a BF filter to the
last available state estimate. However, this solution is very sensitive to imperfections of the motion
model: to overcome this issue, more sophisticated approaches have been proposed in the literature.
In [288], the output of a KF was used to perform a parametric interpolation of the future path of
the target vehicle. In [289], Dead Reckoning (DR) was used to improve the performance of packet
forwarding in a highway scenario. Another possibility consists of describing vehicle position pre-
diction as a time series forecasting problem [268]. Hence, Machine Learning (ML) techniques can
improve target state estimation over a large time horizon: in [290], Support Vector Machines (SVMs)
were used to forecast vehicle trajectories, allowing the estimation of target positions when the GPS
signal is not available. In [291], a Neural Network (NN) system was trained with historical traffic
data and then used to predict vehicles’ speeds. Although the ML approach generally guarantees
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high performance, it requires a large amount of data for the initial training and suffers from signif-
icant computational complexity. ML techniques are often combined with BF algorithms: in [292],
the authors presented a system that makes use of an HMM module to estimate vehicle maneuvers
and an SVM module to predict future vehicle trajectories. In [293], a Radial Basis Function (RBF)
classifier was used to compute the inner parameters of a PF, which estimated the long-term motion
of the target. In [294], the results of a maneuver recognition system were combined together with the
output of a tracking system based on the CTRA motion model.

Broadcasting Strategies Regardless of the complexity of the tracking framework, the overall
system performance degrades if on-board sensor measurements are not sufficiently accurate. Users
can share local information to compensate the low quality of the input data. For such purpose, CAV
nodes periodically broadcast their own system state by using the IEEE 802.11 technology [25], that,
however, is based on a random channel access scheme. A solution for reducing the channel occu-
pancy and collision probability is to select the optimal transmission strategy as a function of the
instantaneous positioning error of nearby vehicles. The authors in [295], for example, proposed for
the first time a broadcasting strategy in which the ego vehicle triggers new transmissions whenever
the estimates of the neighbors’ errors are above a predetermined threshold. However, such analy-
sis was provided only for specific case scenarios and the framework that predicts future vehicles’
states was quite obsolete with respect to current vehicular tracking techniques. Similarly, in [296],
the transmission rate by which new information is disseminated within the network is regulated ac-
cording to both the positioning error and the estimated number of packet collisions. Nevertheless,
the authors assumed that vehicles are always aware of the number of packets lost during each times-
lot. This may not always be true in vehicular networks where most packet collisions are caused by
the hidden terminal problem and, thereby, cannot be directly sensed by other nodes. In [297], the
authors analyzed the inter-vehicle communication dynamics that cause the hidden terminal prob-
lem. In the same work, the limitations of the Carrier Sense Multiple Access with Collision Avoidance
(CSMA/CA) protocol were addressed by varying the vehicle communication range according to the
channel occupancy. However, the validity of the approach was proven only in a highway scenario
and cannot be generalized to more complex and unpredictable environments.

Congestion Control Strategies The high number of broadcast communications and the
variability of network topology are very critical issues for CAV applications. In scenarios with a
large vehicular density, the wireless channel may become congested and, consequently, the transmit-
ted information may be lost because of packet collisions. Defining novel congestion control schemes,
which suit the characteristics of modern vehicular networks, is a problem of considerable interest.
Over the years, many researchers have proposed different MAC strategies that adapt inter-vehicle
communications to channel conditions. In [241], the authors presented a rate-adaption strategy that
ensures channel stability through vehicular networking. The convergence of the proposed algo-
rithm was theoretically proven and guidance for the choice of the algorithm parameters is provided.
In [298], the hidden terminal problem was avoided by adopting a time-slotted structure and a TDMA
scheme. In particular, each vehicle is assigned a dedicated timeslot for each frame, during which it
can alert its neighbors about its future transmissions. In [299], the authors focused on improving
congestion control in road intersections by using a locally-distributed strategy based on ML. Dedi-
cated road infrastructures have the task of deleting redundant communications and assigning spe-
cific CSMA/CA parameter settings to different clusters of transmission requests.
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Value of Information Strategies Traditionally, VoI has been studied under an economic
perspective to support business-level processes ranging from data management to efficient decision
making [300]. However, such traditional methods implicitly assume that information is consumed
by humans with limited automation capabilities and do not account for cases where the informa-
tion sources are not directly under the users’ control (e.g., for data automatically generated by ve-
hicle’s on-board sensors). The VoI theory has also been applied to underwater systems to decide
when and how much information to transmit through resource-constrained acoustic networks [301].
Such techniques, however, present many limitations in a V2X context, due to the completely dif-
ferent propagation characteristics of highly mobile nodes and the intrinsic variability of the vehic-
ular channel. Relevant VoI determination approaches have also been investigated in the military
context to prioritize the information to be disseminated to or gathered from soldiers in a battlefield
environment [302]. These strategies, however, are too restrictive in view of the emerging vehicu-
lar application requirements. Recently, VoI-aware methods have been proposed for sensor network
applications, e.g., environmental sensing, surveillance and health monitoring, to provide data that
fulfills the needs of users under resource, monetary and latency constraints [303]. Sensor network
optimization, however, has been mostly associated to traditional QoS paradigms, e.g., to minimize
power consumption [304]. In the vehicular context, instead, sensory information should be valued
based on the utility provided to the final receiver in a specific scenario. Moreover, VoI is expected to
change much more significantly than considering static sensors deployed, e.g., in smart cities.

VoI has been typically assess through different approaches. Heuristic strategies (e.g., greedy meth-
ods) are well-known solutions for performing excellent VoI assessment when good empirical func-
tions are available, and can therefore be used as a benchmark against other solutions [305]. However,
they may fail when constrained by runtime limitations or insufficient network resources, and may
suffer from significant power consumption and non-negligible delays.

Adaptive strategies, e.g., [306, 307], hierarchically refine value assessment operations by relying
on feedback messages which describe how helpful the received information was in relation with
the requirements of target applications. Both distributed and edge-assisted approaches are being
discussed, and the trade-off involves signal latency, power consumption, system overhead, and cost.
In the first case, the endpoints exchange feedback messages through point-to-point transmissions
while, in the second case, the feedback is relayed through edge/cloud computing systems. While
incurring communication overhead for both data collection and model distribution, edge-assisted
solutions leverage a much larger data set for model training than in a distributed strategy, thereby
resulting in a more accurate VoI estimation. In turn, distributed methods can process the feedback in
real time, thereby yielding more responsive vehicular operations.

Machine Learning (ML) can also develop models that link VoI to actions (e.g., settings of link
parameters) and effects (e.g., the corresponding performance metrics), in such a way that actions
are optimized to the specific operational scenario. Generative Deep Neural Networks, for instance, can
be used to measure the mutual information of different combinations of the sensory readings and
dynamically assign them value scores which depend on the degree of correlation [308]. Similarly,
autoencoders can be trained in an unsupervised manner to extract features from input vectors and
predict the a posteriori probability of a sequence given its entire history [309]. Despite some encour-
aging features, ML approaches require a large amount of sensory observations for training, which
are often not publicly available. Furthermore, ML operations can hardly be completed in low latency,
especially considering the limited on-board computational resources of budget car models.

Analytic approaches achieve VoI estimation through mathematical models. Stochastic methods,
i.e., continuous-time Markov chains, recreate network scenarios and estimate the value that the avail-
ability of various sensor information might bring to the receiver at different times. Information the-
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Fig. 7.1: Block diagram of the VoI assessment process.

ory can then be applied to quantify the expected VoI based on its novelty for potential receivers [310].
These approaches provide fine-grained analysis of VoI tuned to the specifics of the modeled sce-
nario but are not suitable for real-time VoI. Analytic Hierarchy Process (AHP) methods [311] can be
employed to value information in various application domains based on pairwise comparisons of
specific criteria and to ultimately score the different data dissemination alternatives. However, the
AHP methodology is not an absolute decision making technique, since relative importance levels are
empirically determined based on subjective comparative [273].

7.3 Characterization of VoI in Vehicular Networks

VoI is extremely context-dependent, i.e., different outcomes are possible depending on the character-
istics (and requirements) of the application and the sources of information that are being considered.
This section provides an overview of the requirements of some automotive applications (Sec.7.3.1),
the types of information sources they can use (Sec. 7.3.2), the attributes to be considered to assess the
VoI (Sec. 7.3.3), and the ways the information can be broadcast (Sec. 7.3.5), as represented in Fig. 7.1.

7.3.1 Application Taxonomy

We focus on four broad application domains that, for their generality, complementarity and signif-
icance, we believe are good representatives of future automotive services. Although their require-
ments are not yet fully specified, some qualifying characteristics have already been outlined by the
3GPP in [30] (we refer to Sec. 1.4 for a detailed description of future vehicular network applications).

• Infotainment refers to services that deliver a combination of information and entertainment.
Data rate demands are in the order of hundreds of Mbps, while latency is reasonably tolerated.

• Advanced safety enables semi- or fully-automated driving through persistent dissemination of
perception data. The required throughput is relatively low (i.e., less than 50 Mbps), while
latency must be very small (i.e., less than 100 ms for high degree of automation) to ensure
prompt reactions to unpredictable events.

• Platooning refers to the set of services that enable the vehicles to cooperatively travel in close
proximity to one another at highway speeds. Data rate up to 65 Mbps is required, while the
latency ranges from 10 ms to 500 ms depending on the distance.

• Traffic Management enables traffic control and coordination through the creation of a Local Dy-
namic Map (LDM) [313], which integrates sensor data streamed by vehicles in a geographical
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area. These operations may require relatively high data rate compared to safety applications,
while some latency can be tolerated (depending on the degree of automation).

7.3.2 Information Sources Taxonomy

In the following, we list some typical examples of types of information that can be collected and
exchanged by connected cars to optimize the performance of the vehicular communication networks
and the supported services.

• Surrounding Information: The awareness of the surrounding environment is fundamental for a
wide set of services. Such information can be provided by different on-board sensors. Radars,
currently operating in the mmWave spectrum between 76 and 81 GHz, are used for applica-
tions like adaptive cruise control, cross traffic alerts, and assisted lane change. Although they
enable accurate detection and localization of the surrounding objects, they are relatively less
suitable for object recognition and classification purposes. For spatially close nodes (i.e., less
than 60 meters), sonar sensors provide accurate echolocation through acoustic waves. Cam-
eras use visible light or infrared and have been used for road signs recognition, enhanced
blind spot detection and lane departure alert, but generate high bit-rate data flows (from 100
Mbps to 700 Mbps, depending on the image quality). Light Detection and Ranging (LIDAR)
sensors make use of laser beams to generate high-resolution 3D depth images for accurate
detection, localization and recognition of the surrounding objects, and the required data rate
is comparable to that of automotive cameras.

• Position Information: GPS offers global time synchronization and absolute (though not always
accurate) positioning, although other localization techniques, e.g., based on dead reckoning,
cellular localization, or image processing, may be required to improve positioning accuracy.
For spatially close nodes (i.e., less than 60 meters), echolocation can also be provided by
sonar sensors, which measure distance using sound waves. Through Basic Safety Messages
(BSMs) and Cooperative Awareness Messages (CAMs), vehicles can also determine their mu-
tual speeds and accelerations.

• Traffic Conditions and Prediction: Real-time traffic information can be obtained collecting ve-
hicles’ localization measurements and re-broadcasted by network infrastructures. Traffic in-
formation may also be complemented with side information, e.g., the presence of sensitive
locations (schools, hospitals) or temporary events (city marathons, social/political events),
which may have an impact on the traffic in the area.

• Environmental Conditions: Weather conditions, including rain, snow, fog, dust, ice and black
ice, can be provided by national weather-alerting systems and made accessible through net-
work infrastructures. The corresponding information flow is light, with loose reliability and
latency constraints [314].

• Historical Data: Past observations can be turned into experience. As a vehicle is able to recog-
nize a specific profile (e.g., a driver, a place, a road), it can access its saved historical data and
exploit this information, e.g., to adapt its driving decisions. Such historical data may not be
available from the vehicles currently on the road, but can be stored in infrastructure or cloud
servers and downloaded when required. Data traffic flow is expected to be low, with low
latency requirements.
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7.3.3 Attributes Taxonomy

VoI typically decays over time at a rate that is application dependent. Value determination should
indeed account for specific attributes, categorized as follows.1

• Timeliness: Typically, the VoI in vehicular networks is affected by obsolescence, so that the
value decreases with the relative age of information, i.e., the time between the generation and
reception of the information, normalized to its lifetime, i.e., the temporal horizon over which
that piece of information is considered valuable. The temporal horizon over which the data
content embeds valuable information is highly application-dependent. For example, safety
messages are extremely delay sensitive, while infotainment data is more time-resilient, since
buffering and error concealment techniques may maintain good service quality even in the
presence of communication gaps.

• Proximity: Similarly, we can define a spatial horizon over which an information is valuable for
the potential receiver(s). For example, for collision warning applications, the dissemination
of sensory data between close-by vehicles is more valuable than those coming from farther
nodes, while the situation can be the opposite for some perception applications.

• Information Quality: The VoI may depend on the quality of the information source, which may
be assessed in terms of accuracy (e.g., for GPS coordinates), resolution (which is a measure of
the image width/height and the frame rate, e.g., for video), and variance. The importance of
quality attributes depends on the target application, e.g., high-definition LIDAR images may
be of little value for infotainment services, but very precious for safety services instead.

• Urgency: This attribute discriminates the different pieces of information based on the level of
urgency of their target applications, e.g., data used for safety applications have higher urgency
than those required for infotainment.

• Generalizability: This attribute captures the extent of the interest of the information to mul-
tiple applications, e.g., GPS can be exploited by applications ranging from infotainment to
safety. Such pieces of information should be awarded higher value than those of interest for a
narrower set of services.

• Novelty: The novelty attribute captures the relative importance of a certain piece of data with
respect to the standard flow generated by a source, e.g., a piece of information that can be
easily predicted by the receiver, based on the available knowledge and past observations, will
have low novelty.

• Provenance (Information Path): This attribute refers to the entire end-to-end source-to-destination
path that the data has followed. If the message has been relayed through multiple hops (e.g.,
platooned nodes) the carried information may have been more likely accessed or corrupted
by malicious attackers, thereby limiting its integrity and, consequently, its value. The VoI as-
signment may also be based on the trust of the destination towards the source providing the
information, which may result from past interactions between the endpoints.

7.3.4 Value Assessment

Let V denote the set of vehicles in the scenario which are equipped with on-board sensors (e.g., cam-
eras) and a hardware unit enabling V2V communications. At time t, a vehicle vi ∈ V perceives a
road object through its on-board sensors, and generates a perception record oi(t), i.e., the vector of

1We do not preclude in the future to extend the attribute classification proposed in Sec. 7.3.3,
although we expect such extension to be highly correlated to the proposed structure.
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sensors’ measurements, for each of the detected objects. Our key research question in this study is
whether vehicle vi ∈ V should broadcast perception record oi(t) to potential receivers and, if so,
when it should be broadcast to avoid channel congestion and overload of the transmission links.
For example, oi(t) may not be so valuable if destination nodes are not able to receive the perception
message in a timely way. To do so, automotive applications annotate each piece of information they
generate with metadata to facilitate the value assessment operations. Metadata can include (i) type
of information, (ii) timestamp of when the information is generated, (iii) network-level requirements
to be satisfied, (iv) importance level of data, (v) accuracy and resolution of data, (vi) source of infor-
mation. We assess that vehicles should distribute the information about each perceived observation
whenever the positioning error estimated from the exchanged information passes a reference value,
as we will describe in Sec. 7.4. Moreover, observations should be broadcast only if their value is
above a pre-defined threshold for at least one vehicle within the communication range, as we will
describe in Sec. 7.5.

7.3.5 Data Scheduler and Dissemination

Once VoI has been assessed, the data scheduler sorts the pieces of information in a descending or-
der of value and sequentially forwards them to the surrounding receivers. Timely and accurate data
dissemination must be guaranteed through any type of wireless interface for V2X communications,
including, but not limited to, IEEE 802.11p, LTE, Wi-Fi and the mmWave technology (see Chap-
ter 6). Generally, IEEE 802.11p and LTE systems offer relatively low-rate connectivity but guarantee
very stable and robust transmissions at short/medium distances (thanks to the intrinsic stability
of the low-frequency channels and the omnidirectional transmissions). Conversely, mmWave sys-
tems support very high-throughput connections but exhibit high instability due to the severe signal
propagation characteristics and the need to maintain beam alignment. In this context, dissemination
operations can be improved by using multiple radios in parallel (i.e., heterogeneous networking) to
complement the limitations of each type of network. The data scheduler has the responsibility to con-
tinuously select the most suitable technology to transmit each data packet, a research problem that,
to date, has not yet been throughly investigated. When it becomes impractical to deliver valuable
information through inter-vehicular transmissions (e.g., in case of congested networks or consider-
ing limited-capacity channels), the data can be offloaded to more powerful nodes (e.g., road side
units, cellular infrastructures, network elements offering edge-cloud services) which act as coordi-
nation units for relaying the most valuable data packets through robust connections. Those schemes
enable energy-efficient information distribution but suffer from significant delays (the sensor-based
measurements may be forwarded through possibly multiple wireless links before being actually ac-
cessible to the destination node).

7.4 When to Broadcast?

The broadcast decision must depend on the type of service that the acquired measurements intend
to provide. In particular, a distinction between non-critical and critical services must be made. In the
first case, the different pieces of data can be aggregated or modified at the application layer before
being actually exchanged among the nodes, thereby promoting resource consumption minimization
and preventing the circulation of duplicate or superfluous data. In the second case, instead, more
reactive dissemination actions are needed, e.g., urgent pieces of data may be continuously broadcast
to neighboring nodes until the emergency signals have been successfully distributed. Markov-based
techniques might also be implemented to estimate the correlation and interdependencies among

131



CHAPTER 7. VALUE OF INFORMATION IN FUTURE VEHICULAR
NETWORKS

multiple signals, thus making it possible to statistically compress the number of observations to be
transmitted [306]. Moreover, the broadcast operations should account for the instantaneous channel
characteristics (e.g., the channel delivery ratio) especially when considering ultra-dense vehicular
scenarios that would further strain the network bandwidth and reliability. In particular, if the net-
work load exceeds a predefined threshold, the data scheduler should either reduce the data trans-
mission speed or discard the least valuable data packets.

In this context, among all possible sources of information, the dissemination of vehicle position
data all over the network is fundamental in V2X operations, as safety-critical applications often need
to know the position of other vehicles over a large area. Therefore, in this study, investigate when to
broadcast positioning information in vehicular networks in such a way to ensuring accurate position
estimation and preventing the congestion of the communication channel. To do so, we design an in-
novative threshold-based broadcasting algorithm that forces vehicles to distribute state information
if the estimated positioning error is above a certain error threshold.

7.4.1 System Model

In this subsection we present the system model that is considered in our study. First, we theoretically
model a CAV network as a time-varying Euclidean graph, whose nodes and edges represent vehicles
and their communication links, respectively. Then, we define a performance metric that takes into
account both the tracking errors and the vehicle positions. Finally, we describe the tracking system
implemented by each node in the network and the communication channel through which vehicles’
state information are broadcast.

7.4.1.1 General Model

We represent a CAV network as a Euclidean graph G = (V, E, r), i.e., an undirected graph whose
vertices are points on a Euclidean plane [268]. V represents the set of nodes, E represents the set
of edges and r is the node’s communication range. We say that two vehicles vi, vj ∈ V, i ̸= j, are
connected by the edge < vi, vj > if the distance di,j between them is shorter than the communication
range r, i.e., E = {< vi, vj >: i ̸= j ∧ di,j < r}. Since the composition of the edge set depends on the
positions of the vehicles, the topology of the network is time-varying, e.g., new edges can be activated
or disabled according to how vehicles move. In our model, we assume that vehicles move in a two-
dimensional space; while not always realistic, this hypothesis does not compromise the accuracy of
our analysis. To highlight the time dependency of the network, we denote by G(t) = (V(t), E(t), r)
the network graph at time t. For simplicity, we assume that time is divided into discrete timeslots, so
that the system evolves in steps. Hence, we define the neighbor set Ni(t) of vi during t as the set of
all the vehicles connected to vi by an edge in E(t), i.e., Ni(t) = {vj ∈ V(t) :< vi, vj >∈ E(t)}.

The behavior of each vehicle vi in the network at time t is represented by a 6-tuple s(t) =(
x(t), y(t), h(t), u(t), a(t), ω(t)

)
, which we call vehicle state. In particular, x and y are the Carte-

sian coordinates of the vehicle on the road topology, h is the vehicle’s heading direction, u and
a are the vehicle’s tangent velocity and acceleration, respectively, and ω is the vehicle’s angular
velocity. The physical distance between the positions of vehicles vi and vj at time t is given by
d(s1(t), s2(t)) =

√
(x1(t)− x2(t))2 + (y1(t)− y2(t))2.

7.4.1.2 Error Function

Consider a reference vehicle vi ∈ V(t), called the ego vehicle, which tracks a group of other vehicles
that we call target vehicles. Hence, we denote by N̂i(t) the subset of Ni(t) containing the target vehi-
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cles, and by ŝi,j(t) the state estimate of vj ∈ N̂i(t) performed by vi at time t. Under these hypotheses,
the performance of the ego vehicle in terms of position estimation accuracy can be assessed by an
error function F (vi, t), which is a weighted average of the position estimation errors made by the ego
vehicle with respect to itself and all its target vehicles. Formally, we have

F (vi, t) =
1

|N̂i(t)|+ 1

⎛
⎝λi,i(t)d(ŝi,i(t), si(t)) + ∑

vj∈N̂i(t)

λi,j(t)d(ŝi,j(t), sj(t))

⎞
⎠ . (7.1)

In (7.1), d(ŝi,i(t), si(t)) and d(ŝi,j(t), sj(t)) represent the error made by vi in estimating its own state
si(t) and the neighbor state sj(t), respectively, |N̂i(t)|+ 1 represents the total number of estimations
carried out by vi, and λi,k(t) is the generalized logistic function defined as:

λi,k(t) = Aλ +
Eλ − Aλ(

Cλ + Dλe−Bλ(d(si(t),sk(t))−d0)
)1/νλ

. (7.2)

The parameters in (7.2) characterize the logistic function’s shape. In particular, Aλ is the function
lower asymptote, Eλ is the carrying capacity, Bλ is the growing rate, νλ affects the function steepness,
Dλ defines the value of λi,i(0), Cλ determines the function upper asymptote while d0 is the threshold
beyond which λi,j(t) starts decreasing. To evaluate the performance of the whole network, we define
F (t) as the average of F (vi, t) among all vehicles vi ∈ V(t):

F (t) =
1

|V(t)| ∑
vi∈V(t)

F (vi, t). (7.3)

7.4.1.3 Tracking System

To minimize the positioning error defined in (7.1), the ego vehicle must estimate its state and the
state of every other vehicle in the set N̂i(t) in every timeslot. To do so, the ego vehicle exploits both
the information gathered by its on-board sensors and the information received from its neighbors
through inter-vehicle communications. To allow the estimation of si(t), we assume that, in every
timeslot, the ego vehicle’s on-board sensors provide a new observation o(t) of si(t). Hence, the ego
vehicle can model the evolution of its own state through a Bayesian approach, obtaining the system

⎧
⎨
⎩

s(t + 1) = f (s(t)) + ζ(t),

o(t) = m(s(t)) + η(t).
(7.4)

In (7.4), the first equation describes the evolution of the vehicle state s(t) over time, while the second
equation describes the relation between s(t) and the state observation o(t). In particular, f (·) is a
function describing the CTRA motion model given in [315], while m(·) is a function representing
the vehicle’s measurement system. Moreover, ζ(t) and η(t) represent the process and measurement
noises, respectively, and are modeled as independent Gaussian processes with zero mean and co-
variance matrices Q and R. Once all the parameters in (7.4) are defined, the ego vehicle can estimate
its own state by using a BF algorithm. In our model, each vehicle implements a UKF algorithm
exploiting the sigma points parameterization given in [316]. By exploiting the UKF and the system
equations given in (7.4), the ego vehicle obtains the estimate ŝi,i(t) of its own state s(t) and the related
covariance matrix Pi,i(t), which represents the uncertainty of the state estimation, in each timeslot t.

To allow vi to estimate the states of the other network nodes, each vehicle vj ∈ V(t) can transmit
the estimate ŝj,j(t) of their own state and the related uncertainty P̂i,i. The time frame by which new
transmissions are initiated depends on the selected broadcasting strategy, as described in Sec. 7.4.2.
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Each message transmitted by vj is received by all the vehicles in Nj(t) after a certain communication
delay (provided that the transmission is not interfered, as we will explain later). Whenever the ego
vehicle gets a message from another node that was not previously in its neighbor set, it initializes
a new UKF having as initial state and uncertainty the received state and covariance matrix, respec-
tively. The new filter propagates the initial state over time by evolving the model blindly, and is
then updated when new information is received. If a vehicle vi does not receive state updates from a
neighbor vj for a period longer than ∆track, it stops to track the considered target, i.e., vj is removed
from the set Ni.

7.4.1.4 Channel Access Model

Inter-vehicle communications are modeled following the IEEE 802.11p standard (we refer to Sec. 6.3.2
for a more detailed description of the IEEE 802.11p technology). DSRC defines seven different chan-
nels at the PHY layer, each containing nsc,tot = 52 subcarriers [317]. For simplicity of discussion,
we assume that only a limited number of subcarriers nsc ≤ nsc,tot can be used for broadcasting
state information messages, while the rest is reserved for other applications. DSRC implements the
CSMA/CA scheme at the MAC layer, where nodes listen to the wireless channel before sending.

We consider an ideal 1-persistent CSMA/CA scheme, capable of successfully arbitrating the
channel access among in-range vehicles in such a way that one single transmission per subcarrier
and timeslot is enabled, even in case of multiple potential transmitters. However, we assume that
collisions can still occur among out-of-range vehicles that transmit towards the same receiver, an
issue known in the literature as hidden node problem. Therefore, the transmission from a vehicle va

to a vehicle vb will suffer from a hidden terminal collision if any of vb’s neighbors that are out of va’s
range start a transmission that overlaps in time and frequency with va’s signal. We also design and
implement a congestion control algorithm to reduce the channel collision probability. More details
will be given in Sec. 7.4.3.

7.4.2 When to Broadcast? Proposed Strategies

In this subsection we describe the communication strategies that are used to regulate the broadcast-
ing frequency in the model described in Sec. 7.4.1. In particular, two different strategies are consid-
ered. The first strategy is called Periodic Broadcasting (PB) and is already implemented by most CAV
applications. The second strategy is called Error Threshold Broadcasting (ETB) and is our original
proposal [318, 319].

7.4.2.1 Benchmark: Periodic Broadcasting (PB)

The PB strategy represents the benchmark solution of our analysis. In the PB scenario each vehicle
chooses a constant inter-transmission period Tperiod, so that its communication process follows an
almost regular time-frame. Reducing Tperiod would allow for a reduction of the misdetection prob-
ability, which is the probability that a neighbor vj belongs to Ni but not to N̂i, at the expense of
increasing the probability of channel access collisions. The false alarm probability, i.e., the probabil-
ity that a neighbor vj belongs to N̂i but not to Ni, should follow the same trend. In particular, a new
transmission is allowed each time a new neighbor is sensed and no transmissions were initiated in
the previous two timeslots.

134



7.4. WHEN TO BROADCAST?

t t+T t+2T t+3T
Time [s]

0

2

4

6

8

10

12

14
Po

sit
io

ni
ng

 E
rro

r [
m

]
Transmission

(a) PB broadcasting strategy.

Time [s]0

2

4

6

8

10

12

14

Po
sit

io
ni

ng
 E

rro
r [

m
]

Transmission
Threshold

(b) ETB broadcasting strategy.

Fig. 7.2: Position error evolution for the broadcasting strategies presented in Sec. 7.4.2.

7.4.2.2 New Proposal: Error Threshold Broadcasting (ETB)

In the ETB scenario each vehicle chooses an error threshold Ethr and regulates its communication
behavior so that the overall position estimation error never exceeds Ethr. To reach this goal, the ego
vehicle defines an additional UKF, which replicates the UKF operations of all the neighbor nodes
that are tracking the ego vehicle itself. This filter propagates the ego vehicle’s state by using only
its predictive step with no sensor input, as done by the other vehicles. Each time the ego vehicle
triggers a new communication, the filter state is updated mimicking the operation performed by
neighbor vehicles upon reception of the packet. Hence, at each timeslot t, the ego vehicle knows
both the a posteriori state estimate ŝi,i(t), which is the output of its main filter, and the a priori
state estimate ŝp

i,i(t), which is the output of its purely predictive filter. ŝp
i,i(t) therefore represents

the state estimate of vi made by its neighbor vehicles. At each timeslot, the two different estimates
are compared: if d(ŝi,i(t), ŝp

i,i(t)) exceeds Ethr, a new transmission is initiated. We observe that, as
before, the communication process can vary according to some specific events. A maximum inter-
transmission period Tmax is defined to mitigate the undetection of new neighbors, and additional
transmissions are initiated in case new neighbors are detected.

An intuitive understanding of the PB and ETB dynamics is provided by Figs. 7.2a and 7.2b,
which represent the evolution of the position error d(ŝi,i(t), ŝp

i,i(t)) according to the transmission
process in the two cases. In the PB scenario, we can observe that new transmissions are initiated
in a regular fashion, regardless of the value of d(ŝi,i(t), ŝp

i,i(t)). Instead, in the ETB scenario, new
transmissions are initiated only when d(ŝi,i(t), ŝp

i,i(t)) is above a certain threshold.
In both the PB and ETB scenarios, the best strategy setting would require to determine the op-

timal value of Tperiod and Ethr, respectively. Such values can be computed through an exhaustive
and computationally heavy approach that iterates on all the possible values of number of available
subcarriers, the vehicular density, the characteristics of the road map, and other automotive-specific
parameters, or with less resource-heavy congestion control techniques. In the next section, we will
show how to adapt existing congestion control techniques to set both Tperiod and Ethr to minimize
channel congestion.

7.4.3 When to Broadcast? Congestion Control

Considering the dynamic nature of vehicular networks, the potential of the broadcasting strategies
described in Sec. 7.4.2 can be fully expressed when coupled with congestion control mechanisms
that regulate information distribution as a function of the network load and minimize the packet
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collision probability. In Sec. 7.4.3.1 we present a benchmark congestion control mechanism, which
we call Channel Sensing Congestion Control (CSCC). The CSCC scheme is based on the LIMERIC
protocol [241], which will be reviewed in the following, and, like most state-of-the-art approaches,
relies on channel sensing. We observe that channel sensing based mechanisms such as CSCC present
several limitations, especially in highly dynamic scenarios. To address these issues, in Sec.7.4.3.2
we design an alternative congestion control approach, which we call Neighbor Aware Congestion
Control (NACC), exploiting the network topology information to reduce the packet collision proba-
bility. We remark that such congestion control algorithms can be used with either broadcast strategy,
though NACC has been designed for ETB and, hence, may underperform when combined with the
PB strategy.

7.4.3.1 Benchmark: Channel Sensing Congestion Control (CSCC)

In the CSCC scenario, each vehicle constantly listens to the wireless channel and estimates the
amount of resources that it is allowed to use to avoid congestion. We consider a vehicle v ∈ V,
which is assigned to subcarrier cv ∈ {0, 1, ..., nsc − 1}. In each timeslot, v senses the channel and
determines if a new transmission has been initiated. The fraction of time during which the channel
is sensed busy in last Navg

cbr timeslots is called Local Channel Busy Ratio (CBRlocal). Every Nupdate
cbr

timeslots the value of CBRlocal is smoothed as

CBRvehicle = 0.5 · CBRvehicle + 0.5 · CBRlocal. (7.5)

The output of (7.5) is called Vehicle Channel Busy Ratio (CBRvehicle) and represents the channel occu-
pancy sensed by v over the subcarrier cv. In the CSCC approach, each network node aims at keeping
the value of CBRvehicle as close as possible to a target value, which is called Target Channel Busy Ra-
tio (CBRtarget). Practically, every Nupdate

cbr timeslots, v evaluates the difference between CBRvehicle and
CBRtarget and updates accordingly the values of ρ, which is the fraction of time that v can exploit to
transmit over the wireless channel. We assume that v is adopting the PB strategy. Since ρ represents
the percentage of time in which v is allowed to transmit, the value of Tperiod is updated as Tperiod = 1

ρ .
In case v is adopting the ETB strategy, the value of ρ should be associated to a specific error threshold
Ethr.

7.4.3.2 New Proposal: Neighbor Aware Congestion Control (NACC)

In the CSCC approach, each vehicle computes the value of ρ as a function of its knowledge about
neighbors’ positions. In particular, vehicles can increase or decrease the channel occupancy with the
aim of minimizing the packet collision probability. We start by theoretically modeling the commu-
nication that takes place in a group of vehicles when CSMA/CA is implemented at the MAC layer.
Then, we describe how a user can estimate the number of neighbors that may potentially result in
packet collisions. Finally, we find a relation between the vehicular density sensed by a user and the
packet collision probability itself.

CSMA/CA Analysis We saw in Sec. 7.4.1.4 that vehicles access the channel following a 1-
persistent CSMA/CA protocol. To efficiently model this communication scheme, we need to make
some assumptions. We consider a population of N vehicles that share the same subcarrier cv ∈
{0, 1, ..., nsc − 1}, which is supposed to be reserved to this set of vehicles. First, we assume that all the
vehicles are always mutually in-range, i.e., at a distance lower than r. Then, we assume that all the
vehicles access the channel with the same transmission probability and that the resulting process can
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be modeled as a PPP of parameter ρ. Under these hypotheses, we can describe the communication
dynamics with an M/D/1/N/N/random queuing system, where each arrival corresponds to a new
channel access request and the queue contains all the requests that have not yet been fulfilled. In
particular, the arrival process is Markovian (M), the service time is deterministic (D), there is only
one server (1), the queue capacity is equal to the population size (N), and the queuing discipline is
random (random), i.e., the customer to be served is chosen randomly from the queue in each timeslot.

We now define xt, the number of channel access requests held in the queue at the end of timeslot
t, and at, the number of new arrivals during t. Since the system will serve one request per timeslot,
provided that xt−1 + at > 0, we have always xt ≤ N − 1. Furthermore, we have always xt =

xt−1 − 1 + at after a non-empty slot and xt = 0 after an empty slot. Now, given xt−1 = i, ρ and N,
the probability of having a arrivals during t is equal to:

P(at = a|xt−1 = i, ρ, N) =

⎧
⎨
⎩
(N−i

a )ρa(1 − ρ)N−i−a 0 ≤ a ≤ N − i,

0 a > N − i.
(7.6)

We observe that, if ρ and N are fixed, the channel dynamics at the end of any timeslot t are completely
characterized by the number of users that need to transmit, i.e., the queue size xt. Hence, we can
describe the overall system by a Markov Chain, whose states xt are in the set X = {0, . . . , N − 1} and
whose transition probability matrix T(ρ, N) is given by:

Ti,j(ρ, N) =

⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

0 j < i − 1,

P(at = j − i + 1|xt−1 = i, ρ, N) 0 < i < N ∧ i − 1 ≤ j < N,

P(at = j + 1|xt−1 = i, ρ, N) i = 0 ∧ 0 < j < N,

P(at ≤ 1|xt−1 = i, ρ, N) i = 0 ∧ j = 0.

(7.7)

Given T(ρ, N), we compute the steady state vector Π(ρ, N) = [Π0(ρ, N), Π1(ρ, N), ..., ΠN−1(ρ, N)].
Then, we can compute the probability of different transmission events. In particular the probability
that during a generic timeslot t no transmissions are initiated is given by

P(xt−1 = 0, at = 0|ρ, N) = Π0(ρ, N) · P(at = 0|xt−1 = 0, ρ, N). (7.8)

Vehicle Position Distribution We recall that our objective is to minimize the number of
packet collisions, which in our model are caused only by the hidden terminal problem. To compute
the collision probability in the described scenario, we should estimate how many neighbors of the
target receiver vb can interfere. We denote this value by Nht. Assuming that the vehicular density in
the communication area of vb is constant, we can estimate Nht as

N̂ht =
Nb + 1

nsc

E [A(d)]
πr2 . (7.9)

In (7.9), d is the distance between va and vb, Nb+1
nsc

is the estimate of the number of vehicles contained
in the communication area of vb that are using the same subcarriers of va, and A(d) is the area within
the coverage of vb but not of va. In other words, A(d) is the area from which a transmission would
be hidden from va, possibly causing a hidden node collision. Let us define by Φ(d) the intersection
of the communication areas of va and vb, so that Φ(d) = πr2 −A(d). A mathematical expression for
Φ(d) is given by

Φ(d) = 2r

⎛
⎝r arccos

(
d
2r

)
− d

2

√
1 −

(
d
2r

)2
⎞
⎠ . (7.10)
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Assuming that the geographical distribution of the nodes can space can be modeled as as a PPP, we
obtain that the probability distribution of d is equal to

fd(d) =
2d
r2 . (7.11)

Given (7.11) and (7.10), the mean value of Φ(d) can be computed as

E [Φ(d)] =
∫

Φ(d) fd(d)dd = r2

(
π − 3

√
3

4

)
. (7.12)

Recalling that Φ = πr2 −A(d), we can write

E [Φ(d)] = r2

(
π − 3

√
3

4

)
= πr2 − E [A(d)] , (7.13)

so that E [A(d)] = 3
√

3
4 r2. Replacing E [A(d)] in (7.9) we finally obtain the expression

N̂ht =
Nb + 1

nsc

3
√

3
4π

. (7.14)

Packet Collision Probability We consider a vehicle v that is tracking N̂ neighbors (the value
of N̂ depends on the overall system dynamics and may differ from N, which instead represents
the true number of neighbors that are in the communication area of v). Suppose that v starts a
new transmission during a generic timeslot t. On average there are N̂ht = N̂+1

nsc

(
1 − Φ

πr2

)
vehicles

which can interfere with the communication. Hence, according to our channel model, the probability
that the transmission will not fail corresponds to the probability that none of those N̂ht interfering
nodes transmits during t. If we assume that the considered N̂ht vehicles have the same transmission
probability ρ and do not interact with other network nodes during t, the packet collision probability
Pcoll can be derived from (7.8), obtaining

Pcoll(ρ, N̂ht) = 1 − Π0(ρ, N̂ht)P(at = 0|xt−1 = 0, ρ, N̂ht). (7.15)

To reduce the number of collisions, the vehicle v with N neighbors should have a transmission prob-
ability ρ such that Pcoll equals a predetermined threshold Pthr. In other words, v chooses ρ so that the
difference between Pcoll and Pthr is minimized, which means

ρ = arg min
ρ

(⏐⏐Pcoll(ρ, N̂ht)− Pthr
⏐⏐) . (7.16)

Following the NACC protocol, each vehicle v changes the value of ρ according to the vehicular
density in its surroundings. In particular, in case the vehicle is using the PB strategy, the value of
Tperiod is updated as Tperiod = 1

ρ . We highlight that, by adjusting the value of Tperiod in this way, we
violate the assumption regarding the distribution of the packet inter-transmission time considered
in the definition of the system Markov model. Indeed, with the PB strategy, the time between two
subsequent transmissions is constant rather than geometrically distributed, while in the ETB strategy
scenario it depends on the position error evolution. This approximation may impair the performance
of our congestion control mechanism. In particular, we expect to observe a significant performance
reduction in the case of the PB strategy.
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7.4.3.3 Implementing Congestion Control for the ETB Strategy

Both the CSCC and the NACC approaches improve the efficiency of the broadcasting strategies de-
scribed in Sec. 7.4.3 by adapting the inter-transmission period to the deployment scenario. As stated
previously, to combine a congestion control scheme with the ETB strategy, we have to relate the
inter-transmission period to the error threshold. Practically, we need to build a map F such that
the transmission period Tperiod = F (Ethr) yields an average map estimation error close to Ethr. Un-
fortunately, the relation between Ethr and Tperiod is subject to multiple factors and cannot be easily
modeled. F depends on how the position estimation error of vehicles evolves in time, i.e., on both
the road map and the users’ behaviors.

To reach our goal, we hence resorted to a pragmatic approach. By simulating a purely predictive
UKF in the considered scenario, we derive an empirical estimate of the statistical distribution P(eh ≤
Ethr) of the position estimation error eh after h timeslots since the last update, for any h ≥ 0. Denoting
by H the number of timeslots at which the error eh exceeds the threshold Ethr, we can set Tperiod =

E[H]Tt, where Tt is the timeslot duration. Now, pretending the eh are independent random variables,
the complementary cumulative distribution function of H can be expressed as

P(H > H) =
H

∏
h=1

P(eh ≤ Ethr) (7.17)

from which we easily get

Tperiod = Tt

∞

∑
H=1

H

∏
h=1

P(eh ≤ Ethr) (7.18)

Equation (7.18) hence provides the desired map F from the error threshold Ethr to the inter-
transmission period Tperiod. Such a function can also be used to determine the value ρ of the broadcast
policy ETB, which can be computed as follows:

ρ =
1

F (Ethr)
. (7.19)

We highlight this approach requires that vehicles know the distribution of the position estimation
error in the map. In a realistic scenario, such information can be provided to vehicles by the road
infrastructure, or pre-programmed into the channel access algorithm (possibly with multiple choices,
depending on the road conditions). The investigation of such aspects, however, is left to future work.

7.4.4 Performance Results

In this section we evaluate the performance of the proposed ETB strategy for broadcasting oper-
ations, compared to a traditional PB approach. Moreover, we exemplify how the proposed NACC
mechanism can improve the performance of the broadcasting strategies by exploiting network topol-
ogy information, with respect to the benchmark CSCC scheme that relies only on channel sensing.
The results of our study are derived through a Monte Carlo approach, where multiple independent
simulations of duration Tsim = 100 s are repeated to get different statistical quantities of interest. The
simulation parameters listed in Table 7.2 are based on a realistic urban CAV scenario.

7.4.4.1 Simulation Parameters

We use conservative IEEE 802.11p PHY and MAC layer parameter settings, which yield a maximum
discoverable range of r = 140 m [320], while the communication delay is set to Td = 100 ms, cor-
responding to one timeslot Tt. When not implementing a congestion control scheme, the settings of
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Table 7.2: When to Broadcast? General parameters.

Parameter Value Description Parameter Value Description

Tsim 100 s Simulation duration vmax 13.89 m/s Max. speed

Nsim 20 Number of runs d0 42 m Safety distance

Tt 100 ms Timeslot duration AS 0.5168 km2 Area size

Td 100 ms Communication delay dv 120 vehicles/km2 Vehicular density

r 140 m Communication range |V| 62 Number of nodes

nsc {2, 4, 6, 8, 10} Number of subcarriers ρmax 1 Upper bound of ρ

nsc,tot 52 Max. number of subcarriers ∆track 10 s Max. tracking duration

Ethr {0, . . . 42} m Error threshold ρmin 0.0006 Lower bound of ρ

Tperiod {0, . . . 10} s Inter-transmission period δmax 1 Upper bound of δ

q 1 Process noise parameter δmin −1 Lower bound of δ

R1,1 1.18535 m2 Position accuracy along x K |V|/nsc Max. number of users

R2,2 1.18535 m2 Position accuracy along y α 0.1 Speed parameter

R3,3 0.5 (m/s)2 Speed accuracy β (2 − α)/K Convergence parameter

R4,4 0.39 (m/s2)2 Acceleration accuracy CBRtarget 0.68 Target Channel Busy Ratio

R5,5 0.09211 rad2 Heading accuracy Pthr 0.3 Collision probability threshold

R6,6 0.01587 (rad/s) 2 Turn rate accuracy {Aλ , Bλ , Cλ , Dλ , Eλ , ν} {1, 0.05, 1, 1, 0, 0.2} Logistic function params

both the PB and ETB strategies must be defined a priori. In our simulations we adopt an exhaustive
approach and consider Nset = 30 different settings. In particular, we make the inter-transmission
period Tperiod vary from 0 to 10 s while the error threshold Ethr ranges between 0 and 42 m. Each
choice involves a different trade-off between estimation accuracy and broadcasting overhead.

For our simulations, we use real road map data imported from OpenStreetMap (OSM), an open-
source software which combines wiki-like user generated data with publicly available information.
In particular, we consider the OSM map of New York City, as represented in Fig. 7.3a, so that to
characterize a dynamic urban environment. In order to consider realistic mobility routes that are
representative of the behavior of vehicles in the road network, we simulate the mobility of cars using
SUMO, as represented in Fig. 7.3b. The vehicles move through the street network according to a
randomTrip mobility model, which generates trips with random origins and destinations, and speeds
which depend on the realistic interaction of the vehicle with the road and network elements. The

(a) Openstreetmap scenario. (b) SUMO scenario.

Fig. 7.3: Representation of portion of the urban map considered for the performance evaluation.

140



7.4. WHEN TO BROADCAST?

maximum speed is set to vmax = 13.89 m/s, which is consistent with current speed limits. Given
vmax, we set d0 = 42 m, which corresponds to the distance traveled in 3 s by a vehicle running at
the maximum speed. In this way, d0 represents the maximum safety distance that should be held
in an urban scenario. Following the work of [195], we consider a vehicular density of dv = 120
vehicles/km2 for medium traffic conditions. Given the total road map area of A=0.5168 km2, the
number of vehicles deployed in the considered scenario is |V| = 62.

As we assessed in Sec. 7.4.1, the behavior of each vehicle can be fully represented by its state s(t).
Measurements of the components of s(t) are affected by a non-negligible noise which is modeled as
a Gaussian process with zero mean and covariance matrix R. The diagonal elements of R are given
in Table 7.2 and are derived from the models in [262, 321, 322]. We define Q = qI, where q is the
noise covariance parameter and I denotes the identity matrix. Table 7.2 also reports the parameters
of the congestion control schemes from Sec. 7.4.3. For what concerns the CSCC approach, we use the
parameters suggested in [241]. In particular, we set α = 0.1, which ensures a sufficiently high con-
vergence speed, and β = (2 − α)/K, so that the algorithm convergence is guaranteed for any K. We
observe that K represents the maximum number of users sharing the same communication channel
that, in our scenario, is on average |V|/nsc. Finally, we set CBRtarget to 0.68, so that vehicles aim at
occupying the channel about 68% of the time. For what concerns our proposed NACC approach, we
set the collision probability threshold to Pcoll = 0.3.

To evaluate the performance of the proposed broadcasting strategies in the simulations, we take
into account four main factors, namely:

• Average positioning error, i.e., the average error of the ego vehicle when estimating its own
position and that of its neighbors, which is given by (7.1);

• 95th percentile of the positioning error, i.e., the positioning error that only 5% of the vehicles
cannot achieve;

• Detection error, i.e., the sum of the misdetection (i.e., unknown vehicles in the ego vehicle
communication area) and false detection (i.e., vehicles that are believed to be in the neighbor-
hood but are actually beyond the communication range) event probabilities;

• Packet collision rate, i.e., the average number of packet collisions per vehicle and per second
that occur because of the hidden terminal problem.

7.4.4.2 Simulation Results

We now analyze the performance of the broadcasting strategies and the congestion control schemes
that we described in Sec.7.4.3 and Sec.7.4.3, respectively. At first, we fix the number of the available
subcarriers to nsc = 8. Later, we will verify how different nsc values may influence the simulation
outcomes. As we already stated, if we do not implement a congestion control mechanism, we have
to determine a priori the inner setting of the PB and the ETB strategies. To fairly compare the perfor-
mance of the two techniques, we adopt an exhaustive approach, obtaining a different outcome for
each choice of Tperiod and Ethr. In Fig.7.4, we analyze the statistics of the positioning error according
to the mean inter-transmission time Ttx, which is an indicator of the total channel occupancy. We
highlight that Ttx does not coincide with the inter-transmission period used in the PB strategy. In-
deed, while Tperiod is defined a priori and can assume all the values within the set {0.1 s, ..., 10 s}, Ttx is
an outcome of the simulation. In particular, in a realistic scenario, Ttx never goes below the value of
0.2 s, i.e., two timeslots, because for the channel access contention. From Fig. 7.4, we can also observe
how the limits of the CSMA/CA affect the positioning error: when the number of channel access
requests is too high, i.e., Ttx < 0.3 s, the channel gets congested and, consequently, the performance

141



CHAPTER 7. VALUE OF INFORMATION IN FUTURE VEHICULAR
NETWORKS

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
Mean inter-transmission time [s]

0.0

0.5

1.0

1.5

2.0

2.5
Po

sit
io

ni
ng

 e
rro

r [
m

]

Mean
5% trimmed range
25% trimmed range

(a) PB strategy.
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(b) ETB strategy.

Fig. 7.4: Comparison of the positioning error statistics as a function of the average inter-transmission
time and the broadcasting strategy, with nsc = 8 and without channel access control.
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(a) Mean error.
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(b) 95th percentile of the error.

Fig. 7.5: Comparison of the positioning error statistics as a function of the average inter-transmission
time, with nsc = 8. The behavior of the PB and ETB strategies is compared, in combination with
CSCC and NACC schemes for congestion control.

of the overall system degrades. Indeed, the positioning error can be described by a convex curve,
with a minimum for Ttx ≈ 0.3 s; this value represents the level of channel occupancy that guarantees
the best position estimation accuracy. By comparing Fig.7.4a with Fig.7.4b, we can observe that the
ETB strategy outperforms the benchmark PB strategy. In particular, ETB proves to have a slightly
lower average error and a significantly lower error variance.

By optimizing the channel access requests, the ETB strategy has a lower positioning error than
the benchmark strategy. Fig.7.5 shows a direct comparison between the considered broadcasting
strategies; in particular, Fig.7.5a reports the mean error while Fig.7.5b shows the 95th percentile of
the error. In both cases, the ETB strategy ensures better position estimation accuracy for the same
level of channel occupancy. The marks in Fig. 7.5 represent the performance of the congestion control
schemes designed in Sec.7.4.3.2 First, we observe that all the deployed solutions succeed in main-
taining the channel occupancy close to the optimal working point, i.e., Ttx ≈ 0.3 s. Among all the
possible solutions, the combination of the ETB strategy with the NACC approach ensures the best
performance. In particular, this scheme outperforms the classical approach used in the literature,
which is represented by the combination of the PB strategy with the CSCC approach, obtaining a

2Since congestion control can adapt the communication strategy to the scenario in real-time, we
obtain a single outcome for each combination of broadcasting strategy and congestion control ap-
proach.
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Fig. 7.6: Boxplot of the positioning error with nsc = 8. The behavior of the PB and ETB strategies is
compared, in combination with CSCC and NACC schemes for congestion control.
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(a) Packet collision rate.
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(b) Detection error probability.

Fig. 7.7: Collision and detection statistics as a function of the average inter-transmission time, with
nsc = 8. The behavior of the PB and ETB strategies is compared, in combination with CSCC and
NACC schemes for congestion control.

10% gain when considering the mean error and 20% gain when considering the 95th percentile of
the error.

The full positioning error statistics of the four congestion control solutions are shown as a box-
plot in Fig.7.6. In the figure, each box is delimited by the first and the third quartiles of the error
distribution. The box’s center lines represent the median of the error, and the whiskers show the 95%
confidence intervals. Outliers are represented as dots. We see that our solution is the only technique
that ensures that the third quartile is below 0.8 m and that the confidence interval is below 1 m.

In Fig.7.7 we show the packet collision rate and the detection error probability. Taking into ac-
count the broadcasting strategies without the congestion control schemes, we observe that both tech-
niques present almost identical trends. As we can observe from Fig.7.7a, the amount of information
that gets lost in the channel significantly increases when Ttx < 0.5 s, independently of the deployed
strategy. This phenomenon explains the degradation of the positioning estimation accuracy that we
observe in Fig.7.4. We highlight that the channel congestion does not affect only the positioning error
but also the probability of misdetection or false detection of a neighbor vehicle. Indeed, by looking
at Fig.7.7b, we can observe that the detection error probability increases exponentially as soon as
Ttx < 0.25 s. Since the strategies optimal working point is Ttx ≈ 0.3, we conclude that minimizing
the positioning error does not necessarily imply an increase of the detection error probability. Con-
sidering the congestion control approaches, we observe that none of the obtained outcomes deviate
from the curves defined by the exhaustive simulations. As already mentioned, the combination of the
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Fig. 7.8: Positioning error as a function of the subcarrier number. The behavior of the PB and ETB
strategies is compared, in combination with CSCC and NACC schemes for congestion control.

PB strategy with the NACC approach presents a slightly higher Ttx and, therefore, is characterized
by a different packet collision rate and detection error probability.

In order to validate these results in a more general scenario, we analyze the performance of the
four possible congestion control schemes with a different numbers of subcarriers nsc. The results of
this analysis are reported in Fig.7.8. We observe that the solution combining the ETB strategy and
the NACC approach outperforms the other schemes for any value of nsc, considering both the mean
positioning error (Fig.7.8a) and the 95th percentile of the positioning error (Fig.7.8b). In particular,
our solution outperforms state of the art solution by up to 20% mean error reduction and up to
30% 95th percentile error reduction. For what concerns the other techniques, we observe that the
combination of ETB and CSCC approach performs poorly for nsc ≤ 4, while it leads to better results
when the number of subcarriers is greater. Conversely, the combination of PB and NACC approach,
performs well for nsc ≤ 4 but does not fully exploit the available resources when nsc ≥ 6.

7.5 What to Broadcast?

The large volume of data generated by automotive sensors will likely saturate the capacity of vehic-
ular communication technologies, making it challenging to guarantee the required quality of service.
The broadcast decision must therefore depend on the type of information that the vehicle has ac-
quired, and the information already available at the receiver, so that to prioritize the transmissions
that have the greatest importance for the target applications. Along these lines, in this study we
investigate what information to broadcast in such a way to prevent the dissemination of redundant,
duplicate and/or useless information. To do so, we propose and evaluate a framework that uses
analytic hierarchy multicriteria decision processes to predict VoI based on space, time, and quality
attributes and which depend on the receiver’s context and application.

7.5.1 System Model

We consider two possible embodiments of VoI assessment: processed and non-processed approaches.
The trade-off involves latency, energy consumption and VoI accuracy. In the first case, the perception
record is analyzed by the sender to extract context information (e.g., estimated positions of objects
in a captured image) before being broadcast. While incurring in some processing delays, this allows
the sender to validate the integrity of the observation and determine whether it embeds valuable
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characteristics for the potential receiver(s). In the second case, the perception record is broadcast
immediately after it is generated, thereby yielding more responsive value assessment operation. The
sender, however, needs to predict probabilistically the value of the observation to prevent circulation
of duplicate or redundant data.

Moreover, among the applications, information sources and vehicular attributes we presented in
Sec. 7.3, we focus on the following subsets of elements that, for their generality and complementarity,
we believe are good representatives of future vehicular systems.

• Applications We focus on advanced safety and traffic management applications.

• Information Sources As CAVs evolve towards the support of safety-critical applications, it
is fundamental to implement network architectures that guarantee timely and accurate posi-
tioning of vehicles. Positioning is typically provided by GPS (which also guarantees accurate
time-synchronization among vehicles), although other localization techniques, e.g., based on
image processing, can be useful to improve accuracy. We consider camera sensors as the prin-
cipal information source to enable position estimation. The accuracy of the camera observa-
tions depends on (i) the resolution of the sensor, which is a measure of the image width/height
and the frame rate, (ii) the field of view, and (iii) the operating distance.

• Attributes We focus on the following attribute categories: (1) timeliness (the VoI decreases with
the relative age of information normalized to its lifetime), (2) proximity (the VoI is a function of
(i) the distance between the information source and destination, i.e., sensory data generated by
close-by vehicles are generally more valuable than data coming from farther nodes, and (ii) the
scenario, i.e., urban/highway), and (3) information quality (the VoI depends on (i) the intrinsic
quality of the information source, which may be assessed in terms of sensor resolution, and
(ii) the distance between the source sensor and the observation – e.g., the depth measurement
error increases proportionally with the distance).

7.5.2 What to Broadcast? Proposed Strategy

The proposed framework performs VoI assessment operations through three main phases, as illus-
trated in Fig. 7.9 and described next.

7.5.2.1 Phase 1: Attribute Priority Weights (via AHP)

First, the algorithm applies the AHP [311] to derive the relative degree of priority among the vehic-
ular attributes, i.e., timeliness, proximity and quality, by populating a pairwise comparison matrix
M (as illustrated in the left frame of Fig. 7.9) with comparison scores (i.e., α, β, γ). The comparison
scores in M (ranging from 1/9 to 9) are assigned according to the Saaty comparison scale [323] and
assess the importance of the attributes in the row relative to those in the column (e.g., the score 3 is
assigned if the item on the row is “moderately more important” than the item on the column in the
specified application domain). Note that M is reciprocal by construction, i.e., M(j, k) = 1/M(k, j),
∀j, k∈{1, . . . , n}, where n is the size of M, i.e., the number of attributes.

As soon as the comparison scores have been determined, priority weights wa, a = 1, . . . , n, are
computed evaluating the normalized principal eigenvector w⃗ = ⟨w1, . . . , wn⟩ of M, i.e., the eigenvec-
tor that corresponds to the eigenvalue λmax with the largest magnitude:

Mw⃗ = λmaxw⃗. (7.20)

The priority weights indicate how valuable each attribute is compared to the others. It appears clear
that the AHP method determines relative (instead of absolute) priority weights, which are based on
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Fig. 7.9: Illustrative scheme of the VoI assessment framework proposed in Sec. 7.5.2.

empirical evaluation criteria, and consequently have a certain degree of arbitrariness. According to
the AHP, in order for the weight vector w⃗ to be a good representative of the relative importance of
the attributes, the matrix M should be consistent, i.e., such that M(j, k) = M(h, k)/M(h, j), ∀h, j, k ∈
{1, . . . , n}. However, given the arbitrariness in the attribute selection, the matrix M is usually non
consistent. A measure of the matrix consistency is given in [311] in terms of the so-called consistency
index CI = (λmax − n)/(n − 1). Based on [311], the weight vector w⃗ can be considered acceptable if
M satisfies the following consistency rule:

CR =
CI

RI(n)
=

(λmax − n)/(n − 1)
RI(n)

< 0.1, (7.21)

where RI is the average of the CIs obtained by randomly generating reciprocal matrices of size n (for
n = 3, we get RI = 0.58).

7.5.2.2 Phase 2: Conditional VoI

The framework is now used to assess how the VoI evolves, conditioned to each attribute. Considering
the n = 3 attributes presented in Sec. 7.3.3, different VoI functions are defined.

a) Proximity: For the proximity attribute, we propose to use a logistic function to model the VoI
dependency on the distance d between the information source and the destination, as represented in
the first box of the middle frame of Fig. 7.9. The logistic function is always monotonically decreasing
in d, but tuning the function’s parameters it is possible to move from a smooth and quasi-linear
decrease of the VoI with d to a step-like behavior, where the VoI is almost constant within a certain
range from the source and suddenly drops to zero beyond that range. The function is given by:

v1 = A +
K − A

(
C + Qe−B(d−ds)

)1/ν
. (7.22)

Parameters in Eq. (7.22) characterize the logistic function’s shape and their values will be detailed
in Sec. 7.5.3. In particular, A is the lower asymptote, K is the upper asymptote, B is the growth rate
(which is selected so that v1 → 0 beyond the communication range), and ds represents the safety
distance that must be held and determines the threshold beyond which v1 starts decreasing. ds is
therefore a function of the scenario, i.e., urban/highway, in which the vehicles are deployed.

b) Timeliness: For the timeliness attribute, we propose to use an exponential function [307], as
represented in the second box of the middle frame of Fig. 7.9, i.e.,

v2 = exp(−Ptd · (t − t0)), (7.23)

where (t − t0) represents the AoI, and Ptd is the temporal decay parameter. In particular, Ptd = 0
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indicates that the information is not delay sensitive, while a large Ptd models a quick obsolescence of
the information.

c) Information Quality: We propose that the VoI for the quality attribute evolves as a function of
the distance do between the source sensor and the perceived observation, as represented in the third
box of the middle frame of Fig. 7.9. We distinguish between processed (p) and non-processed (np)
VoI assessment operations. In the processed case, the VoI depends only on the characteristics of the
sensor [324]. With reference to the camera sensor, we get

vp
3 = 1 − do

h · fd
, (7.24)

where h is the height of the sensor, and fd is the focal distance. In particular, fd depends on the
camera image resolution in the horizontal domain (rh) and the field of view ( fw) in degrees, so that

fd =
rh/2

tan( fw/180 · π/2)
. (7.25)

In the non-processed case, the sender does not know the content of the perception record, therefore
it has to identify a method to probabilistically predict whether such record embeds valuable infor-
mation. We assume that a certain observation (e.g., object) can be detected if it is in LOS with respect
to the sensor’s field of view. The LOS probability is a function of do and the propagation scenario,
and is modeled as in [31]:

PLOS(do) =

⎧
⎨
⎩

min{1, 1.05e−0.0114do} if urban

min{1, (2.1 · 10−6)d2
o − 0.002do + 1.02} if highway

(7.26)

The conditional VoI is finally computed as

vnp
3 =

(
1 − do

h · fd

)
· PLOS(do). (7.27)

7.5.2.3 Phase 3: Overall VoI

Finally, the framework assigns the value of information v by multiplying the attribute weights wa,
a = 1, . . . , n, from Phase 1 with the conditional VoI va, a = 1, . . . , n, from Phase 2:

v(d, t, do) =
n

∑
a=1

wa · va. (7.28)

A data scheduler finally sorts the information products in a descending order of values and sequen-
tially forwards them to the surrounding receivers. The scheduler may also cancel transmissions of
information whose value is below a pre-defined threshold θv.

7.5.3 Performance Results

In this section we validate the technical soundness of our proposed framework in target use cases.
Our results can be used as a basis for evaluating the optimal data scheduling strategy that maximizes
the utility of the transmitted information for the final receiver(s).
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Table 7.3: What to Broadcast? General parameters.

Parameter Value
h 1.2 m Sensor height
fw 70 deg Camera field of view
d {1, . . . , 500} m TX/RX distance
do d/2 TX/obs distance
t − t0 {0, . . . , 5} s Age of information
ds {urban, highway} {24,72} m Safety distance
Ptd {static, variable, dynamic} {0,1,10} Temporal decay
{A,K,C,Q,B,V} {1, 0, 1, 1, 0.03, 0.2} Logistic function params
rh {low, medium, high} {640, 1280, 4096} px Camera resolution

Table 7.4: Pairwise comparison matrices Ma and weights w⃗ = ⟨w1, w2, w3⟩ of VoI attributes for safety
and traffic management applications.
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Table 7.3: What to Broadcast? General parameters.

Parameter Value
Sensor height h 1.2 m
Camera Field of view fw 70 deg
TX/obs distance do d/2
TX/RX distance d {1, . . . , 500} m
Age of information t � t0 {0, . . . , 5} s
Safety distance ds {urban, highway} {24,72} m
Temporal decay Ptd {static, variable, dynamic} {0,1,10}
Log. function params {A,K,C,Q,B,V} {1, 0, 1, 1, 0.03, 0.2}
Camera resolution rh {low, medium, high} {640, 1280, 4096} px

Table 7.4: Pairwise comparison matrices Ma and weights ~w = hw1, w2, w3i of VoI attributes for safety
and traffic management applications.

Attribute Application: Safety
Timeliness Proximity Quality Weight ~w

Timeliness 1 1/7 1 0.1194
Proximity 7 1 5 0.7471
Quality 1 1/5 1 0.1336

Attribute Application: Traffic Management
Timeliness Proximity Quality Weight ~w

Timeliness 1 9 3 0.6554
Proximity 1/9 1 1/7 0.0549
Quality 1/3 7 1 0.2897

Ptd = 0, 1, 10, respectively. We let the AoI parameter t � t0 vary from 0 to 5 s. For the quality
attribute, we consider low-, medium- and high-quality sensors, which are modeled as 640 ⇥ 480,
1280 ⇥ 720, and 4096 ⇥ 780 pixel cameras, respectively. The sensor is placed at a distance h = 1.2
m from the road surface, and the field of view is set to fw = 70 degrees. We also assume that the
target observation is placed at distance do = d/2 from the camera sensor. We recall that, in order
to exemplify the approach, in this work we focus on the evaluation of the VoI for the position data
provided by cameras.

7.5.3.2 Performance Results

Phase 1 results – attribute weights. In Table 7.4 we report the pairwise comparison matri-
ces M which assess the interdependencies among the considered VoI attributes.2 For instance, for
safety applications, we chose to set the proximity vs. timeliness score to 7 since we deem extremely
important for vehicles to monitor space while broadcasting context information (e.g., vehicles need to
know when the neighbors’ distance falls below the safety-critical threshold to trigger collision avoid-
ance transmissions and, at the same time, should defer or cancel transmissions relative to spatially
far vehicles). For traffic management applications, we decided to set the proximity vs. timeliness
score to 1/9 since the broadcasting decision does not have to be space-dependent (i.e., LDM updates
should be addressed to both spatially close and far neighbors). Attribute weights ~w = hw1, w2, w3i

2Notice that the comparative scores we consider in Table 7.4 are chosen in such a way that the
consistency rule defined in Eq. (7.21) is satisfied. Other combinations of scores can be also considered,
as long as they are selected in a way that guarantees that the assigned attribute interdependencies
are fully representative of the characteristics of the application under consideration [239].
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7.5.3.1 Performance Parameters

The system parameters are based on realistic design considerations and are summarized in Table 7.3.
For the proximity attribute, we calculate the safety distance ds between vehicles as ds = 2 · vmax [325],
where vmax is the speed limit, which we set to 12 m/s and 36 m/s in urban and highway scenarios,
respectively. We also let the distance d between the sender and the receiver vary from 1 to 500 m. For
the timeliness attribute, we consider static (e.g., fixed road construction), variable (e.g., temporary
social/political events), and dynamic (e.g., pedestrian crossing the street) observations, so that Ptd =

0, 1, 10, respectively. We let the AoI parameter t − t0 vary from 0 to 5 s. For the quality attribute, we
consider low-, medium- and high-quality sensors, which are modeled as 640 × 480, 1280 × 720, and
4096 × 780 pixel cameras, respectively. The sensor is placed at a distance h = 1.2 m from the road
surface, and the field of view is set to fw = 70 degrees. We also assume that the target observation
is placed at distance do = d/2 from the camera sensor. We recall that, in order to exemplify the
approach, in this study we focus on the evaluation of the VoI for the position data provided by
cameras.

7.5.3.2 Performance Results

Phase 1 results – attribute weights. In Table 7.4 we report the pairwise comparison matri-
ces M which assess the interdependencies among the considered VoI attributes.3 For instance, for

3Notice that the comparative scores we consider in Table 7.4 are chosen in such a way that the
consistency rule defined in Eq. (7.21) is satisfied. Other combinations of scores can be also considered,
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safety applications, we chose to set the proximity vs. timeliness score to 7 since we deem extremely
important for vehicles to monitor space while broadcasting context information (e.g., vehicles need to
know when the neighbors’ distance falls below the safety-critical threshold to trigger collision avoid-
ance transmissions and, at the same time, should defer or cancel transmissions relative to spatially
far vehicles). For traffic management applications, we decided to set the proximity vs. timeliness
score to 1/9 since the broadcasting decision does not have to be space-dependent (i.e., LDM updates
should be addressed to both spatially close and far neighbors). Attribute weights w⃗ = ⟨w1, w2, w3⟩
are determined from Eq. (7.20) and demonstrate that the dissemination of space-related informa-
tion is very valuable to safety services (maxw⃗ =w2 =0.7471) while, for traffic management services,
time-related information should be preferred (maxw⃗=w1=0.6554).

Phase 2 results – conditional VoI. In Fig. 7.10a we plot the conditional VoI for the proximity
attribute as defined by the logistic function in Eq. (7.22). We can see that the value of position infor-
mation is generally higher for a highway scenario than for an urban one. This is consistent with the
fact that the larger safety distance between vehicles in highway scenarios requires the information to
be disseminated over longer ranges, in order to reach the nearby vehicles. Furthermore, the highway
scenario is usually characterized by better propagation conditions that increase the probability of
successful reception at long distances and, consequently, the value of the packet transmission itself.
Accordingly, the VoI drops to zero beyond 300 m, which thus represents a suitable communication
range for vehicular networks. In Fig. 7.10b we plot the conditional VoI for the timeliness attribute as
follows from the exponential function in Eq. (7.23), which is proportional to the AoI and the tempo-
ral characteristics of the perceived object, as defined in Sec. 7.4.1. In particular, the value is constant
in case of static observations while, for dynamic observations, decreases at a pace that is a function
of Ptd. In Fig. 7.10c and Fig. 7.10d we plot the conditional VoI for the quality attribute, considering
both processed and non-processed value assessment strategies, respectively. In the non-processed
case the conditional VoI exhibits a significant difference between urban and highway scenarios. This
gap is due to the higher probability that the line of sight is blocked in urban scenarios, in which case
the image captured by the camera would be basically useless.

Phase 3 results – overall VoI. Our goal is to assign a value to different sources of information
(in this study we consider camera observations) in such a way that the utility to potential receiver(s)
is maximized. In Fig. 7.11 we evaluate the impact of the propagation scenario on the VoI. First,
we observe that, for safety applications, the value of data transmission at short distances is high in
all considered conditions, reflecting the importance of maintaining fresh and updated information

as long as they are selected in a way that guarantees that the assigned attribute interdependencies
are fully representative of the characteristics of the application under consideration [273].

Fig. 7.10: Conditional VoI for space proximity, timeliness and information quality attributes. The
plots show the impact of the TX-RX distance, the AoI, the TX-observation distance, the propagation
scenario, the type of observation and the type of sensor.
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Fig. 7.11: VoI vs. TX-RX distance for urban and highway scenarios for processed and non-processed
strategies. Ptd = 1, rh = 1080 px, AoI = 100 ms.
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Fig. 7.12: VoI vs. TX-RX distance for different types of observations. Processed VoI operations, rh =
1080 px, AoI=100 ms, urban scenarios are considered.

among close-by vehicles. Second, we see that, for traffic management services, the VoI is almost
independent on the TX/RX distance (proximity weight w2 = 0.0549 ≪ 1), demonstrating the impor-
tance of sharing LDM updates even at large distance. Third, we notice that, for safety services, the
VoI drops for values of d larger than 100 m, which is a rather safe inter-vehicle distance (in particu-
lar, in urban scenarios): transmitting data beyond this range would just increase the channel access
contention without bringing much benefit in terms of safety. We can also observe that, in general,
the VoI for the considered information is higher in highway than in urban scenarios, because of the
higher probability of LOS between object and sensor (camera). In general, the non-processed case
(Fig. 7.11b), although guaranteeing real-time value determination, represents a lower bound for the
VoI in vehicular networks, as it provides a probabilistic, rather than deterministic, method to assess
the VoI. Moreover, for the non-processed case, different characterizations of the quality attribute in
urban and highway scenarios (see Fig. 7.10d) result in different overall VoI: for traffic management
applications, the gap is as large as 25% when d > 200 m, i.e., when the endpoints are in NLOS.

The following results are derived considering processed VoI assessment operations. In Fig. 7.12
we investigate how the VoI evolves as a function of the type of observation. We observe that dynamic
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Fig. 7.13: VoI vs. TX-RX distance and AoI, for different types of observation. Processed VoI opera-
tions, rh = 1080 px, urban scenarios are considered.

information is likely to have value for safety applications (although the VoI eventually drops to zero
at large distance): the gap between static and dynamic, i.e., short-lived, observations is less than
10% for d < 100 m. Conversely, the large impact of the timeliness attribute in traffic management
operations (the weight is 0.6554) makes the VoI decrease as much as 65% considering dynamic (as
opposed to static) observations. This makes sense as time-varying perception records might become
obsolete by the time they are actually transmitted.

In Fig. 7.13 we plot the VoI as a function of the AoI and the sensor reading’s temporal character-
istics. Ideally, we would like information to be received as timely as possible, i.e., at the same instant
it was generated by the source. However, real-world constraints, first and foremost the restricted net-
work capacity, put a limit on the frequency at which status updates can be broadcast, thereby making
the AoI larger than the inter-transmission time. For safety services, both “new” (i.e., AoI = 100 ms)
and “old” (i.e., AoI = 1000 ms) information provide comparable value to the receiver(s), as long as
short-range communications are considered. The reason is that even old perception records may still
potentially increase the opportunity for vehicles to make object detections, a critical pre-requisite for
safety-related operations. For traffic management services, instead, the impact of the AoI is very
strong. “Old” information (i.e., AoI = 1000 ms) may, in fact, decrease the VoI by more than 70% con-
sidering dynamic observations (Fig. 7.13b). To avoid the decay of information, such systems require
very frequent updates to be disseminated through inter-vehicular communications, possibly caus-
ing, however, channel access problems. We notice that, for the dynamic case, the VoI considering
traffic management applications is below 0.6 even at short distance: at d = 10 m, VoI = 0.58 vs. VoI
= 0.92 for safety applications, thereby validating the results in Fig. 7.12.

The patterns we observed in the previous plots can be recognized also in Fig. 7.14, which illus-
trates the VoI evolution for different types of sensors. We see that the VoI increases proportionally
to the camera resolution, even though the effect of the sensor quality is not very significant: the gap
between high- and low-quality sensor readings is below 15%. This is consistent with the outcomes
of the AHP comparative evaluations, which assign very low priority weight to the quality attribute.
In fact, although the network requires context information to be reliable, it still needs to prioritize
timely dissemination to spatially close neighbors to prevent communication failures. Nevertheless,
we observe that sensor quality degradation has a bigger impact on traffic management than on safety
services (i.e., w3 = 0.2897 vs. w3 = 0.1336, respectively). Finally, Fig. 7.14 acknowledges the higher
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Fig. 7.14: VoI vs. TX-RX distance for different types of sensor. Processed VoI operations, Ptd = 1, AoI
= 100 ms, urban scenarios are considered.

VoI for safety operations compared to traffic management at short distance.

7.6 Conclusions and Design Guidelines

Assigning VoI is fundamental to discriminate the importance of the different information sources, in
order to prevent the overload of transmission links. In this chapter, we characterized VoI in vehicular
networks and investigated data broadacsting methods to tackle capacity issues. In particular, we
answered two fundamental questions.

When to Broadcast Information? We studied the trade-off between ensuring accurate po-
sition information and preventing congestion of the communication channel in vehicular networks
and designed an innovative threshold-based broadcasting algorithm that forces vehicles to distribute
state information if the estimated positioning error is above a certain error threshold. We also
adopted a new congestion control mechanism that adapts the inter-transmission period according
to network topology information. We showed through simulations that the proposed approach out-
performs a conventional broadcasting strategy, which relies on a periodic transmission of state infor-
mation and channel sensing, since it reduces the positioning error with no additional resources.

What Information to Broadcast? We proposed a method that quantifies the expected VoI
based on time, space and quality dependencies. The goal is to identify the transmission(s) that max-
imize the utility for potential receiver(s) while avoiding the overload of the communication channel.
We evaluated the impact of the operating distance, the type of observation, the type of sensor, the
propagation scenario and the AoI on the value assessment. Moreover, we numerically showed the
rate at which VoI decreases considering obsolete, time-varying and inaccurate observations.
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Chapter 8
Towards 6G Networks:
Use Cases and Technologies

8.1 Introduction

From 1G to 5G, passing through Universal Mobile Telecommunication Systems (UMTS) and LTE,
each generation of mobile technology has been designed to meet the needs of end users and net-
work operators, as shown in Fig. 8.1. However, nowadays societies are becoming ever more data-
centric, data-dependent and automated. Radical automation of industrial manufacturing processes
will drive productivity. Autonomous systems are hitting our roads, oceans and air space. Millions
of sensors will be embedded into cities, homes and food production environments, and new sys-
tems operated by artificial intelligence residing in local ’cloud’ and ’fog’ environments will create a
plethora of new applications. Communications networks will provide the nervous system of these
new smart system paradigms. The demands, however, will be daunting. Networks will need to
transfer much greater amounts of data, at much higher speeds. Connections will move beyond per-
sonalized communication to machine-type communication, connecting not just people, but also data,
computing resources, vehicles, devices, wearables, sensors and even robotic agents.

5G made a significant step towards developing a low latency tactile access network, by provid-
ing new additional wireless nerve tracts through (i) new frequency bands (e.g., the mmWave spec-
trum), (ii) advanced spectrum usage and management, in licensed and unlicensed bands, and (iii) a
complete redesign of the core network. Yet, the rapid development of data-centric and automated
processes may exceed even the capabilities of the emerging 5G systems. The above discussion has
recently motivated researchers to look into a new generation of wireless systems, i.e., 6th generation
(6G) systems, to meet the demands for a fully connected, intelligent digital world [326].

8.1.1 Motivations and Chapter Structure

Along these lines, the broad purpose of this chapter is to understand how future 6G systems can
be developed to provide ever more capable and vertical-specific wireless network solutions. Specif-
ically, Sec. 8.2 considers several potential applications for future connected systems and attempts
to estimate their key requirements in terms of throughput, latency, connectivity and other factors.

This chapter is based on the contributions presented in [J8].
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Fig. 8.1: Evolution of cellular networks, from 1G to the disruption foreseen for 6G networks, with a
relevant/representative application for each generation.

Importantly, we identify several use cases that go beyond the performance of 5G systems under de-
velopment today and demonstrate why it is important to think about the long term evolutions of 5G.
Our analysis suggests that, in order to meet these demands, radically new underlying communica-
tion technologies, network architectures, and deployment models will be needed. In particular, in
Sec. 8.3 we envision:

• Novel disruptive communication technologies: although 5G networks have already been designed
to operate at very high frequencies, e.g., in the mmWave bands in NR, 6G networks could
very much benefit from even higher spectrum technologies, e.g., through terahertz and opti-
cal communications.

• Innovative network architectures: despite 5G advancements towards more efficient network
setups, the heterogeneity of the requirements of future network applications calls for new
cell-less architectural paradigms based on tight integration among different communication
technologies, for both access and backhaul, and the disaggregation and virtualization of the
networking equipment.

• Integrating Intelligence in the Network: we expect 6G to bring intelligence from centralized com-
puting facilities to end terminals, thereby providing concrete implementation to distributed
learning models that have been studied from a theoretical point of view in a 5G context. Un-
supervised learning and inter-user inter-operator knowledge sharing will promote real-time
network decisions through prediction.

We transfer into our study a multifaceted critical spirit too, having selected, out of several possible
breakthrough architectural innovations, the technologies that we believe have significant potential
for future 6G systems, including developments at all layers of the protocol stack, from physical layer
communication methods to networking design. We also study evolutions of network designs that
have not yet been thoroughly addressed in early 5G standards development and will therefore not
be fully transposed into commercial 5G deployments. We expect our investigation to promote re-
search efforts towards the definition of new communication and networking technologies to meet
the boldest requirements of 6G use cases.
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Fig. 8.2: Representation of the requirements (according to multiple KPIs) of different 6G use cases.

8.2 6G Potential Applications

5G technologies are associated with trade-offs on latency, power consumption, costs, hardware com-
plexity, throughput, end-to-end reliability, and communication resilience. 6G innovations, on the
contrary, will be developed in such a way that stringent network demands (in terms of ultra-high
reliability, capacity, energy efficiency, and low latency) are jointly met in a holistic fashion.

In this section, we review the proprieties, characteristics and foreseen requirements of applica-
tions that, for their generality and complementarity, are generally believed to be good representatives
of next-generation 6G services. Although some of these applications have already been discussed in
5G, we believe that they will likely not be part of future 5G deployments either due to technological
limitations or because the market will not be mature enough to support them (especially within the
very short timeframe in which 5G is supposed to be released). Fig. 8.2 provides a comprehensive
point of view on application requirements in terms of different KPIs.

Augmented Reality (AR) and Virtual Reality (VR) AR and VR over wireless will en-
able novel applications including, but not limited to, (i) education and training, (ii) gaming, (iii)
workspace communication, (iv) entertainment. VR/AR applications will face unprecedented chal-
lenges in terms of increased image quality and per-user capacity, sub-ms latency and uniform quality
of experience (also at the cell edge). 6G will bring intelligence to end users, to support efficient data
dissemination while fulfilling the network’s heterogeneous requirements and backhaul/fronthaul
limitations.

Holographic Telepresence (Teleportation) The human tendency to remotely connect with
an increasing degree of digital accuracy will pose severe communications challenges in next gener-
ation network infrastructures. The authors of [327] explore a 3D holographic display and its data
transmission requirement: a raw hologram, without any compression, with colors, full parallax, and
30 fps, would require a daunting 4.32 Tbps data rate. The latency requirement will hit the sub-ms,
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and thousands of synchronized view angles will be necessary, as opposed to the few required for
VR/AR. Moreover, to fully realize an immersive remote experience, all the 5 human senses are des-
tined to be digitized and transferred across future networks, increasing the overall target data rate.

eHealth 6G will revolutionize the health-care sector, eliminating time and space barriers through
remote surgery and guaranteeing health-care workflow optimizations. Besides the high cost, the
current major limitation is the lack of real-time tactile feedback [328]. Moreover, QoS expectations
for eHealth services (i.e., continuous connection availability, ultra-low latency, and mobility sup-
port) will unlikely be jointly fulfilled by 5G systems, due to the increased inherent variability of the
mmWave channel and the congestion below 6 GHz. 6G will enable eHealth applications through
innovations like mobile edge computing, virtualization and artificial intelligence.

Pervasive Connectivity Although 5G networks support more than 1’000’000 connections per
km2, mobile traffic will grow 3-fold from 2016 to 2021, thereby pushing the number of mobile de-
vices to the extreme, with more than 125 billion connected devices worldwide by 2030 [329]. This
will stress already congested networks, which will not manage to provide connectivity to every user
and to meet the requirements shown in Fig. 8.2. Moreover, while 80% of the mobile traffic is gen-
erated indoor, cellular networks never really targeted indoor coverage. For example, 5G infrastruc-
tures, which may be operating in the mmWave spectrum, will hardly provide indoor connectivity as
high-frequency radio signals cannot easily penetrate solid material. Furthermore, 5G densification
presents scalability issues and high deployment and management costs for operators. 6G networks
will instead provide seamless and pervasive connectivity in a variety of different contexts, matching
stringent QoS requirements in both outdoor and indoor scenarios with a cost-aware and resilient
infrastructure.

Industry 4.0 and Robotics 6G will foster the Industry 4.0 revolution started with 5G, i.e.,
the digital transformation of manufacturing through cyber physical systems and IoT services. The
overcoming of the boundaries between the physical factory dimension and the cyber computational
space will enable among other things, Internet-based diagnostics, maintenance, operation, and di-
rect Machine to Machine (M2M) communications in a cost-effective, flexible and efficient way [330].
Automation comes with its own set of requirements in terms of reliable and isochronous commu-
nication [331], which 6G is positioned to address through the disruptive set of technologies we will
describe in Sec. 8.3.

Smart Cities 6G will accelerate the adoption of solutions for smart cities, targeting life quality
improvements, environmental monitoring, traffic control and city management automation [332].
These services build upon data generated by low-cost and low-energy sensors, which efficiently
interact with each other and their surrounding environment. Current cellular systems have been
mainly developed for broadband applications, with ad hoc configurations for M2M traffic. Con-
versely, 6G will seamlessly include support for user-centric machine to machine communication,
providing native support for smart cities in a cost-effective way. 6G will also promote ultra-long
battery lifetime combined with energy harvesting approaches, a research challenge that 5G and its
predecessors have, so far, largely disregarded.

Unmanned Mobility The automotive industry is evolving towards fully autonomous trans-
portation systems, offering safer traveling, improved traffic management, and support for infotain-
ment, with market estimates in the order of 7 trillions USD [29]. The design and deployment of
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connected and autonomous vehicles is still challenging: with the safety of passengers at stake, un-
precedented levels of reliability and low end-to-end latency (i.e., above 99.9999% and below 1 ms,
respectively) are expected, even in ultra-high mobility scenarios (up to an impressive 1000 km/h).
Moreover, cars will be equipped with an increasing number of sensors (more than 200 per vehicle by
2020) which will demand increasing data rates (in the order of terabytes per driving hour [191]), sat-
urating the capacity of traditional technologies. In addition, flying vehicles (e.g., drones) represent a
huge market potential for various use cases such as construction, agriculture, and first responders.
Swarms of drones will need improved capacity for expanding Internet connectivity. In this perspec-
tive, 6G will pave the way for the coming era of connected vehicles through advances in hardware
and software as well as the pioneering connectivity solutions the we will discuss in Sec. 8.3.

8.3 6G Enabling Technologies

In this Section, we will focus on the technologies that were deliberately left out of early 5G standards
development (i.e., 3GPP NR Release 15 and 16). These innovations will contribute to overcome the
limitations of commercial 5G deployments, to satisfy the KPIs for the 6G applications that we de-
scribed in Fig. 8.2. We will consider physical layer breakthroughs in Sec. 8.3.1, new architectural
and protocol solutions in Sec. 8.3.2, and finally disruptive applications of artificial intelligence in
Sec. 8.3.3. Table 8.1 summarizes the main technological innovations that could be introduced in 6G
networks, considering their potential, the associated challenges and which of the use cases intro-
duced in Sec. 8.2 they empower.

8.3.1 Disruptive Communication Technologies

A new generation of mobile networks is generally characterized by a set of novel communication
technologies that provide unprecedented performance (e.g., in terms of available data rate and la-
tency) and capabilities. For example, massive MIMO and mmWave communications are both key
enablers of 5G networks. In order to meet the requirements that we described in Sec. 8.2, 6G net-
works are expected to rely on conventional spectrum (i.e., sub-6 GHz and mmWaves) but also on
frequency bands that have not been considered yet for cellular standards, namely the terahertz band
and Visible Light Communications (VLC). Fig. 8.3 represents the pathloss for each of these bands, in
typical deployment scenarios, in order to highlight the differences and the opportunities that each
portion of the spectrum can exploit. In the following paragraphs, we will focus on the two novel
spectrum bands that will be used in 6G.

• Terahertz communications exploit the frequency bands between 100 GHz and 10 THz [333].
With respect to the millimeter waves used in 5G, terahertz brings to the extreme the poten-
tials and challenges of high-frequency communications. The main issues that prevented the
adoption of terahertz links in commercial systems are propagation loss, molecular absorption,
high penetration loss, and challenges in the engineering of antennas and RF circuitry. As for
mmWaves, the propagation loss can be compensated using directional antenna arrays, also
enabling spatial multiplexing with limited interference. Furthermore, some frequencies in the
terahertz spectrum are affected by an additional loss due to atmospheric molecular absorp-
tion, as shown in Fig. 8.3. However, it is possible to avoid this loss by choosing deployments
in frequency bands not severely affected by molecular absorption, with contiguous chunks of
up to 200 GHz of free spectrum [333]. Finally, the usage of such high frequencies enables new
kinds of ultra-small-scale electronic packaging solutions for the RF and antenna circuitry.
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8.3. 6G ENABLING TECHNOLOGIES

Fig. 8.3: Pathloss for sub-6 GHz, mmWave and terahertz bands, and received power for VLC. The
sub-6 GHz and mmWave pathloss follows the 3GPP models and considers both LOS and NLOS
conditions, while LOS-only is considered for terahertz [333] and VLC [335].

• VLC have been proposed to complement RF communications by piggybacking on the wide
adoption of cheap Light Emitting Diode (LED) luminaries. These devices can indeed quickly
switch between different light intensities to modulate a signal which can be transmitted to a
proper receiver [334]. The research on VLC is more mature than that on terahertz communica-
tions, also thanks to a lower cost of experimental platforms. As reported in Fig. 8.3, VLC have
limited coverage range, require an illumination source, and suffer from shot noise from other
light sources (e.g., the sun), thus can be mostly used indoors [334]. Moreover, they need to
be complemented by RF for the uplink. Nonetheless, VLC could be used to introduce cellular
coverage in indoor scenarios, which, as mentioned in Sec. 8.2, is a use case that has not been
properly addressed by cellular standards.

Although standardization bodies are promoting study items that are oriented towards the in-
vestigation of THz and VLC solutions for future wireless systems (i.e., IEEE 802..15.3d and 802.15.7,
respectively), these technologies have not been so far considered by the 3GPP for inclusion in a cel-
lular network standard, and will be targeting beyond 5G use cases.

Besides the new spectrum, 6G will also transform wireless networks by leveraging a set of tech-
nologies that have been enabled by recent physical layer and circuits research, but are not part of 5G.
The following will be key enablers for 6G:

• Full-duplex communication stack. With full-duplex communications, the transceiver in base
stations and users will be capable of receiving a signal while also transmitting, thanks to self-
interference-suppression circuits [336]. Practical full-duplex deployments have been made
feasible by breakthrough in the development of the aforementioned circuits only recently, thus
have never been included into cellular network standards. These technology advancements
can enable continuous downlink and uplink transmission, to increase the multiplexing capa-
bilities and the overall system throughput without using additional bandwidth. Nonetheless,
6G networks will need careful planning for the full-duplex procedures and deployments, to
avoid interference, as well as novel resource scheduler designs [336].

• Novel channel estimation techniques (e.g., out-of-band estimation and compressed sens-
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Fig. 8.4: Architectural innovations introduced in 6G networks.

ing). The channel estimation for directional communications will be a key component of
communications at ultra-high frequencies in a cellular context, as for mmWaves. However, it
is difficult to design efficient procedures for directional communications, considering multi-
ple frequency bands and possibly a very large bandwidth. Therefore, 6G systems will need
new channel estimation techniques. For example, out-of-band estimation (e.g., for the an-
gular direction of arrival of the signal) can improve the reactiveness of beam management,
by mapping the omnidirectional propagation of sub-6 GHz signals to the channel estimation
for mmWave frequencies [337]. Similarly, given the sparsity in terms of angular directions of
mmWave and terahertz channels, it is possible to exploit compressive sensing to estimate the
channel using a reduced number of samples.

• Sensing and network-based localization. The usage of RF signals to enable simultaneous
localization and mapping has been widely studied [338], but such capabilities have never
been deeply integrated with the operations and protocols of cellular networks. 6G networks
will exploit a unified interface for localization and communications to (i) improve control
operations, which can rely on context information to shape beamforming patterns, reduce
interference, and predict handovers; and (ii) offer innovative user services, e.g., for vehicular
and eHealth applications.

8.3.2 Innovative Network Architectures

The disruption brought by the communication technologies described in Sec. 8.3.1 will enable a new
6G network architecture, but also potentially require structural updates with respect to current mo-
bile network designs. For example, the density and the high access data rate of terahertz commu-
nications will create constraints on the underlying transport network, which has to provide both
more points of access to fiber and a higher capacity than today’s backhaul networks. Moreover, the
wide range of different communication technologies available will increase the heterogeneity of the
network, which will need to be managed.

The main architectural innovations that 6G will introduce are described in Fig. 8.4. In this con-
text, we envision the introduction and/or deployment of the following architectural paradigms:

• Cell-less architecture and tight integration of multiple frequencies and communication
technologies. 6G will break the current boundaries of cells, with users connected to the net-
work as a whole and not to a single cell. This can be achieved, for example, through multi
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Fig. 8.5: Illustration of use cases supported by integration of terrestrial and non-terrestrial commu-
nications.

connectivity techniques, and the support for heterogeneous radios in the devices. The cell-
less network procedures will guarantee a seamless mobility support, without overhead due
to handovers (which might be frequent when considering systems at terahertz frequencies),
and will provide QoS guarantees even in challenging mobility scenarios such as vehicular
ones. Overcoming the cell concept will also enable a tight integration of the different 6G com-
munication technologies. The devices will be able to seamlessly transition among different
heterogeneous links (e.g., sub-6 GHz, mmWave, terahertz or VLC) without manual interven-
tion or configuration. Finally, according to the specific use case, the user may also concurrently
use different network interfaces to exploit their complementary characteristics, e.g., the sub-6
GHz layer for control, and a terahertz link for the data plane.

• 3D network architecture. Traditionally, networks have been designed to provide connectiv-
ity for an essentially bi-dimensional space, i.e., network access points are deployed to offer
connectivity to devices on the ground. On the contrary, we envision future 6G heterogeneous
architectures to provide three-dimensional (3D) coverage, thereby complementing terrestrial
infrastructures with non-terrestrial platforms (e.g., drones, balloons, and satellites). In partic-
ular, satellite networking has rapidly gained attention to serve various applications, as illus-
trated in Fig. 8.5, including:

– Communication resilience: Satellites enable on-demand wide geographical connectivity
coverage and guarantee seamless service continuity, e.g., in rural areas or when terres-
trial infrastructures are not available – for example after natural disasters – avoiding the
operational and management costs of always-on fixed infrastructures.

– Resource optimization on parallel backhaul links: Satellites offer an additional and robust
channel for backhauling operations, thereby saving terrestrial resources for access traffic
requests. This also guarantees that, in the event that terrestrial links are unavailable, the
on-the-ground terminals can find an alternate route to preserve the connection.

– Efficient data broadcasting and relaying: Satellites can convey multimedia and entertain-
ment contents to an unlimited number of terminals using broadcast and multicast streams
with information-centric networking.

– QoS enhancement through edge computing: Satellites can host Mobile Edge Cloud (MEC)
functionalities to support communication, computing, and storage operations, thereby
providing on-the-ground users with an execution environment for their mobile edge
appliances and evolving cloud services coverage towards 3D.

In the effort to maximize communication data rates through satellite links, mmWave bands
can be considered thanks to the larger bandwidth available compared to the conventional
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sub-6 GHz bands. The potential of mmWave technology as a means to support satellite com-
munications has also been recognized by the 3GPP which, in [339], defines non-terrestrial
network deployment scenarios and related system parameters including channel modeling
at NR frequencies. Despite such promising opportunities, there are various challenges to be
solved before flying platforms can effectively be used in wireless networks, e.g., air-to-ground
channel modeling, topology and trajectory optimization, resource management and energy
efficiency, coverage constraints (the higher the satellite altitude, the larger the coverage, the
longer the visibility period, but the higher the latency). These issues will not be fully solved
within the relatively limited timeframe in which 5G networks will be commercialized, and
will therefore be addressed as part of future 6G research efforts.

• Disaggregation and virtualization of the networking equipment. Networks have recently
started to transition towards the disaggregation of once-monolithic networking equipments:
for example, 5G base stations can be deployed via distributed units with the lower layer of the
protocol stack, and centralized units in data centers at the edge. The advances in computing
capabilities will bring virtualization and disaggregation to the extreme, with the 6G MAC and
PHY layers fully virtualized and simple and low-cost distributed units with just the antennas
and minimal processing units. This will decrease the costs of networking equipment, making
a massively dense deployment economically feasible. Moreover, in its current state, research
on virtualization does not close all the security gaps, which could result in numerous cyber-
attacks. Network security concerns will be addressed in the upcoming 6G wireless network
standards.

• Advanced access-backhaul integration. The massive data rates provided by the new 6G ac-
cess technologies will require an adequate growth of the backhaul capacity. Moreover, tera-
hertz and VLC deployments will call for a massive increase in the density of access points,
which should be provided with backhaul connectivity to their neighbors and the core net-
work. However, the huge capacity of 6G technologies can be exploited for self-backhauling
solutions, in which the radios in the base stations provide both access and backhaul services.
While a similar option is already being considered for 5G, the scale of 6G deployments will
introduce new challenges and opportunities: the networks will need higher autonomous con-
figuration capabilities, but the increase in access capacity will not need to be matched by an
increase in fiber points of presence.

• Energy-harvesting strategies for low-power consumption network operations. 6G devices
will be deployed in a pervasive manner to satisfy the future connectivity requirements. User
terminals and networking equipment will need to be powered with energy sources and, given
the scale expected in 6G networks, it is necessary to design the system to be more efficient and
less energy consuming with respect to current networks. This means that both the circuitry
and the communication stack will be developed with energy-awareness in mind. One option
is using energy harvesting circuits to allow devices to be self-powered, which could be critical
for example to enable off-grid operations, long-lasting IoT devices and sensors, or long stand-
by intervals for devices and equipment which are rarely used.

8.3.3 Integrating Intelligence in the Network

The complexity of 6G communication technologies and network deployments will probably prevent
closed-form and/or manual optimizations. While intelligent techniques in cellular networks are al-
ready being discussed for 5G, we expect 6G deployments to be much denser (i.e., in terms of number
of access points and users), heterogeneous (in terms of integration of different technologies), and
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with stricter requirements in terms of performance with respect to 5G. Therefore, intelligence will
play a more prominent role in the network, going beyond classification and prediction tasks which
are being considered for 5G systems. Notice that the standard may not specify the techniques and
learning strategies to be deployed in networks, but data-driven approaches can be seen as tools that
network vendors and operators can use to meet the 6G requirements [340]. In particular, 6G research
will be oriented towards the following aspect:

• Learning techniques for data selection and feature extraction. The large volume of data
generated by future connected devices (e.g., sensors in autonomous vehicles) will likely put a
strain on communication technologies, which may be unable to guarantee the required quality
of service. It is therefore fundamental to discriminate the value of information to use the (lim-
ited) network resources in a way that maximizes the utility for the end users. In this context,
machine learning strategies can be developed to evaluate the degree of correlation in obser-
vations, or to extract features from input vectors and predict the a posteriori probability of a
sequence given its entire history. Given that the amount of data generated will be massive,
labeling the data via supervised learning may be infeasible. Unsupervised learning, coupled
with reinforcement learning approaches, on the other hand, does not need labeling, and can
be used to operate the network in a truly autonomous fashion.

• Inter-user inter-operator knowledge sharing. Spectrum and infrastructure sharing has al-
ready been proven to be beneficial in cellular networks, to maximize the multiplexing capa-
bilities. With learning-driven networks, operators and users can also share learned/processed
representations of specific network deployments and/or use cases, for example to speed up
the network configuration in new markets, or to better adapt to new unexpected scenarios
which may emerge during the operations of the network. The trade-offs in latency, power
consumption, system overhead, and cost will be studied in 6G, for both on-board and edge-
cloud-assisted solutions.

• User-centric network architecture. The application of machine learning in networks is still
in its infancy, but is promising in the context of complex 6G systems that envision artificial
intelligence solutions to be implemented in a distributed way, in view of a fully-user-centric
network architecture. In such a way, end terminals will be able to make autonomous network
decisions based on the outcomes of previous operations, so as not to incur into communica-
tion overhead to and from centralized controllers. On-board distributed methods can process
machine learning algorithms in real time, thereby yielding more responsive network man-
agement and overcoming, for the first time, the physical limits of signal propagation that
currently prevents control operations to be performed within sub-ms latency.
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Chapter 9
Conclusions

5G is the new generation of wireless telecommunication networks. It is based on a cloud-native,
softwarized, end-to-end architecture, and is characterized by ultra-high data rates, ultra-low latency
and support for a massive number of connections. The mmWave spectrum represents a key technol-
ogy for fulfilling the foreseen extreme traffic demands of future 5G applications, although the harsh
propagation characteristics of this frequency band pose significant challenges for the whole protocol
stack. Along these lines, in this thesis we shed light on the potentials and limitations of mmWaves
to support next-generation cellular and vehicular network operations. In particular, we focused on
how to design and dimension mobility management strategies in mmWaves cellular systems, on
how to accurately deploy mmWave networking architectures, on which radio access technologies
provide the best performance in complex vehicular scenarios, and on the most promising options to
broadcast vehicular sensory observations in an efficient way.

After an overview of the main 5G requirements and enabling technologies, in the first part of
the thesis we focused on the design of cellular control operations for the mobility management of
network devices in both idle and connected modes. In particular, we discussed the implications that
the directional nature of the mmWave technology has on users accessing the network for the first
time, i.e., during initial access, or handing over to a new serving base station, when the quality of
the signal becomes unacceptably low. Based on an extensive analysis and simulation campaign, we
demonstrated the fundamental role of multi-connectivity to improve the performance of a network
in which mmWave access links are established with respect to several metrics, including latency,
throughput, radio control signaling overhead, detection accuracy and reactiveness.

We also reviewed the benefits and challenges that an IAB architecture introduces in mmWave
deployments. Our investigation was based on the results obtained using a new ns-3 module that
accurately models the IAB functionalities proposed in the 3GPP NR standard on both the data and
the control planes. We believe that this tool can be used by researchers to understand the main
limitations and the performance gains that IAB networks can provide, and to evaluate new integrated
scheduling algorithms and multi-hop routing strategies with a realistic, end-to-end protocol stack.
We showed that IAB appears as a viable paradigm to efficiently relay cell-edge traffic, even though
the benefits reduce in case of congested networks. We also highlighted the limitations of the IAB
solution and provided guidelines on how to overcome them.

In the second part of the thesis we validated the feasibility of designing mmWave communica-
tions protocols in the context of future vehicular networks. In particular, we made the case that the
potential of connected and autonomous vehicles can be greatly magnified by the synergistic exploita-
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tion of multiple RATs, including indeed mmWave frequencies (thanks to the availability of massive
bandwidth to support multi-Gbps transmission speeds) and sub-6 GHz technologies (thanks to the
intrinsic robustness of the legacy channel). We also investigated the impact of the base station and
vehicular density, the target application, the propagation scenario, and the vehicular mobility on the
overall end-to-end system performance.

We then analyzed the possibility of improving the accuracy of position estimation and prediction
in future vehicular networks by implementing a threshold-based broadcasting strategy that consid-
ers VoI as a proxy for distributing sensory observations. We showed that VoI can be characterized
as a function of the environment in which the vehicles are deployed, and evolves as a function of
spatial, temporal, and quality criteria. Additionally, we designed an innovative congestion control
strategy that forces vehicles to broadcast state information only when the estimated positioning error
is above a critical threshold. We demonstrated that the proposed strategy can reduce the packet col-
lision probability with minimum overhead compared to a baseline solution which relies on periodic
dissemination of data.

In the third and last part of the thesis, we envisioned how 5G can evolve into 6G to support use
cases and technologies that we believe will characterize the 2030 society. The research in the wireless
domain has the potential to disrupt in 6G the traditional cellular networking paradigms that still
exist in 5G, introducing for example the support for terahertz and visible light spectra, cell-less and
aerial architectures, and distributed intelligence, among others. These technologies, however, are not
market-ready: this represents a unique opportunity for the wireless research community to foster
innovations that will enable unforeseen use cases towards a fully digital and connected world.
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