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Abstract

This thesis is devoted to the study of some applications of quantization to Financial
Mathematics, especially to option pricing and calibration of financial data. Quanti-
zation is a technique that comes originally from numerical probability, and consists
in approximating random variables and stochastic processes taking infinitely many
values, with a discrete version of them, in order to simplify the quadrature algo-
rithms for the computation of expected values.
The purpose of this thesis is to show the great flexibility that quantization can have
in the area of numerical probability and option pricing. In the literature, often there
are ad hoc methods for a particular type of model or derivative, but no general frame-
work seems to exist. Finite difference methods are heavily affected by the curse of
dimensionality, while Monte Carlo methods need intense computational effort in
order to have good precision, and are not designed for calibration purposes. Quan-
tization can give an alternative methodology for a broad class of models and deriva-
tives.
The aim of the thesis is twofold: first, the extension of the literature about quan-
tization to a broad class of models, namely local and stochastic volatility models,
affine, pure jumps and polynomial processes, is an interesting theoretical exercise in
itself. In fact, every time we deal with a different model we have to take in consid-
eration the properties of the process and therefore the quantization algorithm must
be adapted. Second, it is important to consider the computational results of the new
types of quantization introduced. Indeed, the algorithms that we have developed
turn out to be fast and numerically stable, and these aspects are very relevant, as we
can overcome some of the issues present in literature for other types of approach.
The first line of research deals with a technique called Recursive Marginal Quanti-
zation. Introduced in Pagès and Sagna (2015), this methodology exploits the con-
ditional distribution of the Euler scheme of a one dimensional stochastic differen-
tial equation in order to construct a step-by-step approximation of the process. In
this thesis we deal with the generalization of this technique to systems of stochastic
differential equations, in particular to the case of stochastic volatility models. The
Recursive Marginal Quantization of multidimensional stochastic process allows us to
price European and path dependent options, in particular American options, and
to perform calibration on financial data, giving then an alternative, and sometimes
overcoming, to the usual Monte Carlo techniques.
The second line of research takes a different perspective on quantization. Instead
of using discretization schemes in order to compute the distribution of a stochastic
process, we exploit the properties of the characteristic function and of the moment
generating function for a broad class of processes. We consider the price process
at maturity as a random variable, and we focus on the quantization of the stochas-
tic variable, instead of focusing on the quantization of the whole stochastic process.
This gives a faster and more precise technology for the pricing of options, and allows
the quantization of a huge set of models for which the Recursive Marginal Quantiza-
tion cannot be applied or is not numerically competitive.
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Riassunto

Questa tesi si occupa dello studio delle applicazioni della quantizzazione alla Fi-
nanza Matematica, in particolare al prezzaggio di opzioni e alla calibrazione su dati
finanziari. La quantizzazione è una tecnica che ha le sue origini dalla probabilità nu-
merica, e consiste nell’approssimare variabili aleatorie e processi stocastici continui
nello spazio delle realizzazioni con una versione discreta, allo scopo di semplificare
gli algoritmi di quadratura per il calcolo di valori attesi.
L’obiettivo di questa tesi è di mostrare la grande flessibilità che può avere la quantiz-
zazione nell’ambiente della probabilità numerica e del prezzaggio di opzioni. Nella
letteratura spesso esistono metodi ad hoc per ogni tipo di modello e di derivato, ma
non sembra esserci una metodologia unica. I metodi alle differenze finite soffrono
fortemente della curse of dimensionality, mentre i metodi Monte Carlo necessitano di
un grande sforzo computazionale, e non sono pensati per esercizi di calibrazione. La
quantizzazione può a volte risolvere problemi specifici di queste tecnologie, e pre-
senta una metodologia alternativa per una grande classe di modelli e di derivati. Lo
scopo della tesi è duplice: in primo luogo, l’estensione della letteratura sulla quan-
tizzazione ad un’ampia gamma di processi, cioè processi a volatilità locale e stocas-
tica, affini, di puro salto e polinomiali, è di per se un interessante esercizio teorico.
Infatti, per ogni tipo di processo dobbiamo considerare le sue proprietà specifiche,
adattando quindi l’algoritmo di quantizzazione. Inoltre, è importante considerare i
risultati computazioni dei nuovi tipi di quantizzazione introdotti, in quanto è fon-
damentale sviluppare algoritmi che siano veloci e stabili numericamente, allo scopo
di superare le problematiche presenti nella letteratura per altri tipi di approcci.
Il primo filone di ricerca si occupa di una tecnica chiamata Quantizzazione Marig-
nale Ricorsiva. Introdotta in Pagès and Sagna (2015), questa metodologia sfrutta la
distribuzione condizionale dello schema di Eulero di un’equazione differenziale sto-
castica unidimensionale per costruire un’approssimazione passo passo del processo.
In questa tesi generalizziamo questa tecnica ai sistemi di equazioni differenziali sto-
castiche, in particolare al caso dei modelli a volatilità stocastica. La Quantizzazione
Marginale Ricorsiva di processi stocastici multidimensionali permette il prezzaggio
di opzioni Europee e di opzioni path dependent, in particolare le opzioni Ameri-
cane, e di effettuare calibrazione su dati finanziari, dando quindi un’alternativa, e
spesso superandole, alle tipiche tecniche di Monte Carlo.
La seconda linea di ricerca tratta la quantizzazione da una prospettiva differente.
Invece di usare schemi di discretizzazione per il calcolo della distribuzione di un
processo stocastico, viene sfruttata le proprietà della funzione caratteristica e della
funzione generatrice dei momenti di una vasta classe di processi. Consideriamo in-
fatti il processo del prezzo a maturità come una variabile aleatoria, e ci focalizziamo
sulla quantizzazione della variabile casuale, invece di considerare tutto il processo
stocastico. Questo approccio porta a una tecnologia più veloce e precisa per il prez-
zaggio di opzioni, e permette la quantizzazione di un vasto insieme di modelli, che
non potevano essere affrontati dalla Quantizzazione Marginale Ricorsiva.
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Chapter 1

Introduction

1.1 Basic tools in quantization

Quantization is a widely used tool in information theory, cluster analysis, pattern
and speech recognition, numerical integration, data mining and, as in our case, nu-
merical probability. The birth of optimal quantization dates back to the 50’s, when
the necessity to optimize signal transmission, by appropriate discretization proce-
dures, arose, see e.g. Bennett (1948); Panter and Dite (1951); Max (1960).
Quantization consists in approximating a signal admitting a continuum of possible
values, by a signal that takes values in a discrete set. Vector quantization deals with
signals that are finite dimensional, such as random variables, while functional quan-
tization extends the concepts to the infinite-dimensional setting, as it is the case of
stochastic processes. Quantization of random vectors can be considered as a dis-
cretization of the probability space, providing in some sense the best approximation
to the original distribution. It is therefore crucial for a given distribution to optimize
the geometric location of these points and to evaluate the resulting error. Some nu-
merical procedures have been developed in order to get optimal quadratic quantiza-
tion of the Gaussian (and even non Gaussian) distribution in high dimension, mostly
based on stochastic optimization algorithms, see e.g. Gersho and Gray (1992); Pagès
and Printems (2003); Pagès and Yu (2013). Over the years many other application
fields have been discovered, such as, in the 90’s, numerical integration. This opened
the door, especially in France and in Germany, to new research perspectives in Nu-
merical Probability and applications to Mathematical Finance.
For a comprehensive introduction to optimal vector quantization and its applica-
tions, we refer to the recent review of Pagès (2015) and references therein.

A quantization grid, or simply a quantizer of level N, N ≥ 1, is a subset of Rd, d ≥
1, ΓN = {x1, . . . , xN}, of size at most N having pairwise distinct components. A
quantization function, or quantizer, is a Γ-valued1 Borel function q : Rd → Γ, so that
N-quantizing X means approximating X by a random vector q(X) taking N values
in Γ ⊂ Rd. This procedure results in the error (with respect to the norm in use)
|X − q(X)|.
The optimal choice of q and Γ represents the core of quantization. For what concerns
q, one easily checks that, given ξ ∈ Rd, |ξ − q(ξ)| is minimized, i.e., it corresponds to
the distance dist(ξ, Γ) := infi∈{1,...,N} |ξ − xi| if and only if q is the nearest neighbour
projection on Γ, i.e., if

q(ξ) = ProjΓ(ξ) :=
N

∑
i=1

xi11Ci(Γ)(ξ), (1.1)

1For ease of notation, hereafter we drop N in the notation ΓN as we consider a fixed number of
points in the grid.
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where (Ci(Γ))1≤i≤N is a Borel partition of (Rd,B(Rd)), also known as Voronoi parti-
tion, satisfying

Ci(Γ) ⊂
{

ξ ∈ Rd : |ξ − xi| = min
i≤j≤N

|ξ − xj|
}

, i = 1 . . . , N. (1.2)

The dependence of the Voronoi partition on the norm is not explicit, even if the shape
of the Voronoi cells in the partition depends on the norm in use (see e.g. (Graf and
Luschgy, 2000, Ch. 1)). In particular, when one deals with Euclidean norms, the
Voronoi cells are convex sets and we have
{

ξ ∈ Rd : |ξ − xi| < min
i≤j≤N,j 6=i

|ξ − xj|
}

=
◦
Ci (Γ) ⊂ Ci(Γ) =

{
ξ ∈ Rd : |ξ − xi| = min

i≤j≤N
|ξ − xj|

}
.

In what follows we will use the notation X̂Γ or X̂ to denote the Voronoi Γ-quantization
of X:

X̂Γ = ProjΓ(X).

As a consequence, in view of our application to quantitative finance, integrals of the
form E [h(X)] (for a given Borel function h : Rd → R) can be approximated by the
finite sum below

E [h(X)]
∼
= E

[
h(X̂)

]
=

N

∑
i=1

h(xi) P(X̂ = xi) (1.3)

Clearly it still remains to clarify how to get the optimal or at least a “good” grid Γ and
the associated weights P(X̂ = xi), i = 1, . . . , N and to estimate the error. An example
of optimal 50-dimensional quantization grid for the bivariate Gaussian distribution
is given in Figure 1.1.

FIGURE 1.1: Example of optimal grid for a bivariate (standard) Gaus-
sian distribution with N = 50.

The first issue is about the optimal choice for the grid Γ. We have that, for any given
Borel function π : Rd → Γ = {x1, · · · , xN},

|X − π(X)| ≥ min
i=1,··· ,N

d(X, xi) = d(X, Γ) = |X − X̂Γ| P a.s
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so we can introduce the Lp-mean quantization error, for p ∈ [1,+∞), induced by a
grid Γ:

ep,N(X, Γ) :=
∣∣∣∣X − X̂Γ

∣∣∣∣
Lp(P)

=
∣∣∣∣ min

1≤i≤N
|X − xi|

∣∣∣∣
Lp(P)

=

(∫

Rd
min

1≤i≤N
|ξ − xi|pµ(dξ)

)1/p

. (1.4)

In order to optimally choose Γ, we look for a grid with size at most N which opti-
mally approximates the distribution µ of X in an Lp-sense, when X ∈ Lp(P). This
means that Γ has to minimize the distortion function defined as follows (see (Graf and
Luschgy, 2000, Equation (3.4))):
Definition 1.1.1. Let p ∈ [1,+∞) and let X be a random vector taking values in Rd

belonging to Lp(P). The Lp-distortion function Dp is a positive valued function

defined on (Rd)
N

by

Dp : (x1, x2, . . . , xN) 7−→ E

[
min

1≤i≤N
|X − xi|p

]
=
(
ep,N(X, Γ)

)p (1.5)

when Γ = (x1, x2, . . . , xN).
Optimal quantization boils down to finding a grid Γ which minimizes the Lp-mean
quantization error ep,N(X, Γ), namely to computing

ep,N(X) := inf
Γ⊂Rd,card(Γ)≤N

ep,N(X, Γ) = inf
(x1,...,xN)∈(Rd)

N
Dp(x1, x2, . . . , xN)

1/p, (1.6)

where the last equality follows from the fact that a grid with cardinality strictly
smaller than N can always be written as a set of cardinality N with duplicate ele-
ments.

Of course, the natural question now is about the existence of an optimal grid, and
eventually a procedure to find it. For the first issue, one can show (see e.g. (Pagès,
2015, Prop. 1.1)) that for p ∈ [1,+∞), if the random vector X belongs to Lp(P),
then the distortion function Dp attains (at least) one minimum Γ?. In the case when
card(supp(µ)) ≥ N, then Γ? has pairwise distinct components. Moreover lim

N→+∞
ep,N(X) =

0. The grid Γ? and ProjΓ? are called Lp-optimal quantizers, respectively.
Remark 1.1.1. As soon as d ≥ 2 uniqueness of the optimal quantization grid typi-
cally fails, due to invariance of µ with respect to various transformations. Neverthe-
less, in the one dimensional case, as soon as µ is absolutely continuous with respect
to a log-concave density, then there exists exactly one optimal quantization grid at
level N, see (Graf and Luschgy, 2000, Ch. 5) or (Pagès, 2015, Sect. 2).
As already pointed out, the error ep,N(X) is infinitesimal as the grid size N increases,
and the rate of convergence of the quantization error is studied in the so-called Zador
Theorem recalled below. There is also a non-asymptotic upper bound for optimal
quantizers, called Pierce Lemma .

Theorem 1.1.1. (a) Sharp asymptotic rate (Zador Theorem, see Graf and Luschgy (2000);
Zador (1982)). Let X be an random vector in Rd with finite p + η moment, for some η > 0
and let PX = g · λd + Ps be the Lebesgue decomposition of PX with respect to the Lebesgue
measure λd , and we denote with Ps the singular part. Then

lim
N→+∞

N
1
d ep,N(X) = Q̃p(PX), (1.7)
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where

Q̃p(PX) = J̃p,d

(∫

Rd
g

d
d+p dλd

) 1
p+

1
d

= J̃p,d ‖g‖1/p
d

d+p

∈ [0,+∞),

J̃p,d = inf
N≥1

N
1
d ep,N(U([0, 1]d)) ∈ (0,+∞),

with U([0, 1]d) stands for the uniform distribution over [0, 1]d.
(b) Non-asymptotic bound (Pierce Lemma, see Graf and Luschgy (2000); Luschgy and Pagès
(2002)). Let η > 0. For every random vector X in Rd it is possible to find a constant Kp,d,η
such that

inf
|Γ|≤N

‖X − X̂Γ‖p ≤ Kp,d,η σp,η(X)N− 1
d , (1.8)

where
σp,η(X) = inf

ζ∈Rd
‖X − ζ‖p+η ≤ +∞.

Finally, given the existence, the question is how to obtain an optimal quantizer. The
crucial point for the whole procedure to be efficient concerns the differentiability of
the distortion function. We recall below a powerful result from (Graf and Luschgy,
2000, Lemma 4.10) (see also (Pagès, 2015, Prop. 1.1)) on the differentiability of the
distortion function that holds in the case when the norm is smooth. We state it in the
case of an Euclidean norm.

Proposition 1.1.2. Consider an Euclidean norm |.| and p ∈ (1,+∞), then the Lp-
distortion function is differentiable at any N-tuple having pairwise distinct compo-
nents Γ = {x1, . . . , xN} and the gradient is given by:

∇Dp(x1, . . . , xN) = p

(∫

Ci(Γ)

xi − ξ

|xi − ξ| |xi − ξ|p−1µ(dξ)

)

1≤i≤N

= p

(
E
[
11X∈Ci(Γ)

xi − X

|xi − X| |xi − X|p−1]
)

1≤i≤N

. (1.9)

We conclude this subsection with the definition of p−stationary quantizers.

Definition 1.1.3. Let X be a random vector in Lp−1(P) with distribution µ. A quanti-
zation grid Γ = {x1, x2, . . . , xN} ⊂ Rd is p−stationary if the following two conditions
are satisfied:

i) µ
(⋃

1≤i≤N ∂Ci(Γ)
)
= 0 (µ-negligibility of the boundary of the Voronoi dia-

gram)

ii) ∀i ∈ {1, . . . , N}, E
[
11X∈Ci(Γ)

xi−X
|xi−X| |xi − X|p−1] = 0 (self-consistency of the cen-

troids).

Based on the existence of the gradient of the distortion function, many stochastic al-
gorithms like the gradient descent and fixed point procedures have been introduced,
we refer to (Pagès, 2015, Section 3) for a detailed analysis of these methods. When
the gradient itself is differentiable, it is even possible to apply the classical Newton-
Raphson procedure, as we are going to see.
This is the essential on vector quantization we need in order to proceed. For a thor-
ough treatment of this topic we refer to Graf and Luschgy (2000).
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1.2 Main contributions of the thesis

1.2.1 Chapter 2

In this chapter we extend the results in Pagès and Sagna (2015) to a new type of lo-
cal volatility model, namely the quadratic normal volatility (QNV) model. The QNV
model assumes that the volatility component of the SDE describing the stock price
is modeled using a polynomial of degree two. The breakthrough article of Pagès
and Sagna (2015) introduced the recursive marginal quantization technique to one di-
mensional stochastic processes, approximating a process using an Euler scheme, and
exploiting the conditional Gaussianity to recover the distribution of the process. We
adapt this technique, which turns out to be very fast and accurate even with a small
number N of quantization points, to the novel class of the QNV model. Surprisingly,
the computational cost when pricing European style options via recursive marginal
quantization is lower than using the closed form formulas derived in Carr et al.
(2013). The low computational cost and the good accuracy in the pricing exercise
lead to the possibility of calibrating the model to financial market data, so that we
are able to provide the first known calibration exercise based on quantization meth-
ods and with the QNV model. As a further example, we price barrier options in or-
der to prove the flexibility and performance of this new technique, especially when
compared with a Monte Carlo benchmark.

1.2.2 Chapter 3

In this chapter we extend the results of Chapter 2 to the case of stochastic volatility
models. In fact, in a stochastic volatility model, the Euler scheme of the variance
process can be written independently of the scheme for the underlying, even when
the correlation component between the volatility and the stock price processes is non
zero. The Euler scheme of the price process still depends on the Euler scheme of the
variance. This recursive dependence, that exploits a smart use of the Cholesky de-
composition of two correlated Brownian motions, allows to approximate the distri-
bution of the stock price process, the variance process, together with their joint distri-
bution. We get the first known example of marginal recursive quantization applied
to stochastic volatility models, in particular the Stein and Stein (1991) model, the
SABR Model of Hagan et al. (2002) and the α-Hypergeometric Model of Da Fonseca
and Martini (2016). The choice of three different models shows that this method-
ology is flexible enough to deal with different type of models, for which an Euler
scheme is available. In order to show the potentiality of this method, in particular
the possibility to compute the joint distribution at a given time of the stock price and
variance process, we price also a particular type of path dependent option, namely
the Volatility Corridor Swap option. This exotic option depends on the realized vari-
ance and the price process, and, once the quantization grids have been computed for
both the price and the variance process, its price can be computed immediately, so
that the resulting method over performs usual Monte Carlo based techniques.

1.2.3 Chapter 4

In this chapter we extend the results of Chapter 3 by introducing a smarter way to
write the Euler scheme of the stock price and the variance process, in the presence of
stochastic volatility. In fact, instead of using the Cholesky decomposition as in Chap-
ter 3, the main idea here is to consider the two dimensional process as a whole, and
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write the corresponding Euler scheme in a vector form. Since, as usual, the condi-
tional distribution of an Euler scheme is Gaussian, it is possible to use the flexibility
and potentiality of Gaussian vectors to write the joint distribution of the stock price
and variance process. As seen in Chapter 3, it turns out that the Euler scheme asso-
ciated to the variance process is somehow independent of the Euler scheme of the
stock price process, so it can be easily quantized with the techniques developed and
implemented in Chapter 1, while the stock price process can be quantized in a faster
way. This allows to price in a fast and efficient way also path dependent options,
in our case Bermudan / American options. In fact, recursive marginal quantization
is a natural framework for pricing using dynamic programming, because it gives
a multinomial lattice that approximates the process (in this case processes) in the
best possible way, as studied in Bally et al. (2005). Due to the accuracy and low
computational cost, this new technique allows us to calibrate on American options
under the Heston (1993) model, giving the first known example of calibration using
quantization of American options under a stochastic volatility model.

1.2.4 Chapter 5

In this chapter we tackle the application of the recursive marginal quantization when
the dimension of the process is greater than one with a novel and different approach
with respect to Chapter 3 and Chapter 4. This technique is more general and can
actually be applied to diffusive processes of every dimension d, and exploits the fact
that the optimal quantization grids for Gaussian vectors are already computed for
different dimensions. It is also possible to derive closed form formulas for the com-
putation of the transition probabilities of the Euler scheme at every time step. Given
the flexibility and generality of this approach, we give numerical examples of the
quantization of the Heston (1993) model as a case of stochastic volatility models, of
a two correlated Black Scholes model with non zero correlation and the pricing of
a basket option, and finally of a Markovian Backward Stochastic Differential Equa-
tion. The theory behind the quantization of a BSDE can be found in Pagès and Sagna
(2016). Apart for the case of stochastic volatility, which has already been studied in
Chapter 2 and Chapter 3, the other numerical examples provide the first example
of the application of quantization to the pricing of basket options under non trivial
models and of numerical examples of the quantization of a BSDE.

1.2.5 Chapter 6

In this chapter we introduce a new methodology to optimally discretize a stochas-
tic process via quantization. The idea consists in using the Fourier methodology
in order to efficiently compute the probability that the process at a given maturity
belongs to a certain Voronoi region. In particular, we obtain a new discretization
procedure for a random variable in an Lp−optimal sense, for any p ≥ 1. With re-
spect to recursive marginal quantization, our new Fourier methodology avoids the
propagation of the discretization error through the time line in so far it preserves
the law of the process at a given time. Also, we introduce a novel pricing method-
ology for a broad class of financial models, including stochastic volatility and pure
jump processes, for which the characteristic function of the log-asset price can be
efficiently computed. The new method reveals to be fast and accurate, to the point
that we can calibrate the models on real data. Our approach is very flexible and al-
lows for the possibility to price Vanilla but also American style options. Indeed we
are dealing with an optimal multinomial lattice, where it is possible to compute the
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transition probabilities of the underlying at each node, so that e.g. a backward dy-
namic programming algorithm can be used in this case. As an example, we consider
the case of an American Put option in a Tempered Stable model, with constitutes the
first application of quantization to a pure jump process.

1.2.6 Chapter 7

In this chapter we adapt the technology of Chapter 6 to a new class of models, based
on Polynomial processes. They have been introduced by Cuchiero et al. (2009) and
Filipovic and Larsson (2016), and the main property of these processes is that the ex-
pected value of any polynomial of the process is again a polynomial as a function of
the initial value of the process. In this way, moments of all orders can be easily com-
puted in closed form (up to a matrix exponential), even if the characteristic function
of the process may be not known. We implement two different techniques, the first
one is similar to the one in Chapter 6, where we consider the underlying process at
maturity as a random variable, and we exploit the polynomial property to write the
quantization algorithm. The second one is similar to the one in Chapter 4, but we
present the technical details for the generalization to any dimension. We present, as
an example, the application of the two methodologies to the pricing of European and
Bermudan options under the Stochastic Volatility Jacobi (SVJ) model of Ackerer et al.
(2016), which is a generalization of the Heston model. Nevertheless, the technology
that we introduce can be applied to every process with explicit discrete moments,
so also to all the affine processes of Chapter 6. This is the first example in literature
of quantization of polynomial processes, and of pricing of Bermudan options under
the SVJ model.

1.2.7 Chapter 8

In this chapter we overcome the limits of Chapter 6 in terms of computational cost
of the quantization. We follow the same idea that the distribution of a process at
a given maturity can be obtained via its characteristic function, and we exploit a
property of the optimal quantizers for uniform random variables in order to obtain
an incredibly fast quantization technology. We connect this technique with the Conic
Finance theory as described in Madan and Schoutens (2016). Conic Finance is a
theory that describes the possibility of having two prices in the market, i.e. the bid
and the ask price of a derivative. Introducing a distortion of the distribution of
the underlying price, it is possible to construct a rigorous theory that describes the
behavior of the bid-ask spread, which is related to a somehow liquidity measure in
the market. The quantization technique is able then to price European derivatives
under stochastic volatility taking into account the presence of liquidity in the market.
This motivates us to calibrate a stochastic volatility model, in our numerical example
the Heston model, to a set of market data containing bid and ask prices for European
options. It is then natural to define the concept of market implied liquidity, related
to the bid-ask spread over strikes and maturities, thus giving the first example in
literature of the implied liquidity surface under stochastic volatility.
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Chapter 2

Local volatility models

This is a joint work with Giorgia Callegaro and Martino Grasselli. The content of
this chapter has been published as a paper in Risk Magazine, see Callegaro et al.
(2015) in the bibliography. This work has been awarded in the XXXIX AMASES
meeting (Padova, September 10-12, 2015) for the “Best paper presented by a young
researcher”.

In this chapter we propose the first calibration exercise based on quantization meth-
ods. Pricing and calibration are typically difficult tasks to accomplish: pricing should
be fast and accurate, otherwise calibration cannot be efficiently performed. We apply
in a local volatility context the recursive marginal quantization methodology to the
pricing of vanilla and barrier options. A successful calibration of the Quadratic Nor-
mal Volatility model is performed in order to show the potentiality of the method in
a concrete example, while a numerical exercise on pricing of barrier options shows
that quantization over performs Monte Carlo methods.

2.1 Introduction

Following the lines of Pagès and Sagna (2015), in this chapter we apply recursive
marginal quantization to a special local volatility model, namely the Quadratic Nor-
mal Volatility model, that has been investigated by Blacher (2001), Ingersoll (1997),
Lipton (2002), Zühlsdorff (2002) and lately revisited by Andersen (2011) and Carr
et al. (2013). We find stationary quantizers via a Newton-Raphson method, in order
to efficiently price vanilla and exotic derivatives. Indeed, the Newton-Raphson pro-
cedure, being deterministic, is very fast and it allows us to provide the first example
of calibration based on quantization. The recursive marginal quantization is com-
petitive even when closed form formulas for vanillas are available (as in the case of
call and put prices for the Quadratic Normal Volatility model). Finally, we show the
flexibility and the efficiency of the recursive marginal quantization in the pricing of
non-vanilla contracts, when compared to the classic Monte Carlo simulation. Our
numerical algorithms have performed quite well (wrt to Monte Carlo), so that in
this chapter no speed-up procedure has been tested. As a consequence, this chap-
ter does not provide the fastest possible numerical method, but a procedure that is
competitive enough if compared to Monte Carlo.

The chapter is organized as follows: Section 2.2 extends the vector quantization
method to the class of Markov diffusion processes, leading to the recursive marginal
quantization. Section 2.3 introduces the Quadratic Normal Volatility model together
with the well known results about closed form formulas for vanilla option prices.
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Moreover, we apply the recursive marginal quantization approach to the pricing of
barrier options. Section 2.4 illustrates our numerical results, with particular empha-
sis to the calibration exercise on real data. Section 2.5 concludes. Some technical
details are given in the Appendix 2.6.

2.2 Recursive marginal quantization

In this section we consider the quantization of a continuous-time diffusive Markov
process X, whose evolution is specified by the following SDE:

dXt = b(t, Xt)dt + a(t, Xt)dWt, X0 = x0 > 0, (2.1)

where W is a standard Brownian motion and the functions a and b satisfy the usual
conditions ensuring the existence of a strong solution to the SDE. Following the ap-
proach presented in Pagès and Sagna (2015), we work on the Euler scheme of X and
we discretize the process by exploiting its Markov property via vector quantization.

Having fixed a time horizon T > 0 and a time discretization grid {0 = t0, t1, . . . , tM =
T}, with constant step size ∆k = tk − tk−1, k ≥ 1, such that tk =

kT
M , the Euler scheme

for the process X is given by

X̃tk
= X̃tk−1 + b(tk−1, X̃tk−1)∆k + a(tk−1, X̃tk−1)∆Wk,

X̃t0 = X̃0 = x0,

where ∆Wk := Wtk
− Wtk−1 is a centered Normal random variable with variance ∆k,

so that we have the following equality in distribution
(

X̃tk
|X̃tk−1 = x

)
Law
= N

(
mk−1(x), σ2

k−1(x)
)

, (2.2)

where
mk−1(x) = x + b(tk−1, x)∆k,
σ2

k−1(x) = [a(tk−1, x)]2∆k.

Our intention now is to use the vector quantization applied to every (one dimen-
sional) random variable X̃tk

, k ≥ 1, since we know its marginal distribution condi-
tional to X̃tk−1 . This explains the term marginal of this quantization method. It can be
seen in Pagès et al. (2003) that the error made by quantizing the Euler scheme can
be easily controlled, under some mild regularity assumptions on the process. The
distortion function relative to X̃tk+1 , denoted Dk+1 reads

Dk+1(x
k+1) =

N

∑
i=1

∫

Ci(xk+1)
(yk+1 − xk+1

i )2P(X̃tk+1 ∈ dyk+1), (2.3)

where xk+1 = {xk+1
1 , xk+1

2 , . . . , xk+1
N } is the quantizer at time tk+1 and N is the (fixed)

size of the quantizer at every time step. The delicate point here is that, in order to
quantize X̃tk+1 we have to apply the Newton-Raphson method without knowing its
distribution. However, by using the conditional distribution in (2.2) we can rewrite
the distortion function (2.3) in terms of X̃tk

, obtaining then a recursive formula to
compute the stationary quantizer. In fact, the distribution function of X̃tk+1 can be
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written as follows

P(X̃tk+1 ∈ dyk+1) = dyk+1

∫

R
φmk(yk),σk(yk)(yk+1)P(X̃tk

∈ dyk) = dyk+1E
[
φmk(X̃k),σk(X̃k)

(yk+1)
]

,

where φm,σ denotes the density function associated with a Normal distribution N (m, σ2).
With this result it is possible to compute the Hessian matrix of the distortion func-
tion. Note that we are interested in the quantization of the Euler scheme X̃ that we
denote by X̂tk

, k ≥ 0, so that we substitute X̃tk
with X̂tk

in (2.3). Due to the discrete
nature of the quantizer, the integral in (2.3) becomes a finite sum, thus leading to ex-
tremely fast computations. In the sequel we will apply the recursive marginal quan-
tization to a special local volatility model, namely the Quadratic Normal Volatility
model. We refer the interested reader to Pagès and Sagna (2015) for a complete back-
ground including the analysis of the errors generated by the recursive quantization
method.

2.3 The Quadratic Normal Volatility model

The class of Quadratic Normal Volatility (QNV) models has drawn much attention
in the financial industry due to its analytic tractability and flexibility. We will refer
to the works of Blacher (2001), Ingersoll (1997), Lipton (2002), Andersen (2011).
A QNV model is associated to an asset X evolving as follows

dXt = (e1X2
t + e2Xt + e3)dWt, X0 = x0 > 0, (2.4)

for some e1, e2, e3 ∈ R, where the Brownian motion W is taken under the risk neutral
measure. This corresponds to the SDE (2.1) where b(t, x) = 0 (that is we consider
the forward-price process) and a(t, x) = e1x2 + e2x + e3. Note that (2.4) includes, as
special cases, the Brownian motion (for e1 = e2 = 0), the geometric Brownian motion
(for e1 = e3 = 0) and the inverse of a three-dimensional Bessel process (for e2 = e3 =
0) which leads to a strict local martingale (we refer to Andersen (2011) and Carr et al.
(2013) for other technical properties of the model). Apart from technicalities, the
intuition underlying (2.4) is that mimicking a quadratic spot volatility gives some
chances to get an implied volatility curve that is able to reproduce the smile and
skew effects using a parsimonious number of parameters. This is more evident in
the following parameterization (taken by Andersen (2011))

dX(t) = σ

(
qX(t) + (1 − q)x0 +

1
2

s
(X(t)− x0)2

x0

)
dW(t), X0 = x0 > 0. (2.5)

Here σ > 0 is a proxy for the ATM volatility level, q is related to the implied volatility
slope (that is q is the skew parameter) and s is a measure of the convexity of the
quadratic volatility function (the vol-of-vol parameter).

2.3.1 Vanilla Options Pricing

The QNV model allows for closed form solutions for the prices of vanilla options (see
also the technical Appendix 2.6.1 taken from Andersen (2011)). The corresponding
formulas depend on the roots of the polynomial in (2.4). Note that even if closed
form formulas are available for vanillas, their implementation is time consuming
and it requires some care, especially in the truncation of the trigonometric series.
Moreover, a calibration procedure based on these formulas should allow for the
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possibility to switch from the first (real roots) to the second case (complex roots)
without constraints. We will see in the calibration exercise that this is a real issue.
On the contrary, in the recursive marginal quantization approach one never deals
with this problem. Following the steps illustrated in the previous Section 2.2 one
easily computes the critical points of the distortion function together with its Hes-
sian. In Appendix 2.6.2 we present the formulas for the gradient, the Hessian matrix
and the weights of the quantized random variable X̂T.

2.3.2 Barrier Options Pricing

We focus now on barrier options. More precisely, on discrete time barrier options
with daily monitoring. Indeed, although most models in the literature assume con-
tinuous monitoring of the barrier (which can lead to analytic solutions as in the Black
and Scholes model), in practice most barrier options are discretely monitored. Un-
fortunately, this realistic setting in general does not allow for closed form solutions.
We refer the reader interested to the pricing of discrete barrier options eg to Kou
(2003) (for an introduction to the so-called continuity correction) and to Lipton and
McGhee (2002) (for a PDE approach in a universal volatility model, that leads, in
some benchmark cases, to analytic solutions). We also refer to Lipton et al. (2014) for
a survey on pricing of barrier options in local-stochastic volatility models.
In order to apply recursive marginal quantization to this setting, we follow the ap-
proach in Sagna (2012), where the author presents an algorithm based on optimal
marginal quantization, to approximate the price of knock out barrier options. We
consider up-and-out put options. Pricing formulas in the other cases are just slight
modifications of the ones that we are going to present here.
Given the Euler scheme X̃ for the process X, the price of an up-and-out put option
expiring at time T, with strike K and up-and-out barrier L can be approximated by

PLO := e−rTE
(
(K − X̃T)

+11{supk=0,...,M X̃tk
≤L}
)
= e−rTE

(
(K − X̃T)

+
M

∏
k=1

GX̃tk−1 ,X̃tk
(L)

)
,

(2.6)
where

Gx,y(u) =

(
1 − e

−2M
(x−u)(y−u)

Tσ2(x)

)
11{u≥max(x,y)},

and where σ(·) is the volatility function of X. The last equality in the above equa-
tion can be obtained via an application of the so-called “regular Brownian bridge
method”, that is connected to the knowledge of the distribution of the minimum (or
the maximum) of the continuous Euler scheme X̃ relative to a process X over a time
interval [0, T], given its values at the discrete time observation points 0 = t0 < t1 <

· · · < tM = T (see eg Glasserman (2003)).
The expectation in (2.6) can be computed recursively, as soon as we have an approx-
imation of the transition probability of X̃tk

given X̃tk−1 . The idea now is to approxi-
mate this expectation using X̂tk

intead of X̃tk
, k ≥ 1 and the transition matrix of X̂tk

given X̂tk−1 . For all the detailed formulas we refer to the Appendix 2.6.3.

2.4 Numerical results

In this section we provide the first example of competitive and efficient calibration of
a quantization-based method to real data and we then apply our result to the pricing
of vanilla and non-vanilla derivatives. Note that, once we know the stationary grid
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for each time step, the pricing of a generic option becomes immediate. For example,
the price at t = 0 of a European Vanilla Put option on X with maturity T and strike
K, that we have N-quantized at t = tM = T with an optimal grid xM = (xM

1 , . . . , xM
N )

and associated optimal quantizer X̂T, is given by

E[(K − XT)
+]

∼
=

N

∑
i=1

(K − xM
i )+ P(X̂T = xM

i ),

that can be immediately computed. Note also that Ci(x
M) =

[
xM

i−1+xM
i

2 ,
xM

i +xM
i+1

2

]
since

we work in a one dimensional setting.
The dimension of the quantization grids is taken to be constant over time, which
is obviously not the optimal choice. Nevertheless, it represents a good trade-off
between price precision and implementation cost. For more details on this aspect, as
well as for an analysis on optimal dispatching, we refer to Pagès and Sagna (2015).

2.4.1 Calibration on vanillas

We first test the goodness of the pricing via recursive marginal quantization. Here
we use 9 different strikes, equally spaced from 80% to 120% of the initial value of
the underlying, and 6 different maturities, from 2 months to 2 years. As an error
measure for this test we consider the Res. Norm, that is the sum of the squared
differences between the model implied volatilities and the ones generated by the
closed form formulas of the previous Section. We use 30-dimensional quantizers
and 10 time steps for every maturity. Figure 2.1 shows the corresponding quantiza-
tion grids. Computations are performed using Matlab on a CPU 2.4 GHz and 8 Gb
memory computer. The inverse of the Hessian matrix, which is is tridiagonal and
symmetric, is calculated using the LU-decomposition.

FIGURE 2.1: Quantization grids for the QNV model in the case: σ =
0.2; q = 0.5; s = 0.1 (in the (2.5) specification).

The results in Table 2.1 confirm the precision of prices generated by the quantization.
Note that in the case of complex roots the quantization algorithm is faster than the
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computation based on closed form formulas. This fact is relevant since market data
calibration typically requires complex roots as we are going to show.

Real roots
Analytic CT Quantization CT Res. Norm
0.03550 sec 1.07239 sec 1.34891 ∗ 10−4

Complex roots
Analytic CT Quantization CT Res. Norm
10.25185 sec 1.14839 sec 1.79906 ∗ 10−4

TABLE 2.1: Comparison between pricing via closed form formulas
and quantization with N = 30. Here CT stands for computational
time. In the case of two real roots the parameters are taken from An-
dersen (2011): σ = 0.2; q = 0.5; s = 0.1; x0 = 100; (in the (2.5)
specification). We then perturb the s parameter in order to get two

complex roots: σ = 0.2; q = 0.5; s = 5.

Let us now turn to real market data. Calibration is done via a standard non-linear
least-squares optimizer that minimizes the total calibration error in terms of the dif-
ference between model and market implied volatilities ∑

n

(σ
imp
n, market − σ

imp
n, model)

2. Us-

ing a major provider, we take prices of European Vanilla Call-Put option on the Dax
Index, as of 19 June 2014. Using the closed form formulas, it turns out that the im-
plied volatility smile produced by the market is fitted better when the two roots are
complex. As a consequence, quantization will be faster than closed form formulas.
What is more, closed form formulas do not perform well for short maturities, to the
point that we are not able to present results of the calibration based on closed form
formulas in this case, while we note that the flexibility of the quantization approach
permits to overcome these difficulties. We therefore show the joint results of calibra-
tion via closed form formulas and via quantization only with long maturities (from
1.5 years up to 3 years), while with short maturities (from 2 months up to 5 months)
we only display the calibration results for the recursive marginal quantization. The
calibrated parameters are displayed in Table 2.2.

σ q s

Exact formulas / long maturities 0.16019 −0.04380 26.69999
Quantization / long maturities 0.17451 0.00005 7.62015
Quantization / short maturities 0.14536 −4.67521 16.74793

TABLE 2.2: Calibrated parameters of the Quadratic Normal Volatility
model. Here x0 = 9837.63.

With long maturities (resp. short maturities) the Res. Norm is given in Table 2.3,
containing 4 maturities and 7 strikes (resp. 4 maturities and 5 strikes). Overall, the
quality of the fit is not excellent (see Figure 2.2 and 2.3), but this is due to the par-
ticular model which is very parsimonious (only 3 parameters!). Nevertheless, we
emphasize that despite the simplicity and the limits of the model, this represents
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the first successful calibration example based on quantization. Moreover, it is im-
portant to notice that the procedure here illustrated is very robust since it can be
easily applied to any local volatility (diffusive) model for which the Euler scheme is
available.

Closed form formulas Quantization
Comp. time Res. Norm Comp. time Res. Norm

Long maturities 339.15013 sec 5.62922 ∗ 10−4 221.15028 sec 4.26904 ∗ 10−4

Short maturities - - 159.02147 sec 4.00141 ∗ 10−4

TABLE 2.3: Computational times and calibration errors obtained via
closed form formulas and quantization. For short maturities (from 2
to 5 months) we were not able to obtain meaningful results using the

closed form formulas.

FIGURE 2.2: Implied volatility squared errors for the calibration via
quantization. Long maturities on the left, short maturities on the

right.

2.4.2 Pricing of barrier options

In order to test the goodness of this pure quantization method, we use the same
data as in the previous subsection, focusing on short maturities. We fix the maturity
T = 1

3 and the strike K = 100% (ATM).
We compare the prices of an up-and-out put option obtained via quantization and
with Monte Carlo simulation. The aim is to show that the quantization approach
over performs the Monte Carlo method in terms of computational cost.
We first compute a Monte Carlo price with 107 simulations. The corresponding con-
fidence interval is very sharp (about 0.3%), and we consider this price as our bench-
mark.
On the quantization side, we use 48-dimensional quantizers, which reveals to be a
good tradeoff between precision and computational cost. Then we look for the num-
ber of paths required by the Monte Carlo which shares the same computation time
required by quantization (about 2 seconds). It turns out that we need 104 simula-
tions, as illustrated in Table 2.4. Notice that the quantization price falls within the
confidence interval of the Monte Carlo which is quite large. What is more, Monte
Carlo is much less precise than quantization when we fix the same computational
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FIGURE 2.3: Example of fit of the implied volatility smile. For short
maturities (here the maturity is 4 months) we consider 5 strikes.

time. Here, by precision we mean the distance between the benchmark and the
quantization price, while for the Monte Carlo we mean the maximal distance be-
tween the benchmark price and the endpoints of the confidence interval.

We also perform another exercise, namely we look for the number of simulations
required by Monte Carlo in order to match the precision of the quantization method.
Table 2.5 shows that Monte Carlo requires 8 ∗ 104 simulations which take about 10
times the computational cost of the quantization.
In conclusion, the quantization method is a very good alternative to Monte Carlo.

2.5 Conclusion

We have applied recursive marginal quantization to the local volatility model QNV
in order to provide an alternative way to compute prices, without the numerical
problems due to the real/complex nature of the roots. The procedure gives a fast
way to price vanilla as well as barrier options, compared to Monte Carlo simulation.
A successful calibration of the QNV model on real data shows the flexibility and
the robustness of the quantization method, which can be considered a model inde-
pendent approach. Extensions of this work could include less parsimonious local
volatility models, since the speed of the algorithm does not depend on the number
of parameters, and pricing of structured contracts, in the spirit of Bardou et al. (2009)
who investigated the energy market.
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Benchmark price Q price Q error MC confidence interval
L = 103.75 305.17096 296.70996 2.77% [295.43121, 321.15975]
L = 105 320.88575 313.47255 2.29% [311.23967, 337.03611]
L = 106.25 327.77641 320.99300 2.00% [317.02684, 342.86616]
L = 107.5 330.20446 323.76159 1.89% [319.36426, 345.19677]
L = 108.75 330.87364 324.63297 1.83% [319.90923, 345.73776]
Comp. time 2.11746 sec 2.71984 sec

TABLE 2.4: Results on the pricing of up-and-out put options with
strike K = 100% via quantization and Monte Carlo simulation. The
barrier L is in percentage of the initial price. Q stands for quantiza-
tion, MC for Monte Carlo (104 simulations). We consider a similar
computational cost and in the last column we display the confidence

interval for the corresponding MC.

Benchmark price Q price Q error MC confidence interval
L = 103.75 305.17096 296.70996 2.77% [299.38595, 308.44100]
L = 105 320.88575 313.47255 2.29% [314.20251, 323.31032]
L = 106.25 327.77641 320.99300 2.00% [321.12872, 330.24552]
L = 107.5 330.20446 323.76159 1.89% [323.91769, 333.03919]
L = 108.75 330.87364 324.63297 1.83% [324.54593, 333.66737]
Comp. time 2.11746 sec 19.12999 sec

TABLE 2.5: Results on the pricing of up-and-out put options with
strike K = 100% via quantization and Monte Carlo simulation. The
barrier L is in percentage of the initial price. Q stands for quanti-
zation, MC for the Monte Carlo (8 ∗ 104 simulations) that shares the
same precision as the Q method. In the last row we display the asso-

ciated computation times.

2.6 Appendix

2.6.1 Closed form solution for the Call price

Formulas are taken from Andersen (2011). In the case of two distinct real roots u, l ∈
R, u > l, the price at time 0 of a call option is found to be given by

p(0) = K1Φ0,1
(
− d

(1)
−
)
− X2Φ0,1

(
d
(2)
+

)
− X1Φ0,1

(
d
(1)
+

)
+ K2Φ0,1

(
d
(2)
−
)
,

where Ki, Xi, d
(i)
± are given by

K1 =
(K − u)(x0 − l)

u − l
, X1 =

(x0 − u)(K − l)

u − l
,

K2 =
(K − l)(x0 − l)

u − l
, X2 =

(x0 − u)(K − u)

u − l
,

and

d
(i)
± =

ln(Xi
Ki
)± T

2√
T

, i = 1, 2,
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and where Φ0,1 denotes the standard Normal cumulative distribution. In the case of
two complex roots, denoted by a ± ib, we have

p(0) =
√

bA(x0)e
1
2 T

(
2

ZU − ZL

+∞

∑
n=1

e−αnT sin(−an)
(
K̃I

(c)
n − I

(s)
n

))

+

√
A(x0)

A(L)
(K − L)

(
sin(ZU − Z0)

sin(ZU − ZL)
− 1

(ZU − ZL)2

+∞

∑
n=1

nπ sin(−an)
e−(αn− 1

2 )T

αn − 1
2

)
.

Moreover,

Z0 = arctan
(

x0−a
b

)
, ZU = arctan

(
U−a

b

)
, ZL = arctan

(
L−a

b

)
,

K̃ = K−a
b , A(x) = b

(
1 +

(
x−a

b

)2)
,

αn = n2π2

2(ZU−ZL)2 an = nπ(ZL−Z0)
ZU−ZL

,

where U and L are the upper and lower bounds introduced to guarantee that the
process is a martingale (a natural configuration is U = +∞, L = 0) and

I
(c)
n = ZL−Z0

2

(
cos(c−n )

ZL−Z0−an
− cos(c+n )

ZL−Z0+an
+ 2 cos(ZL)an

a2
n−(ZL−Z0)2

)
,

I
(s)
n = ZL−Z0

2

(
sin(c−n )

ZL−Z0−an
− sin(c+n )

ZL−Z0+an
+ 2 sin(ZL)an

a2
n−(ZL−Z0)2

)
,

c±n =

(
1 ± an

ZL−Z0

)(
arctan(K̃ − Z0)

)
∓ an + Z0.

2.6.2 Formulas for the marginal quantization

Given the optimal quantization grid xk = (xk
1, . . . , xk

N) for X̂tk
, the derivative of the

distortion function relative to the grid xk+1 = (xk+1
1 , . . . , xk+1

N ) is

∂Dk+1

∂xk+1
j

(xk+1) = 2
N

∑
i=1

{(
xk+1

j − mk(xk
i )
)(

Φ0,1
(
x̂k+1,j+(xk

i )
)
− Φ0,1

(
x̂k+1,j−(xk

i )
))

+σk(xk
i )

(
φ0,1
(
x̂k+1,j+(xk

i )
)
− φ0,1

(
x̂k+1,j−(xk

i )
))}

P(X̂tk
= xk

i ),

where

x̂k+1,j+(xk
i ) =

xk+1
j + xk+1

j+1 − 2mk(xk
i )

2σk(xk
i )

,

x̂k+1,j−(xk
i ) =

xk+1
j−1 + xk+1

j − 2mk(xk
i )

2σk(xk
i )

.

For the Hessian matrix we get
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∂2Dk+1

∂2xk+1
j

(xk+1) =2
N

∑
i=1

{(
Φ0,1

(
x̂k+1,j+(xk

i )
)
− Φ0,1

(
x̂k+1,j−(xk

i )
))

− 1
4σk(xk

i )
φ0,1
(
x̂k+1,j+(xk

i )
)(

xk+1
j+1 − xk+1

j

)

− 1
4σk(xk

i )
φ0,1
(
x̂k+1,j−(xk

i )
)(

xk+1
j − xk+1

j−1

)}
P(X̂tk

= xk
i ),

∂2Dk+1

∂xk+1
j ∂xk+1

j−1
(xk+1) = − 1

2

N

∑
i=1

{
φ0,1
(
x̂k+1,j−(xk

i )
)( xk+1

j − xk+1
j−1

σk(xk
i )

)}
P(X̂tk

= xk
i ),

∂2Dk+1

∂xk+1
j ∂xk+1

j+1
(xk+1) = − 1

2

N

∑
i=1

{
φ0,1
(
x̂k+1,j+(xk

i )
)( xk+1

j+1 − xk+1
j

σk(xk
i )

)}
P(X̂tk

= xk
i ).

Finally, the weights of the quantized process are given by the following approxima-
tion

P(X̂tk+1 ∈ Ci(x
k+1)) =

N

∑
j=1

[
Φ0,1

(
x̂k+1,i+(xk

j )

)
− Φ0,1

(
x̂k+1,i−(xk

j )

)]
P(X̂tk

= xk
j ).

For practical implementation, xk
0 = −∞, xk

N+1 = +∞.

2.6.3 Formulas for the barrier pricing

A key Lemma is given below, without proof, for reader’s convenience.

Lemma 2.6.1.

L
(

min
t∈[0,T]

X̃t|X̃tk
= xk, k = 0, · · · , M

)
= L

(
min

k=0,··· ,M−1
F−1

xk ,xk+1
(Uk)

)
, (2.7)

where (Uk)k=0,··· ,M−1 are iid random variables uniformly distributed over the unit
interval and F−1

xk ,xk+1
is the inverse function of the conditional cumulative function

Fxk ,xk+1 , defined by

Fx,y(u) :=





exp
(
− 2M

Tσ2(x)
(u − x)(u − y)

)
if u ≤ min(x, y)

1 otherwise.

Introducing the functions f (x) := (K − x)+ and gk(X̃tk−1 , X̃tk
) := GX̃tk−1 ,X̃tk

(L), k =

1, . . . , M, the expectation in (2.6) reads

E

(
f (X̃tM

)
M

∏
k=1

gk(X̃tk−1 , X̃tk
)

)
, ,

so that the price can be obtained recursively (for all the details we refer to Sagna
(2012)), as soon as we have an approximation of the transition probability of X̃tk

given X̃tk−1 . The idea now is to use the transition matrix of X̂tk
given X̂tk−1 .
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Now, by applying recursively the tower property of conditional expectation we get

πM f := E

(
f (X̃tM

)
M

∏
k=1

gk(X̃tk−1 , X̃tk
)

)
= E

(
E

(
f (X̃tM

)
M

∏
k=1

gk(X̃tk−1 , X̃tk
)|FtM−1

))

= E

(
E
(

f (X̃tM
)gM(X̃tM−1 , X̃tM

)|FtM−1

) M−1

∏
k=1

gk((X̃tk−1 , X̃tk
)

)

= E

(
HM( f (XtM−1))

M−1

∏
k=1

gk(X̃tk−1 , X̃tk
)

)
, (2.8)

where Hk, k = 1, . . . , M, is a family of bounded transition kernels related to the con-
ditional densities gk defined by:

Hk f (x) := E
[

f (X̃tk
)gk(X̃tk−1 , X̃tk

)|X̃tk−1 = x
]

. (2.9)

Furthermore, we have H0 f (x) := π0 f = E
[

f (X̃0)
]

. It follows from (2.8) that

πk f = πk−1Hk f , k = 1, . . . , M,

so that we finally obtain the recursive expression

πM = H0 ◦ H1 ◦ · · · ◦ HM.

The potentiality of the algorithm developed in Section 2.2 gives us an immediate
way to compute the transition matrix. In fact, given the quantization grids xk =
(xk

1, . . . , xk
N) of X̂tk

and xk−1 = (xk−1
1 , . . . , xk−1

N ) of X̂tk−1 , the computation of the ap-
proximated transition probabilities is straightforward:

Ĥk =
N

∑
j=1

gk(xk−1
i , xk

j ) p̂
ij
k δxk−1

i
, k = 1, . . . , M,

and

Ĥ0 =
N

∑
i=1

P(X̂0 = xi
0)δx0

i
.

The approximated price follows then immediately:

PLO = e−rTE

(
(K − X̃T)

+
M

∏
k=1

GX̃tk−1 ,X̃tk
(L)

)
∼
= e−rT(Ĥ0 ◦ Ĥ1 ◦ · · · ĤM) f ,

where

Ĥk =
N

∑
j=1

gk(xk−1
i , xk

j )P(X̂tk
∈ Cj(x

k)|X̂tk−1 ∈ Ci(x
k−1)δxk−1

i
, k = 1, . . . , M.

The approximated transition probabilities are given by:

p̂
ij
k := P

(
X̂tk

∈ Cj(x
k)|X̂tk−1 ∈ Ci(x

k−1)
)
= Φ0,1

(
x̂k,j+(xk−1

i )

)
− Φ0,1

(
x̂k,j−(xk−1

i )

)
.
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Chapter 3

Stochastic volatility models: a first
approach

This is a joint work with Giorgia Callegaro and Martino Grasselli. The content of
this chapter has been published as a paper in Quantitative Finance, see Callegaro
et al. (2016) in the bibliography.

We provide the first recursive quantization based approach for pricing options in
the presence of stochastic volatility. This method can be applied to any model for
which an Euler scheme is available for the underlying price process and it allows
to price vanillas, as well as exotics, thanks to the knowledge of the transition prob-
abilities for the discretized stock process. We apply the methodology to some cele-
brated stochastic volatility models, including the Stein and Stein (1991) model and
the SABR model introduced in Hagan et al. (2002). A numerical exercise shows that
the pricing of vanillas turns out to be accurate; in addition, when applied to some
exotics like equity-volatility options, the quantization-based method overperforms
by far the Monte Carlo simulation.

3.1 Introduction

The problem of pricing derivative contracts in a stochastic volatility framework has
been deeply investigated in the literature. Starting from the pioneering works of
Hull and White (1987), Chesney and Scott (1989), Stein and Stein (1991) and Heston
(1993), researchers have introduced different stochastic models for the spot volatil-
ity process, both with continuous trajectories and including jumps, in order to catch
the stylized facts of the implied volatility surface, namely the smile and skew ef-
fects. The positivity of the volatility process is another crucial feature: in order to
ensure it, Hull and White (1987) assume that the volatility itself follows a Geometric
Brownian motion. Chesney and Scott (1989) instead propose to model the volatil-
ity as the exponential of a (stationary) Ornstein-Uhlenbeck process. Stein and Stein
(1991) assume that the volatility is itself a stationary Ornstein-Uhlenbeck process.
This assumption allows to recover the information about the risk neutral density of
the underlying through a Fourier based method and to price vanillas in a very fast
and efficient way. On the other hand, the Gaussian distribution of the volatility pro-
cess opens delicate issues on the positivity. Heston (1993) assumes that the volatility
is a CIR process, which remains positive under some parameter restrictions (the so
called Feller condition). Both the models of Stein and Stein (1991) and Heston (1993)
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belong to the class of affine models, for which Duffie et al. (2000) developed a sys-
tematic approach in order to perform the Fourier methodology, including the pres-
ence of jumps in both the underlying and the volatility process. Examples of models
including jumps that have been successfully calibrated in both a single factor and
a multi factor setting for the volatility process are e.g. Bates (1996), Jacobs and Li
(2008) and Christoffersen et al. (2009).
Besides the undoubtful quality of the Fast Fourier Transform (henceforth FFT) method-
ology for pricing vanillas in the affine class of models, it is noteworthy that in the
case of exotic derivatives the pricing problem still represents a challenge and the
Monte Carlo simulation seems to be the only possibility (despite its potentially high
computational cost), apart from approximations in the spirit of Sesana et al. (2014)
and Date and Islyaev (2015). In addition, the pricing of equity volatility products,
like Corridor Variance Swaps, may reveal some delicate numerical issues while ap-
plying the FFT approach, as it requires a rigorous check of the integrability of the
corresponding characteristic function (see e.g. Da Fonseca et al. (2015)). What is
more, the FFT approach clearly cannot be applied when dealing with models whose
characteristic function is not known explicitly. Nevertheless, in some cases approx-
imations are available, as in the case of the celebrated SABR model of Hagan et al.
(2002), representing a standard in the banking industry, for which we know the
shape of the implied volatility e.g. for small time to maturity or small vol of vol.
The same holds true for the α-hypergeometric volatility model of Da Fonseca and
Martini (2016), for which a Mellin transform and some asymptotics are available.
Remarkably, in the last model the volatility remains positive as it is assumed to be
the exponential of a mean reverting process.

In this chapter we introduce an alternative pricing method based on quantization.
The method is model free, in that it only requires the knowledge of an Euler scheme
for the stochastic equation modeling the evolution of the underlying process. It does
not require any affine property of the model and we will show in the numerical sec-
tion that our results over-perform by far the Monte Carlo simulation.

Starting from the results in Callegaro et al. (2015) (Chapter 2), we push forward the
methodology to the case where the volatility is stochastic. Of course the passage
from local to stochastic volatility models requires additional care, from both the the-
oretical and the numerical point of view. For example, a direct application of the
argument presented in Pagès and Sagna (2015) is not possible in the multi dimen-
sional case.
We will focus on the case where the volatility process is driven by a one dimen-
sional stochastic factor. Nevertheless, most of our results can be easily extended to
a multi dimensional setting, with the only drawback of a relevant increase of nota-
tional burden. We emphasize that the approach presented here only requires that an
Euler scheme is available for the stochastic model, which is the case for most popu-
lar stochastic volatility models.

In the numerical illustration, we apply the new methodology to some stochastic
volatility models:

• the Stein and Stein (1991) model, which was successively extended by Schö-
bel and Zhu (1999). This model is affine, so that a Fourier based approach is
available. Prices obtained via Monte Carlo and via Fourier techniques will be
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our benchmark values when testing the precision of the proposed quantization
method.

• the celebrated SABR model, introduced in Hagan et al. (2002) and subsequently
extended and analyzed by dozens of researchers both in financial institutions
and in academia. Indeed, this model represents the standard reference in the
banking industry for most financial models, ranging from equity, interest rates,
FX and commodities. Although closed form formulas are not available for
vanillas, excellent approximations have been provided in this setting for small
maturities and/or small vol of vol. Benchmark prices will be obtained here via
standard Monte Carlo.

• the α-hypergeometric stochastic volatility model recently introduced by Da Fon-
seca and Martini (2016). In this case no explicit formulas for vanillas are avail-
able, so that also here benchmark prices will be obtained via standard Monte
Carlo.

We will apply the recursive marginal quantization method to all these models and
we will compare prices of vanillas with the corresponding benchmark prices. More-
over, we will see that the quantization based approach can also be applied to the
pricing of non-vanilla options. In order to give an idea of the flexibility of our ap-
proach, we consider a particular class of exotics, namely equity volatility options,
that are receiving a growing attention in the financial community. Of course, our
methodology can be easily applied as well to other stochastic volatility models, like
e.g. the celebrated Heston (1993) one, for which a different technique, still based
on Pagès and Sagna (2015), has been developed in Fiorin et al. (2015) in a general
multi-dimensional setting. However, the approach of Fiorin et al. (2015) is not suit-
able for pricing equity volatility products, as the volatility has to be quantized in a
very parsimonious number of points in order to be numerically tractable. Pricing of
equity volatility options represents a challenging topic, especially in the case of non
affine models, for which Monte Carlo represents the only alternative. We are going
to show that our quantization based algorithm is much more performing than the
standard Monte Carlo approach.

The chapter is organized as follows: in Section 3.2 we develop the quantization
based approach in a general stochastic volatility setting. In Section 3.3 we apply
the methodology to some stochastic volatility models: we show the performance of
the recursive marginal quantization in the pricing of vanillas as well as in the case of
equity volatility options, with particular focus on corridor variance swaps. Section
3.4 concludes, while we gather in the Appendix some technical proofs and addi-
tional material on quantization which may be useful for the reader in view of the
implementation.

3.2 Quantization of a Stochastic Volatility Model

We now extend the one dimensional approach developed in the previous chapter to
the case where there is a one dimensional stochastic volatility factor. We shall see
that this extension is not trivial.
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3.2.1 Model Dynamics and Euler Discretization

Let us consider a general stochastic volatility model described by the following dy-
namics: 




dSt = rStdt + α(St, Vt)
(

ρdBt +
√

1 − ρ2dB⊥
t

)

dVt = b(t, Vt)dt + a(t, Vt)dBt.

(3.1)

with S0 = s0 > 0, V0 = v0 > 0. Here S is the price process, V is the variance process
(more precisely, the term α(St, Vt)/St is usually referred as to the volatility process)
and B and B⊥ are independent one-dimensional Brownian motions under the risk
neutral probability measure Q and ρ ∈ (−1, 1). The assumption of a constant short
interest rate r can be easily relaxed.
The functions α : R × R → R, b : [0, T]× R → R and a : [0, T]× R → R are mea-
surable and they satisfy the boundedness and Lipschitz conditions which ensure the
existence of a strong solution of the above SDE for every s0, v0 ∈ R (see e.g.(Rogers
and Williams, 2000, Ch. V, Theorem 11.2)):

Assumption 3.2.1. We suppose that the following conditions hold:

i) there exists CT such that, for every t ∈ [0, T]

|b(t, 0)|+ |a(t, 0)| ≤ CT;

ii) there exists a real positive constant [b]Lip such that for every t ∈ [0, T] and
every x, y ∈ R, |b(t, x)− b(t, y)| ≤ [b]Lip|x − y|;

iii) there exists a real positive constant [Σ]Lip such that for every t ∈ [0, T] and
every u, w ∈ R2, with u = (u1, u2), v = (w1, w2), ||Σ(t, u) − Σ(t, w)|| ≤
[Σ]Lip|u − w|, where

Σ(t, u) :=




ρα(u1, u2)
√

1 − ρ2α(u1, u2)

a(t, u2) 0


 . (3.2)

Having fixed a time horizon T > 0 and a time discretization grid {0 = t0, t1, . . . , tM =
T}, with constant time step ∆ := T/M, we consider the Euler schemes for S and V:
S̃0 = s0, Ṽ0 = v0 and for k ≥ 1

S̃tk+1 = S̃tk
+ rS̃tk

∆ + α(S̃tk
, Ṽtk

)

(
ρ
√

∆Zk +
√

1 − ρ2
√

∆Z⊥
k

)
(3.3)

Ṽtk+1 = Ṽtk
+ b(tk, Ṽtk

)∆ + a(tk, Ṽtk
)
√

∆Zk, (3.4)

where tk = k∆ and Zk and Z⊥
k , k = 0, . . . , M are i.i.d. standard Gaussian random

variables. From the Euler scheme of the process V in Equation (3.4) we obtain1

√
∆Zk =

Ṽtk+1 − Ṽtk
− b(tk, Ṽtk

)∆

a(tk, Ṽtk
)

. (3.5)

1We implicitly assume that the model is non degenerate, i.e. a(tk, Ṽtk
) 6= 0 with probability 1, for

every k.
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Hence, the stochastic component in Equation (3.3), given (3.5), becomes

ρ
√

∆Zk +
√

1 − ρ2
√

∆Z⊥
k = ρ

(
Ṽtk+1 − Ṽtk

− b(tk, Ṽtk
)∆

a(tk, Ṽtk
)

)
+
√

1 − ρ2
√

∆Z⊥
k , (3.6)

which gives an equivalent formulation of the Euler scheme for the price process S in
Equation (3.3). For the reader’s ease we rewrite the Euler scheme for the pair (S, V):

S̃tk+1 = S̃tk
+ rS̃tk

∆ + ρα(S̃tk
, Ṽtk

)

(
Ṽtk+1−Ṽtk

−b(tk ,Ṽtk
)∆

a(tk ,Ṽtk
)

)
+
√

1 − ρ2α(S̃tk
, Ṽtk

)
√

∆Z⊥
k (3.7)

Ṽtk+1 = Ṽtk
+ b(tk, Ṽtk

)∆ + a(tk, Ṽtk
)
√

∆Zk. (3.8)

The following Lemma is an immediate consequence of equations (3.7) and (3.4) and
it represents the natural extension of the one dimensional case to our bi-dimensional
setting.
Lemma 3.2.2. For every 0 ≤ k ≤ M − 1, conditionally on the event {S̃tk

= sk, Ṽtk+1 =

vk+1, Ṽtk
= vk}, the random variable S̃tk+1 is Gaussian:

L
(

S̃tk+1

∣∣{S̃tk
= sk, Ṽtk+1 = vk+1, Ṽtk

= vk}
)
= N

(
m̄k(sk, vk+1, vk), σ̄2

k (sk, vk)

)
, (3.9)

with

m̄k(sk, vk+1, vk) := sk + rsk∆ + ρα(sk, vk)

(
vk+1 − vk − b(tk, vk)∆

a(tk, vk)

)

σ̄2
k (sk, vk) := (1 − ρ2)(α(sk, vk))

2∆.

In the following subsections we are going to explain how the bi-dimensional stochas-
tic process (S, V) can be quantized via recursive marginal quantization. This will
consist in quantizing the family of random variables (S̃tk

, Ṽtk
)k∈{0,M} in equations

(3.7) and (3.4) in a recursive way, thanks to Lemma 3.2.2. The idea is the following:

• the (one dimensional) process V can be (independently) quantized as explained
in Chapter 2. This will be done in Subsection 3.2.2;

• for what concerns S, it will be necessary to develop an ad hoc procedure, since
for every k ≥ 0 the stationary quantizer for S̃tk+1 will depend on those of S̃tk

, Ṽtk

and Ṽtk+1 as the above Lemma 3.2.2 suggests. The quantization of S will be the
object of Subsection 3.2.3.

Notation: Since we will deal with quantization grids for both S and V, from now on,

for k = 0, . . . , M − 1 we will denote by v̂NV
k+1 = (v̂1

NV
k+1 , . . . , v̂

NV
k+1

NV
k+1

) the quantizer for

Ṽtk+1 and by ŝNS
k+1 = (ŝ1

NS
k+1 , . . . , ŝ

NS
k+1

NS
k+1

) the quantizer for S̃tk+1 .

3.2.2 Quantization of the Process V

Let us consider Equation (3.4): the quantization of the random variables (Ṽtk
)k∈{0,...,M}

follows the same lines as in (Pagès and Sagna, 2015), as we explained in Chapter 2.
We briefly recall here, for reader’s convenience, the main steps in the quantization
procedure, focusing on the procedure at time tk+1, hence supposing that the first k
steps of the recursive quantization algorithm have already been performed.
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• Obtaining a Stationary Grid for Ṽtk+1

Suppose we are at time tk+1 and we aim at quantizing Ṽtk+1 . In the recursive
marginal quantization setting, this means that we have already quantized all
the random variables Ṽtj

for j = 0, . . . , k.

Our final target is finding a stationary quantizer for Ṽtk+1 , i.e., a critical point of
the distortion function Dk+1 in Equation (2.3), namely:

Dk+1(v̂
NV

k+1) =
NV

k+1

∑
i=1

∫

Ci(v̂
NV

k+1 )

(
vk+1 − v̂

NV
k+1

i

)2

E
[
φmk(Ṽtk

),σk(Ṽtk
)(vk+1)

]
dvk+1.

As explained in Chapter 2, if we replace Ṽ by V̂, then the discrete distortion
reads:

D̂k+1(v̂
NV

k+1) =
NV

k+1

∑
i=1

∫

Ci(v̂
NV

k+1 )

(
vk+1 − v̂

NV
k+1

i

)2 NV
k

∑
j=1

φ
mk(v̂

NV
k

j ),σk(v̂
NV

k
j )

(vk+1) P(V̂tk
∈ Cj(v̂

NV
k )) dvk+1,

(3.10)

where v̂NV
k = {v̂

NV
k

1 , v̂
NV

k
2 , . . . , v̂

NV
k

NV
k

} is the NV
k -quantizer at time tk relative to

Ṽtk
, which is already known, together with the weights P(V̂tk

∈ Cj(v̂
NV

k )), j =

1, . . . , NV
k , associated to every point of the grid.

It is, then, possible to compute the gradient and the Hessian matrix of D̂k+1,
hence to obtain a stationary quantizer at time tk+1 via, e.g., the Newton-Raphson
procedure.

For reader’s convenience, we provide in Appendix 3.5 the gradient and the
Hessian matrix for D̂k+1.

• Approximating the Distribution of Ṽtk+1

Remember that

P

(
V̂tk+1 = v̂

NV
k+1

i

)
= P

(
Ṽtk+1 ∈ Ci(v̂

NV
k+1)
)

.

Once the quantizer v̂NV
k+1 has been obtained, the probabilities (weights) associ-

ated to every point of the grid can be approximated as follows:

P
(

Ṽtk+1 ∈ Ci(v̂
NV

k+1)
)
≈

NV
k

∑
j=1

[
Φ0,1

(
v̂k+1,i+(v̂

Nk
j )

)
− Φ0,1

(
v̂k+1,i−(v̂

Nk
j )

)]
P(Ṽtk

∈ Cj(v̂
NV

k )),

(3.11)
where Φ0,1 denotes the cumulative distribution function of a standard Gaus-
sian random variable and where

v̂k+1,i+(v̂
NV

k
j ) :=

v̂
NV

k+1
i + v̂

NV
k+1

i+1 − 2mk(v̂
NV

k
j )

2σk(v̂
NV

k
j )

,

v̂k+1,i−(v̂
NV

k
j ) :=

v̂
NV

k+1
i−1 + v̂

NV
k+1

i − 2mk(v̂
NV

k
j )

2σk(v̂
NV

k
j )

. (3.12)

• Transition Probabilities from tk to tk+1 for the Process Ṽ
In the quantization phase we also obtain, for i ∈ {1, . . . , NV

k+1} and j ∈ {1, . . . , NV
k },
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the approximated transition probabilities:

P

(
Ṽtk+1 ∈ Ci(v̂

NV
k+1)

∣∣∣∣Ṽtk
∈ Cj(v̂

NV
k )

)
= Φ0,1

(
v̂k+1,i+(v̂

NV
k

j )

)
− Φ0,1

(
v̂k+1,i−(v̂

NV
k

j )

)
.

3.2.3 Quantization of the Price Process S

We now focus on the quantization of S at time tk+1, i.e., on the recursive marginal
quantization of S̃tk+1 , supposing the first k steps of the recursive quantization algo-
rithm have been performed. As done in previous section, we will highlight the main
steps of the procedure in the following subsections, which constitute the main con-
tribution of the chapter.

Obtaining a Stationary Grid for S̃tk+1

Recall that we denote by ŝNk+1 = (ŝ1
Nk+1 , . . . , ŝ

Nk+1
Nk+1

)) an Nk+1 quantizer of S̃tk+1 at time
tk+1. The distortion function Dk+1 takes here the following form (recall Equation
(2.3)):

Dk+1(ŝ
Nk+1) =

Nk+1

∑
i=1

∫

Ci(ŝ
Nk+1 )

(
sk+1 − ŝ

Nk+1
i

)2
P(S̃tk+1 ∈ dsk+1). (3.13)

Thanks to Lemma 3.2.2, we know that in our stochastic volatility setting the distribu-
tion of S̃tk+1 depends not only on S̃tk

, but also on Ṽtk
and Ṽtk+1 . So, in order to obtain

a stationary quantizer for S̃tk+1 by looking for the critical points of Dk+1, first of all it
is necessary to make explicit P(S̃tk+1 ∈ dsk+1): this is done in the following Lemma
whose proof is given in Appendix 3.6.

Lemma 3.2.3. For every k ∈ {0, . . . , M − 1} we have:

P(S̃tk+1 ∈ dsk+1) =
∫

R3
P(S̃tk

∈ dsk, Ṽtk+1 ∈ dvk+1, Ṽtk
∈ dvk)φm̄k(sk ,vk+1,vk),σ̄k(sk ,vk)(sk+1)dsk+1,

(3.14)
where m̄k(sk, vk+1, vk) and σ̄k(sk, vk) were defined in Lemma 3.2.2.

With this result, it is now possible to compute the gradient and the Hessian matrix
of the distortion function in Equation (3.13) in a very efficient way. The interested
reader can find in the Appendix 3.7 the gradient and Hessian matrix of the distortion
function at time tk+1. Moreover, in the Appendix 3.8 we compute the gradient and
the Hessian matrix for the discrete version of the distortion function, to be used in
the Newton-Raphson procedure to find a stationary quantizer for S̃tk+1 .

Approximating the Distribution of S̃tk+1

We now have all the ingredients to prove the main result of the chapter, namely
the formula giving the joint probability P(S̃tk

∈ Ca(ŝ
NS

k ), Ṽtk+1 ∈ Cb(v̂
NV

k+1), Ṽtk
∈

Cc(v̂
NV

k )). This is a non trivial step in the recursive procedure, due to the presence
of Ṽ in the dynamics of S̃. As a corollary, we will obtain the weights associated to
every point in the quantizer ŝNS

k+1 .

Notation: We will denote by NS
k the size of a quantizer for S̃tk

, while NV
k will be the

size of a quantizer for Ṽtk
.
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Proposition 3.2.4. Let ŝNS
k−1 , v̂NV

k and v̂NV
k−1 be stationary quantizers. The approxi-

mated joint probability of (S̃tk
, Ṽtk+1 , Ṽtk

) is given by the following recursive formula,
for k = 1, . . . , M:

P(S̃tk
∈ Ca(ŝ

NS
k ), Ṽtk+1 ∈ Cb(v̂

NV
k+1), Ṽtk

∈ Cc(v̂
NV

k )) ≈

(
Φ0,1

(
v̂k+1,b+(v

NV
k

c )
)
− Φ0,1

(
v̂k+1,b−(v

NV
k

c )
))( NS

k−1

∑
d=1

NV
k−1

∑
e=1

[
Φ0,1

(
ŝk,a+(s

NS
k−1

d , v
NV

k
c , v

NV
k−1

e )
)

(3.15)

−Φ0,1
(
ŝk,a−(s

NS
k−1

d , v
NV

k
c , v

NV
k−1

e )
)]

· P(S̃tk−1 ∈ Cd(ŝ
NS

k−1), Ṽtk
∈ Cc(v̂

NV
k ), Ṽtk−1 ∈ Ce(v̂

NV
k−1))

)
,

where v̂k+1,b−(v
NV

k
c ) are defined in (3.12) and

ŝk+1,j+(ŝ
NS

k
a , v̂

NV
k+1

b , v̂
NV

k
c ) =

s
NS

k+1
j + s

NS
k+1

j+1 − 2m̄k(ŝ
NS

k
a , v̂

NV
k+1

b , v̂
NV

k
c )

2σ̄k(ŝ
NS

k
a , v̂

NV
k

c )

ŝk+1,j−(ŝ
NS

k
a , v̂

NV
k+1

b , v̂
NV

k
c ) =

s
NS

k+1
j−1 + s

NS
k+1

j − 2m̄k(ŝ
NS

k
a , v̂

NV
k+1

b , v̂
NV

k
c )

2σ̄k(ŝ
NS

k
a , v̂

NV
k

c )
. (3.16)

Moreover, for k = 0, i.e., at the first step of the quantization phase, we have that

P(S̃t0 ∈ Ca(ŝ
NS

0 ), Ṽt1 ∈ Cb(v̂
NV

1 ), Ṽt0 ∈ Cc(v̂
NV

0 )) =

[
Φ0,1

(
v̂1,b+(v̂

NV
0

c )

)
− Φ0,1

(
v̂1,b−(v̂

NV
0

c )

)]

· P(S̃t0 ∈ Ca(ŝ
NS

0 ))P(Ṽt0 ∈ Cc(v̂
NV

0 )).
(3.17)

Proof. See Appendix 3.9.

The following corollary, which is a direct consequence of the previous proposition,
explains how to compute the weights of the stationary quantization grid (recall that

P(S̃tk
∈ Ca(ŝ

NS
k )) = P(Ŝtk

= ŝ
NS

k
a )).

Corollary 3.2.5. The weights associated to the points in the stationary quantizer ŝNS
k

of S̃tk
can be computed using the following formula:

P
(

S̃tk
∈ Ca(ŝ

NS
k )
)
=

NV
k+1

∑
b=1

NV
k

∑
c=1

P
(

S̃tk
∈ Ca(ŝ

NS
k ), Ṽtk+1 ∈ Cb(v̂

NV
k+1), Ṽtk

∈ Cc(v̂
NV

k )
)

.

(3.18)

Transition Probabilities for S̃

From Proposition 3.2.4, we can easily compute the transition probabilities also for
the price process S̃.

Corollary 3.2.6. The transition probabilities from time tk−1 to time tk can be computed
using the following formula:
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P(S̃tk
∈ Ca(ŝ

NS
k )|S̃tk−1 ∈ Cd(ŝ

NS
k−1))

≈ 1

P(S̃tk−1 ∈ Cd(ŝ
NS

k−1))

NV
k

∑
c=1

NV
k−1

∑
e=1

[
Φ0,1

(
ŝk,a+(s

NS
k−1

d , v
NV

k
c , v

NV
k−1

e )
)

−Φ0,1
(
ŝk,a−(s

NS
k−1

d , v
NV

k
c , v

NV
k−1

e )
)]

P(S̃tk−1 ∈ Cd(ŝ
NS

k−1), Ṽtk
∈ Cc(v̂

NV
k ), Ṽtk−1 ∈ Ce(v̂

NV
k−1)).

In conclusion, the quantization of S̃tk+1 requires the knowledge of the quantizers of
S̃tk

, of Ṽtk+1 and of Ṽtk
. The quantizers of Ṽ can be computed independently us-

ing the formulas in Subsection 3.2.2 and they can be kept off-line. Then, stationary
quantizers for S̃ can be obtained recursively in a very fast way.

3.2.4 Error Analysis

Using quantization to approximate a random variable X allows to estimate an ex-
pected value of a function of X (i.e. E[ f (X)]) by the finite sum E[ f (X̂)], where X̂ is
a quantization of X. In the case when we focus on prices of vanilla options, that is
when X = ST, with S in Equation (3.7), and f is the payoff function, the following
result (see e.g. Pagès and Sagna (2015) and Pagès and Printems (2005)) is crucial: if
f is Lipschitz continuous, then

∣∣E[ f (X)]− E[ f (X̂)]
∣∣ ≤ [ f ]Lip||X − X̂||2,

where [ f ]Lip is the Lipschitz constant of f and ||X − X̂||2 is the quadratic quantiza-
tion error. The above inequality suggests that quantization is a good approximation
method, as long as the quantization error ||X − X̂||2 can be bounded. This motivates
the error analysis developed in this subsection.
We denote by X the pair of price and variance processes introduced in Section 3.2,
namely X := (S, V).

Proposition 3.2.7. Consider the model in Equation (3.1) and recall the definition of
Σ in Equation (3.2). Moreover, suppose that Assumption 3.2.1 holds true. Given a
time horizon T > 0 and a time discretization grid {0 = t0, . . . , tM = T}, for every
k ∈ {1, . . . , M} and for any η ∈ (0, 1] we have

||Xtk
− X̂tk

||2 ≤
√

CT

M
+ K2,2,η

k

∑
`=1

a`(b, Σ, tk, ∆, y0, L, 2 + η)
1√
NV

k

,

where CT is a positive constant depending only on T, K2,2,η is a universal constant,

L := max
{
[b]Lip, maxs∈[0,T] b(s, 0), [Σ]Lip, ||Σ(·, 0)||sup

}
and a` are real constants de-

pending on [b]Lip and [Σ]Lip, that do not explode when M goes to infinity.

Proof. See Appendix 3.10.

There are still some questions that deserve further investigation. For example, be-
side the Stein and Stein model, the stochastic volatility models considered in our
numerical illustration, present some potential issues as the coefficients are not glob-
ally Lipschitz, so that the global error results presented in this Section have to be
tailored to those settings. This issue is beyond the scope of this chapter and we leave
it for future research.
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3.3 Numerical Illustration

In this numerical section we apply the methodology to some stochastic volatility
models. We first consider the Stein and Stein (1991) affine model, for which the
Fourier based method is available for pricing. Of course our methodology can be
easily applied as well to other affine stochastic volatility models like e.g. the Heston
(1993) one, for which a slightly different approach has been developed in Fiorin et al.
(2015). Then we consider some non affine models that do not admit closed form
formulas for the price of vanillas, like the celebrated SABR model introduced by
Hagan et al. (2002) and the α-hypergeometric volatility model recently introduced
by Da Fonseca and Martini (2016). In these cases only approximated formulas based
on asymptotic results are available, besides of course the Monte Carlo approach.
For the pricing of vanillas, we recall that having computed the grids sT = (si

T)i=1,...,Ns

and the weights P(ST ∈ Ci(sT)), the price at time 0 of a Call option with maturity T
and strike price K can be straightforwardly approximated as follows:

C0,T = e−rTE[(ST − K)+] ≈ e−rT
Ns

∑
i=1

max(si
T − K, 0)P(ST ∈ Ci(sT)).

All the computations have been performed using Matlab2015 on a CPU 2.4 GHz and
8 Gb memory computer. The Matlab code is available upon request.

3.3.1 Vanillas in the Stein and Stein (1991) Model

Stein and Stein (1991) assume that the instantaneous variance follows an Ornstein-
Uhlenbeck process. The model is described by the following dynamics:

dSt = rStdt + VtSt(ρdBt +
√

1 − ρ2dB⊥
t )

dVt = κ(θ − Vt)dt + ξdBt.

Let tk = k∆, k = 0, . . . , M and denote Stk
by Sk and Vtk

by Vk. The Euler scheme reads

S̃k+1 = S̃k + rS̃k∆ + ρṼkS̃k

√
∆Zk +

√
1 − ρ2ṼkS̃k

√
∆Z⊥

k ,

Ṽk+1 = Ṽk + κ(θ − Ṽk)∆ + ξ
√

∆Zk,

where Zk = Bk+1 − Bk and Z⊥
k = B⊥

k+1 − B⊥
k are i.i.d. Gaussian random variables.

Exploiting the Cholesky decomposition we get

S̃k+1 = S̃k +
ρ

ξ

[
Ṽk+1 − Ṽk − κ(θ − Ṽk)∆

]
ṼkS̃k +

√
1 − ρ2

√
∆ṼkS̃kZ⊥

k

Ṽk+1 = Ṽk + κ(θ − Ṽk)∆ + ξ
√

∆Zk.

We consider the following set of parameters for the Stein and Stein (1991) model:

ξ = 0.05, κ = 3, θ = 0.3, ρ = −0.5,

r = 0.04, T = 1, V0 = 0.25, S0 = 100,

while for the time discretization and for the quantization we take

∆ =
1
20

, NV
k = 30, NS

k = 30, k = 1, . . . , M,
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where NV
k and NS

k are the sizes, respectively, of the grids for the volatility and for
the price.
We compare the price given by the quantization with a benchmark price given by
the closed formulas as in the paper of Schöbel and Zhu (1999). The computation of
the grids is made using a Newton-Raphson procedure both for the volatility and the
price processes.
From Table 3.1 it turns out that pricing of vanillas via quantization is accurate. The
quantization of the volatility process is almost immediate, while for the underlying
it takes about 10 seconds, which is much less than what we can obtain with a classic
quantization method based on stochastic algorithms. In Table 3.2 we provide rel-
ative errors in percentage for longer maturities up to 5 years. We emphasize that,
although pricing via quantization cannot be comparable with the (faster) Fourier
approach available for the affine models, quantization can be applied also to non
vanilla products as we are going to show in the next section. What is more, quantiza-
tion can be applied also to non affine models, as we will show in the next subsection.
In Figure 3.1 we report the implied volatility smile induced by the Stein and Stein
(1991) model of our example. Figure 3.2 displays the quantization grids used in the
procedure.
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FIGURE 3.1: Example of fit of the implied volatility smile in the Stein
and Stein (1991) model. We consider 9 strikes with maturity 1 year.

3.3.2 Vanillas in the SABR Model of Hagan et al. (2002)

The Hagan et al. (2002) (non affine) model is characterized by the following dynam-
ics (here S denotes the forward price under the forward measure):

dSt = VtS
β
t (ρdBt +

√
1 − ρ2dB⊥

t )

dVt = αVtdBt.
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Strike Benchmark price Quantization price Relative error (%)

K = 60 40.1947 40.2294 0.0864

K = 65 35.4500 35.4804 0.0858

K = 70 30.8727 30.9078 0.1138

K = 75 26.5234 26.5582 0.1311

K = 80 22.4604 22.4744 0.0623

K = 85 18.7361 18.7488 0.0677

K = 90 15.3903 15.3825 0.0506

K = 95 12.4451 12.4277 0.1403

K = 100 9.9070 9.8681 0.3925

K = 105 12.8284 12.6995 1.0053

K = 110 16.0608 15.9153 0.9058

K = 115 19.6277 19.4646 0.8308

K = 120 23.4893 23.3295 0.6801

K = 125 27.6002 27.4349 0.5990

K = 130 31.9187 31.7473 0.5370

K = 135 36.4042 36.2324 0.4719

K = 140 41.0213 40.8566 0.4016

TABLE 3.1: Comparison between pricing Call and Put options via
closed form formulas and quantization in the Stein and Stein (1991)
model. When the strike is lower or equal than 100 we are pricing a
Call option, when it is greater than 100 we are pricing a Put option.
The inverse of the Hessian matrix, which is tridiagonal and symmet-
ric, is calculated using the LU-decomposition. Computational time
for the quantization of the volatility process: 0.079 seconds. Compu-
tational time for the quantization of the price process: 10.9689 sec-

onds.

The Euler scheme is given by

S̃k+1 = S̃k + ρS̃
β
k Ṽk

√
∆Zk +

√
1 − ρ2S̃

β
k Ṽk

√
∆Z⊥

k

Ṽk+1 = Ṽk + αṼk

√
∆Zk
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Strike 6 months 8 months 1 year 2 years 3 years 5 years

K = 80 0.0163 0.4872 0.0623 0.2878 0.7504 0.1215

K = 85 0.0919 0.6252 0.0677 0.2429 0.7759 0.0288

K = 90 0.2047 0.7637 0.0506 0.1525 0.7373 0.0196

K = 95 0.3347 1.0095 0.1403 0.0033 0.6099 0.2327

K = 100 0.5438 1.3913 0.3925 0.2134 0.6213 0.1305

K = 105 0.6965 0.6958 1.0053 1.0965 0.5548 0.4547

K = 110 0.5546 0.4912 0.9058 1.0417 0.5707 0.3362

K = 115 0.4218 0.3275 0.8308 0.9646 0.6164 0.2715

K = 120 0.3410 0.2650 0.6801 0.8993 0.6939 0.0645

TABLE 3.2: Relative error in percentage between pricing Call and Put
options via closed form formulas and quantization in the Stein and
Stein (1991) model for T = 1/2, 2/3, 1, 2, 3, 5 years. When the strike is
smaller than 100 we consider Calls, while when it is greater than 100

we take Puts.
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FIGURE 3.2: Quantization grids for the Stein and Stein (1991) model.
Time step is taken as ∆ = 1

20 , while NV
k = NS

k = 30, k = 1, . . . , M is
the size of the grids for the volatility and the underlying.

and exploiting the Cholesky decomposition we get

S̃k+1 = S̃k +
ρ

α

(
Ṽk+1 − Ṽk

)
S̃

β
k +

√
1 − ρ2

√
∆S̃

β
k ṼkZ⊥

k

Ṽk+1 = Ṽk + αṼk

√
∆Zk.
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The parameters chosen for the pricing are

α = 0.224 β = 0.75 ρ = −0.824

T = 1 V0 = 0.0719 S0 = 100,

and for the time discretization and the quantization we use as before:

∆ =
1
20

, NV
k = 30, NS

k = 30, k = 1, . . . , M.

The benchmark price is given by a Monte Carlo procedure with 106 paths. The quan-
tization grids are obtained with a Newton-Raphson procedure both for the volatility
and the price processes.
Table 3.3 displays the prices given by quantization and by the approximation given
by Hagan et al. (2002). Also in this case we see that pricing is accurate even if not
immediate when compared with the approximation formulas. Note however that
pricing should be compared with the true benchmark given by the Monte Carlo
simulation that takes around 30 seconds with 5×105 paths. In Table 3.4 we provide
relative errors in percentage for longer maturities up to 5 years.

3.3.3 Vanillas in the α-Hypergeometric Model of Da Fonseca and Martini
(2016)

The α-hypergeometric model of Da Fonseca and Martini (2016) is described by the
following dynamics:

dSt = Ste
Vt(ρdBt +

√
1 − ρ2dB⊥

t ),

dVt = (a − beαVt)dt + σdBt.

Note that the volatility remains strictly positive in this model. The Euler scheme of
the model is given by

S̃k+1 = S̃k + ρS̃keṼk
√

∆Zk +
√

1 − ρ2S̃keṼk
√

∆Z⊥
k

Ṽk+1 = Ṽk + (a − beαṼk)∆ + σ
√

∆Zk

from which we get

S̃k+1 = S̃k +
ρ

σ

(
Ṽk+1 − Ṽk − (a − beαṼk)∆

)
S̃keṼk +

√
1 − ρ2

√
∆S̃keṼk Z⊥

k

Ṽk+1 = Ṽk + (a − beαṼk)∆ + σ
√

∆Zk.

The parameters selected for pricing are

a = 1, b = 1, α = 2, σ = 1,

ρ = −0.2, T = 1, V0 = log(0.25), S0 = 100,

and for the time discretization and the quantization we use as before:

∆ =
1
20

, NV
k = 30, NS

k = 30, k = 1, . . . , M.



3.3. Numerical Illustration 35

Strike Benchmark price Quantization price Relative error (%)

K = 60 40.0475 40.0195 0.0699

K = 65 35.1042 35.0694 0.0992

K = 70 30.2179 30.1716 0.1531

K = 75 25.4346 25.3742 0.2375

K = 80 20.8257 20.7607 0.3120

K = 85 16.4909 16.4208 0.4252

K = 90 12.5524 12.4800 0.5766

K = 95 9.1346 9.0628 0.7859

K = 100 6.3321 6.2564 1.1946

K = 105 9.1780 9.1159 0.6768

K = 110 12.6315 12.5798 0.4098

K = 115 16.5922 16.5446 0.2869

K = 120 20.9336 20.8837 0.2386

K = 125 25.5358 25.5008 0.1371

K = 130 30.3040 30.2700 0.1121

K = 135 35.1719 35.1424 0.0838

K = 140 40.0975 40.0770 0.0511

TABLE 3.3: Comparison between pricing a Call via closed form (ap-
proximation) formulas and quantization in the SABR model of Hagan
et al. (2002). When the strike is lower or equal than 100 we are pricing
a Call option, when it is greater than 100 we are pricing a Put option.
The inverse of the Hessian matrix, which is tridiagonal and symmet-
ric, is calculated using the LU-decomposition. Computational time
for the quantization of the volatility process: 0.0796 seconds. Compu-

tational time for the price process: 12.1071 seconds.

The benchmark price is given by a Monte Carlo procedure with 106 paths, due to
the fact that, up to our knowledge, no closed form formulas are available for pricing
vanillas in this setting. The quantization grids are obtained with a Newton-Raphson
procedure both for the volatility and the price processes.
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Strike 6 months 8 months 1 year 2 years 3 years 5 years

K = 80 0.1442 0.2010 0.3120 0.6003 0.9684 1.4529

K = 85 0.2365 0.3124 0.4252 0.7643 1.0255 1.5444

K = 90 0.4489 0.4702 0.5766 0.8719 1.0788 1.6065

K = 95 0.7356 0.6999 0.7859 1.0474 1.2036 1.6463

K = 100 1.0909 1.1682 1.1946 1.1475 1.5285 1.6887

K = 105 0.5121 0.6236 0.6768 0.8248 0.8341 1.0884

K = 110 0.2909 0.3296 0.4098 0.4961 0.5877 0.8479

K = 115 0.2128 0.2330 0.2869 0.4475 0.5004 0.7162

K = 120 0.1134 0.1472 0.2386 0.3428 0.4650 0.6570

TABLE 3.4: Relative error in percentage between pricing a Call via
closed form (approximation) formulas and quantization in the SABR
model of Hagan et al. (2002) for T = 1/2, 2/3, 1, 2, 3, 5 years. When
the strike is smaller than 100 we consider Calls, while when it is

greater than 100 we take Puts.

Table 3.5 shows the comparison between the quantization prices and the Monte
Carlo ones for the α-hypergeometric model of Da Fonseca and Martini (2016). Here
the computational time required for the quantization of the underlying process is
lower than in the previous models, but it still remains quite high (about 7 seconds).
On the other hand, a Monte Carlo simulation with 105 paths takes about 10 seconds
and gives prices which are much less accurate (see column “MC price” in Table 3.5).
In Table 3.6 we provide relative errors in percentage for longer maturities up to 5
years.

3.3.4 Pricing of an Exotic: Volatility Corridor Swap

Here we consider the pricing of a Volatility Corridor Swap, that is a non vanilla
contract belonging to the class of equity-volatility derivatives. A Corridor Variance
Swap is a generalisation of a standard variance swap in that the volatility is accu-
mulated only when the underlying stock is within a pre-specified interval [L, H], see
Carr and Lewis (2004). For the affine models a Fourier approach has been developed
for these products (see e.g. Da Fonseca et al. (2015) and references therein). In this
subsection we focus on the SABR and the α- hypergeometric models for which such
Fourier approach cannot be applied and we show that the quantization method we
propose is very efficient when compared with the Monte Carlo benchmark.

Consider the formula giving the price at time 0 of a Volatility Corridor Swap (wlog



3.3. Numerical Illustration 37

Strike Bench. price Quant. price MC price Rel. error (%)

K = 60 44.1617 44.4653 [42.7957, 45.5276] 0.6876

K = 65 40.2496 40.5186 [38.9443, 41.5548] 0.6684

K = 70 36.5165 36.7643 [35.2690, 37.7640] 0.6788

K = 75 32.9795 33.2305 [31.7867, 34.1723] 0.7611

K = 80 29.6571 29.8535 [28.5158, 30.7984] 0.6623

K = 85 26.5673 26.7371 [25.4743, 27.6603] 0.6391

K = 90 23.7232 23.8925 [22.6753, 24.7711] 0.7134

K = 95 21.1375 21.2545 [20.1315, 22.1435] 0.5537

K = 100 18.8159 18.8704 [17.8488, 19.7831] 0.2896

K = 105 21.8264 21.7331 [21.1575, 22.4954] 0.4276

K = 110 25.0123 24.8636 [24.2792, 25.7453] 0.5944

K = 115 28.4277 28.2293 [27.6277, 29.2277] 0.6980

K = 120 32.0491 31.8511 [31.1796, 32.9187] 0.6180

K = 125 35.8509 35.5602 [34.9094, 36.7924] 0.8109

K = 130 39.8070 39.5573 [38.7913, 40.8227] 0.6272

K = 135 43.8971 43.5695 [42.8051, 44.9891] 0.7462

K = 140 48.1015 47.8111 [46.9314, 49.2716] 0.6037

TABLE 3.5: Comparison between pricing a Call via closed form for-
mulas and quantization in the α-hypergeometric model of Da Fonseca
and Martini (2016). When the strike is lower or equal than 100 we are
pricing a Call option, when it is greater than 100 we are pricing a
Put option. The inverse of the Hessian matrix, which is tridiagonal
and symmetric, is calculated using the LU-decomposition. Compu-
tational time for the quantization of the volatility process: 0.1109 sec-

onds. Computational time for the price process: 6.8141 seconds.

we do not consider the presence of the strike price due to the linearity of the con-
tract):

S(L, H, T) := E

[
1
T

∫ T

0
Vu11{L<Su<H}du

]
,
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Strike 6 months 8 months 1 year 2 years 3 years 5 years

K = 80 0.1727 0.3272 0.6128 0.6376 1.3259 0.8820

K = 85 0.1991 0.2761 0.5919 3.3031 0.9801 1.1970

K = 90 0.2367 0.2067 0.6676 0.6973 0.6082 0.9134

K = 95 0.4040 0.1172 0.5123 0.5973 1.2570 0.7741

K = 100 0.8696 0.0282 0.2568 0.6090 0.6490 0.7868

K = 105 0.9646 1.1712 0.2504 0.7204 1.0005 0.7519

K = 110 0.7996 1.1538 0.4478 1.7931 0.9324 0.7088

K = 115 0.7227 1.1119 0.5725 1.5081 0.8718 0.8042

K = 120 0.6479 0.9285 0.5040 1.0315 0.4906 0.8892

TABLE 3.6: Relative error in percentage between pricing a Call
via closed form formulas and quantization in the α-hypergeometric
model of Da Fonseca and Martini (2016) for T = 1/2, 2/3, 1, 2, 3, 5
years. When the strike is smaller than 100 we consider Calls, while

when it is greater than 100 we take Puts.

that can be rewritten as

1
T

M−1

∑
i=0

E

∫ ti+1

ti

Vu11{L<Su<H}du,

so that the expected value can be approximated using the quantization method, i.e.:

1
T

M−1

∑
i=0

E

∫ ti+1

ti

Vu11{L<Su<H}du
∼
=

1
T

M−1

∑
i=0

E

∫ ti+1

ti

V̂u11{L<Ŝu<H}du

=
1
T

M−1

∑
i=0

∫ ti+1

ti

E
(

V̂u11{L<Ŝu<H}
)

du.

Hence we can approximate S(L, H, T) by means of Ŝ(L, H, T):

Ŝ(L, H, T) =
1
T

M−1

∑
i=0

∫ ti+1

ti

∑
j,`

v̂j11{L<ŝ`<H}P(Ŝu = ŝ`, V̂u = v̂j) du

=
∆

T

M−1

∑
i=0

NV
i

∑
j=1

NS
i

∑
`=1

v̂
NV

i
j 11

{L<ŝ
NS

i
`

<H}
P(Ŝti

= ŝ
NS

i

`
, V̂ti

= v̂
NV

i
j )

=
1
M

M−1

∑
i=0

NV
i

∑
j=1

NS
i

∑
`=1

v̂
NV

i
j 11

{L<ŝ
NS

i
`

<H}
P(Ŝti

= ŝ
NS

i

`
, V̂ti

= v̂
NV

i
j ).
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We use the same grids used in the pricing of vanillas, so that the pricing is immedi-
ate.

Corridor Bench price Q price MC price Rel error (%)

L = 80, H = 120 0.2487 0.2484 [0.2397, 0.2576] 0.0973

L = 85, H = 115 0.2447 0.2451 [0.2344, 0.2549] 0.1673

L = 90, H = 110 0.2278 0.2297 [0.2131, 0.2430] 0.8551

TABLE 3.7: Pricing of a Volatility Corridor Swap in the SABR model
for different values of the corridor. We fixed α = 0.25, β = 0.75, ρ =

−0.75.

Parameter Bench price Q price MC price Rel error (%)

β = 0.5 0.2498 0.2492 [0.2413, 0.2588] 0.2296

β = 0.7 0.2498 0.2491 [0.2408, 0.2583] 0.2738

β = 0.9 0.2282 0.2301 [0.2139, 0.2437] 0.8554

TABLE 3.8: Pricing of a Volatility Corridor Swap in the SABR model
for different values of the parameter β. We fixed α = 0.25, ρ =

−0.75, L = 80, H = 120.

Parameter Bench price Q price MC price Rel error (%)

α = 0.1 0.2494 0.2496 [0.2453, 0.2535] 0.0751

α = 0.3 0.2482 0.2476 [0.2377, 0.2590] 0.2138

α = 0.5 0.2462 0.2440 [0.2290, 0.2635] 0.8969

TABLE 3.9: Pricing of a Volatility Corridor Swap in the SABR model
for different values of the parameter α. We fixed β = 0.75, ρ =

−0.75, L = 80, H = 120.

In Tables 3.7-3.10 we display the price of the Volatility Corridor Swap for different
values of the parameters within the SABR model. We notice that pricing is fast and
accurate. What is more, once the SABR model has been quantized, pricing of vanillas
or Volatility Corridor Swaps is almost immediate, while a Monte Carlo simulation
still needs a computational cost (about 25 seconds with 1.5 × 105 paths for a Volatil-
ity Corridor Swap in order to reach a similar precision of the recursive marginal
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Parameter Bench price Q price MC price Rel error (%)

ρ = −0.4 0.2490 0.2486 [0.2401, 0.2581] 0.1522

ρ = −0.6 0.2490 0.2486 [0.2399, 0.2579] 0.1552

ρ = −0.8 0.2487 0.2484 [0.2396, 0.2574] 0.0861

TABLE 3.10: Pricing of a Volatility Corridor Swap in the SABR model
for different values of the parameter ρ. We fixed α = 0.25, β =

0.75, L = 80, H = 120.
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FIGURE 3.3: Price of a Volatility Corridor Swap in the SABR model as
a function of parameters α, β.

quantization approach). Here the benchmark price is computed via a Monte Carlo
simulation with 106 paths.
In Tables 3.11-3.12 we repeat the same experiments for the α-hypergeometric model.
The benchmark price is still computed via a Monte Carlo simulation with 106 paths.
Also in this case the pricing is fast and accurate. Moreover, once the model has
been quantized, pricing of vanillas or Volatility Corridor Swaps is almost immedi-
ate, while a Monte Carlo simulation requires a higher computational cost (about 13
seconds with ×105 paths for a Volatility Corridor Swap).
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Parameter Bench price Q price MC price Rel error (%)

α = 1 0.2344 0.2342 [0.2131, 0.2557] 0.0773

α = 1.5 0.2396 0.2396 [0.2176, 0.2617] 0.0012

α = 2 0.2427 0.2442 [0.2203, 0.2651] 0.6362

TABLE 3.11: Pricing of a Volatility Corridor Swap in the α-
Hypergeometric model for different values of the parameter α. We

fixed a = 1, b = 1, σ = 1, ρ = −0.2, L = 80, H = 120.

Parameter Bench price Q price MC price Rel error (%)

ρ = −0.4 0.2343 0.2348 [0.2135, 0.2550] 0.2415

ρ = −0.6 0.2349 0.2372 [0.2150, 0.2548] 0.9588

ρ = −0.8 0.2361 0.2384 [0.2173, 0.2549] 0.9623

TABLE 3.12: Pricing of a Volatility Corridor Swap in the α-
Hypergeometric model for different values of the parameter ρ. We

fixed a = 1, b = 1, σ = 1, α = 1, L = 80, H = 120.

3.4 Conclusion

In this chapter we have presented the first recursive quantization based approach
for pricing in the presence of stochastic volatility. Our framework is flexible enough
to include most popular volatility models and it applies to affine as well as to non
affine models. Pricing of vanilla options is accurate and, thanks to the knowledge
of the transition density for the underlying, it is possible to price efficiently also non
vanilla options. We tested our procedure on three different stochastic volatility set-
tings with an increasing difficulty in terms of analytical tractability. Moreover, as an
application to non vanilla options, we considered the pricing of a Corridor Volatil-
ity Swap under the SABR and the α-hypergeometric (non affine) models, where we
showed that pricing is fast and accurate when compared with the Monte Carlo one.
Recursive marginal quantization can be applied also to the pricing of other path
dependent derivatives, for which some attempts have already been considered in
the literature from an optimal quantization perspective (see e.g. Pagès and Wilbertz
(2012) and Bally et al. (2005) for American options, and Sagna (2012) for barrier op-
tions). Although existing results on marginal quantization are still preliminary, we
believe they are promising enough to motivate further research in the field. In par-
ticular, we are confident to be able to improve the numerical performance achieved
with classic techniques like in Longstaff and Schwartz (2001) for American options
and Lipton and McGhee (2002) for Barrier options. Another room for improvement
relies in the possibility to allow for more sophisticated discretisation schemes, like
e.g. Milstein, which are currently under investigation.
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Let us also mention that hybrid models, such as stochastic local volatility (SLV) mod-
els, are becoming popular in practice, since they allow to improve pricing accuracy
for exotic options, including volatility options, while matching the whole implied
volatility surface. For a comprehensive study on the application of hybrid SLV mod-
els to option pricing we refer e.g. to the PhD thesis Tian (2013). In general a hybrid
SLV model is specified in the form





dSt = µ1(St, t)dt + L(St, t)σ1(St, Vt, t)dW1
t

dVt = µ2(Vt, t)dt + σ2(Vt, Vt, t)dW2
t ,

with dW1
t dW2

t = ρdt and where L is known as “leverage function”, which has to be
carefully determined by market information. We immediately see that our Lemma
3.2 and all the subsequent technical results in Section 3, needed to perform the quan-
tization algorithm, still hold true, obviously as soon as the leverage function has
been specified. Hence, our numerical procedure can be safely applied also to hybrid
SLV models.
Finally, from a calibration perspective, we expect to gain in robustness, as in the case
of local volatility models investigated in Callegaro et al. (2015) (Chapter 2), where
they showed that marginal quantization performs very well and does not suffer the
typical problems related to the choice of the starting point for the calibration.

3.5 Gradient and Hessian for the Quantization of Ṽtk+1.

The gradient and Hessian of the distortion function D̂k+1 in Equation (3.10) are:
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and with Φ0,1 denoting the cumulative distribution function of a standard Gaussian
random variable.
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Focusing on the Hessian tri-diagonal matrix, the diagonal terms are:
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The sub-diagonal elements are:
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(3.22)
while the super-diagonal terms are given by

∂2D̂k+1

∂v̂
NV

k+1
j ∂v̂

NV
k+1

j+1

(v̂NV
k+1) = −1

2

NV
k

∑
i=1

{
φ0,1
(
v̂k+1,j+(v̂

NV
k

i )
)( v̂

NV
k+1

j+1 − v̂
NV

k+1
j

σk(v̂
NV

k
i )

)}
P(Ṽtk
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3.6 Proof of Lemma 3.2.3

Proof. First of all, by using Bayes formula, Fubini Theorem and Lemma 3.2.2 we
have:

P(S̃tk+1 ≤ x) =
∫ x

−∞
P(S̃tk+1 ∈ dsk+1)

=
∫ x

−∞

∫

R3
P(S̃tk+1 ∈ dsk+1|(S̃tk
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∈ dvk) Φm̄k(sk ,vk+1,vk),σ̄k(sk ,vk)(x),

(3.24)

where as usual the Gaussian density φ and cumulative Gaussian distribution func-
tion Φ are defined resp. as follows:

φm̄k(sk ,vk+1,vk),σ̄k(sk ,vk)(x) =
1

σ̄k(sk, vk)
√

2π
exp

[
−1

2

(
x − m̄k(sk, vk+1, vk)

σ̄k(sk, vk)

)2
]

,

Φm̄k(sk ,vk+1,vk),σ̄k(sk ,vk)(x) =
∫ x

−∞
φm̄k(sk ,vk+1,vk),σ̄k(sk ,vk)(sk+1)dsk+1.
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We now focus on P(S̃tk
∈ dsk, Ṽtk+1 ∈ dvk+1, Ṽtk

∈ dvk) that can be rewritten as
follows:
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(b)

, (3.25)

The term (b) in (3.25) can be easily computed via the recursive algorithm, so let us
focus on the term (a).

As it can be seen from equations (3.7) and (3.4), conditionally on {S̃tk−1 = sk−1, Ṽtk
=

vk, Ṽtk−1 = vk−1}, Stk
and Vtk+1 are independent (non centered) Gaussian, since B and

B⊥ are. Then we have that
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(c)

,

where the last equality follows from the Markov property of Ṽ. We now focus on
(c). Notice that Ṽtk+1 given Ṽtk

is an affine transformation of the standard Gaussian
random variable Zk (recall equation ((3.4))), hence it is independent of all the random
variables Z` and Z⊥

`
, for ` = 0, . . . , k − 1. In particular, this means that, given Ṽtk

,
Ṽtk+1 is independent of S̃tk−1 . Using this independence and the Bayes rule we have:
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= vk

)

=
P
(
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So, from Equation (2.2) and Lemma 3.2.2 it turns out that

(a) = φm̄k(sk−1,vk ,vk−1),σ̄k(sk−1,vk−1)(sk)dsk · φmk(vk),σk(vk)(vk+1)dvk+1. (3.26)

Therefore we have an iterative method to compute the distribution of the triplet:
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Now, from (3.24) we have
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so that, using (3.27) and differentiating, we get
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∈ dsk, Ṽtk+1 ∈ dvk+1, Ṽtk
∈ dvk)φm̄k(sk ,vk+1,vk),σ̄k(sk ,vk)(sk+1)dsk+1

(3.28)
and the proof is completed.

3.7 Gradient and Hessian for the Quantization of S̃tk+1

The gradient and the Hessian of the distortion function D̂k+1 in Equation (3.13) are
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∈ dsk, Ṽtk+1 ∈ dvk+1, Ṽtk
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so we get that
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Similarly we can write the components of the (tri-diagonal and symmetric) Hessian
matrix:
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3.8 Towards the Newton Algorithm to Quantize S̃tk+1

In this Appendix, we compute the gradient and the Hessian matrix for the discrete
version of the distortion function, to be used in the Newton-Raphson procedure to
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NS
k

a , v̂
NV

k+1
b , v̂

NV
k

c )
)
− φ0,1

(
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The components of the tridiagonal discrete distortion Hessian are
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a , v̂
NV

k+1
b , v̂

NV
k

c )
)
− Φ0,1

(
ŝk+1,j−(ŝ

NS
k

a , v̂
NV

k+1
b , v̂

NV
k

c )
))

− 1

4σ̄k(ŝ
NS

k
a , v̂

NV
k

c )
φ0,1
(
ŝk+1,j+(ŝ

NS
k

a , v̂
NV

k+1
b , v̂

NV
k

c )
)(

s
NS

k+1
j+1 − s

NS
k+1

j

)

− 1

4σ̄k(ŝ
NS

k
a , v̂

NV
k

c )
φ0,1
(
ŝk+1,j−(ŝ

NS
k

a , v̂
NV

k+1
b , v̂

NV
k

c )
)(

s
NS

k+1
j − s

NS
k+1

j−1

)}

· P(S̃tk
∈ Ca(ŝ

NS
k ), Ṽtk+1 ∈ Cb(v̂

NV
k+1), Ṽtk

∈ Cc(v̂
NV

k ));

∂2D̂k+1

∂ŝ
NS

k+1
j ∂ŝ

NS
k+1

j−1

(ŝNS
k+1) = −1

2

NS
k

∑
a=1

NV
k+1

∑
b=1

NV
k

∑
c=1

{
φ0,1
(
ŝk+1,j−(ŝ

NS
k
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NV

k+1
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NV
k
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)( ŝ

NV
k+1

j −ŝ
NV
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σ̄k(ŝ
NS
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NV
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c )

)}

·P(S̃tk
∈ Ca(ŝ

NS
k ), Ṽtk+1 ∈ Cb(v̂

NV
k+1), Ṽtk

∈ Cc(v̂
NV

k ));

∂2D̂k+1

∂ŝ
NS

k+1
j ∂ŝ

NS
k+1

j+1

(ŝNS
k+1) = −1

2

NS
k

∑
a=1

NV
k+1

∑
b=1

NV
k

∑
c=1

{
φ0,1
(
ŝk+1,j+(ŝ

NS
k

a , v̂
NV

k+1
b , v̂

NV
k

c )
)( ŝ

NV
k+1

j+1 −ŝ
NV

k+1
j

σ̄k(ŝ
NS

k
a ,v̂

NV
k

c )

)}

·P(S̃tk
∈ Ca(ŝ

NS
k ), Ṽtk+1 ∈ Cb(v̂

NV
k+1), Ṽtk

∈ Cc(v̂
NV

k )).

3.9 Proof of Proposition 3.2.4

Proof. We can decompose the initial joint distribution in this way:

P(S̃tk
∈ Ca(ŝ

NS
k ), Ṽtk+1 ∈ Cb(v̂

NV
k+1), Ṽtk

∈ Cc(v̂
NV

k )) =

NS
k−1

∑
d=1

NV
k−1

∑
e=1

P(S̃tk
∈ Ca(ŝ

NS
k ), Ṽtk+1 ∈ Cb(v̂

NV
k+1), Ṽtk

∈ Cc(v̂
NV

k ), S̃tk−1 ∈ Cd(ŝ
NS

k−1), Ṽtk−1 ∈ Ce(v̂
NV

k−1)),

where we can rewrite the generic element of the summation as a function of the
extremes of the Voronoi regions Ca(ŝ

NS
k ) and Cb(v̂

NV
k+1) as follows:
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P(S̃tk
∈ Ca(ŝ

NS
k ), Ṽtk+1 ∈ Cb(v̂

NV
k+1), Ṽtk

∈ Cc(v̂
NV

k ), S̃tk−1 ∈ Cd(ŝ
NS

k−1), Ṽtk−1 ∈ Ce(v̂
NV

k−1))

= P(S̃tk
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k
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a+1/2, Ṽtk+1 ≤ v
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∈ Cc(v̂
NV

k ), S̃tk−1 ∈ Cd(ŝ
NS

k−1), Ṽtk−1 ∈ Ce(v̂
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+P(S̃tk
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NS
k

a−1/2, Ṽtk+1 ≤ v
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k+1
b−1/2, Ṽtk

∈ Cc(v̂
NV

k ), S̃tk−1 ∈ Cd(ŝ
NS

k−1), Ṽtk−1 ∈ Ce(v̂
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k−1)),

with

s
NS

k
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s

NS
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a + s
NS

k
a+1

2
; s

NS
k
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s

NS
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2
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v
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v
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Nk+1
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2
; v

NV
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b

2
.

We now approximate the following term

P(S̃tk
≤ sk, Ṽtk+1 ≤ vk+1, Ṽtk

∈ Cc(v̂
NV

k ), S̃tk−1 ∈ Cd(ŝ
NS

k−1), Ṽtk−1 ∈ Ce(v̂
NV

k−1)),

for general sk, vk+1 ∈ R.
Remember that, from (3.27),

P(S̃tk
≤ sk, Ṽtk+1 ≤ vk+1, Ṽtk

≤ vk) =
∫ sk

−∞

∫ vk+1

−∞

∫ vk

−∞

∫

R2
φm̄k(sk−1,vk ,vk−1),σ̄k(sk−1,vk−1)(sk)dskφmk(vk),σk(vk)(vk+1)dvk+1

·P(S̃tk−1 ∈ dsk−1, Ṽtk
∈ dvk, Ṽtk−1 ∈ dvk−1),

so that we have

P(S̃tk
≤ sk, Ṽtk+1 ≤ vk+1, Ṽtk

∈ Cc(v̂
NV

k ), S̃tk−1 ∈ Cd(ŝ
NS

k−1), Ṽtk−1 ∈ Ce(v̂
NV

k−1))

=
∫ sk

−∞

∫ vk+1

−∞

∫

Cc(v̂
Nk )

∫

Cd(ŝ
NS

k−1 )

∫

Ce(v̂
NV

k−1 )
φm̄k(sk−1,vk ,vk−1),σ̄k(sk−1,vk−1)(sk)dskφmk(vk),σk(vk)(vk+1)dvk+1

·P(S̃tk−1 ∈ dsk−1, Ṽtk
∈ dvk, Ṽtk−1 ∈ dvk−1)
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=
∫

Cc(v̂
Nk )

∫

Cd(ŝ
NS
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∫

Ce(v̂
NV

k−1 )

( ∫ sk
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φmk(vk),σk(vk)(vk+1)dvk+1
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=
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Finally,

P(S̃tk
≤ sk, Ṽtk+1 ≤ vk+1, Ṽtk
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k ), Ṽtk−1 ∈ Ce(v̂

NV
k−1)).

Now we normalize the c.d.f.s of the Gaussian distributions, we sum up all the terms
and we get the result.
Let us now spend a couple of words about the first step of the algorithm, for k = 0,
concerning the computation of the probability P(S̃t0 ∈ Ca(ŝ

NS
0 ), Ṽt1 ∈ Cb(v̂

N1), Ṽt0 ∈
Cc(v̂

N0)).
Given that S̃t0 = St0 = s0 and that Ṽt0 = Vt0 = v0, it follows that

P(S̃t0 ∈ Ca(ŝ
NS

0 ), Ṽt1 ∈ Cb(v̂
N1), Ṽt0 ∈ Cc(v̂

N0)) = P(S̃t0 ∈ Ca(ŝ
NS

0 ))P(Ṽt1 ∈ Cb(v̂
N1), Ṽt0 ∈ Cc(v̂

N0)).

Using the conditional Gaussian distribution of the variance process in Equation (2.2),
we have

P(Ṽt1 ∈ Cb(v̂
N1), Ṽt0 ∈ Cc(v̂

N0)) =

[
Φ0,1

(
v̂1,b+(v̂

N0
c )

)
− Φ0,1

(
v̂1,b−(v̂

N0
c )

)]
P(Ṽt0 ∈ Cc(v̂

N0)),

where v̂1,b±(v̂
N0
c ) are defined in (3.12).

3.10 Proof of Proposition 3.2.7

Proof. We have
||Xtk

− X̂tk
||2 ≤ ||Xtk

− X̃tk
||2 + ||X̃tk

− X̂tk
||2

where we recall that X̃tk
denotes the Euler scheme at time tk relative to the pair

(S, V) in equations (3.7) and (3.4). Thus, the recursive marginal quantization error
is two-sided, being the sum of the error due to the Euler scheme and the one due
to the vector quantization of X̃tk

via X̂tk
. For what concerns the former, under our

hypotheses we have

E

(
sup

k∈{0,...,M}
|Xtk

− X̃tk
|2
)

≤ CT

M
,
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where CT only depends on T. Hence, for every k ∈ {1, . . . , M}:

||Xtk
− X̃tk

||2 ≤
√

CT

M
.

On the other hand, the error coming from the quantization of X̃tk
, can be controlled

thanks to Theorem 3.1 in Pagès and Sagna (2015). Indeed, applying their result in
our two-dimensional setting we find:

||X̃tk
− X̂tk

||2 ≤ K2,2,η

k

∑
`=1

a`(b, Σ, tk, ∆, y0, L, 2 + η)
1√
NV

k

and the proof is complete.
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Chapter 4

Stochastic volatility models: an
alternative approach

This is a joint work with Giorgia Callegaro and Martino Grasselli. The content of
this chapter has been submitted as a paper, see Callegaro et al. (2017a) in the bib-
liography. This work has been awarded in the 8th General AMaMeF conference
(Amsterdam, June 19-23, 2017) for “Outstanding poster presentation”.

We apply the recursive marginal quantization methodology to the pricing of vanillas
and American style options, extending the results of Callegaro et al. (2015) (Chapter
2) to stochastic volatility models. The methodology is fast and accurate to the point
that calibration can be efficiently performed. As a motivating example, we calibrate
the Heston model on a book on Google stock that includes American style options.

4.1 Introduction

This chapter constitutes the sequel of Callegaro et al. (2015) (Chapter 2). In that
chapter we calibrated a local volatility model using a quantization approach that
had been introduced by Pagès and Sagna (2015). This technique has been further
developed to be applied to pricing in financial markets in Callegaro et al. (2016)
(Chapter 3), Fiorin et al. (2015) (Chapter 5) and McWalter et al. (2017). Here we ex-
tend the methodology to stochastic volatility models, in order to price vanillas and
American style options. The challenge in our framework is represented by the pres-
ence of the volatility process, which increases the dimension of the problem. Starting
from the Euler scheme of the stochastic volatility model, we propose a fast and ac-
curate discretization of the asset price that improves the ones proposed in Callegaro
et al. (2016) (Chapter 3) and Fiorin et al. (2015) (Chapter 5), see Remark 4.2.1 below.
We first focus on the pricing of vanillas and we show that pricing can be efficiently
performed. Then, we exploit the idea in Bally et al. (2005), where it is shown that
pricing of American options can also be performed through a backward procedure,
like in a multinomial lattice. As a result, we provide the first calibration example
of the Heston (1993) model using a book of real data that includes American style
options. Of course, for this affine model one could also calibrate on vanillas using
the Fourier methodology of Carr and Madan (1999). What is more, we emphasize
that our methodology is very flexible insofar it applies to any stochastic volatility
model (well beyond the family of affine models), including the SABR model and
many others.
The chapter is organized as follows: Section 4.2 extends the marginal quantization
method to the class of stochastic volatility models and illustrates the idea of the al-
gorithm. Further details can be found in Callegaro et al. (2016) (Chapter 3) with a
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slightly different method. Section 4.3 illustrates our numerical results on the Hes-
ton (1993) model, with particular emphasis on the calibration exercise on real data
including American style options. Section 4.4 concludes.

4.2 Recursive quantization of stochastic volatility models

Let us consider a continuous time Markov process Y = (S, V) corresponding to the
pair (price, volatility), whose evolution is specified by




dSt

dVt


 =




µS(t, St, Vt)

µV(t, Vt)


 dt +




ΣSS(t, St, Vt) ΣSV(t, St, Vt)

ΣVS(t, Vt) ΣVV(t, Vt)


 dWt,




S0 = s0

V0 = v0


 ,

(4.1)
where W is a 2 dimensional Brownian motion and µS, µV , ΣSS, ΣSV , ΣVS, ΣVV are
such that the SDE (4.1) is well defined. In this section we only introduce our novel
methodology, so that we do not focus on the technical conditions which would en-
sure existence of a strong solution to the very general SDE (4.1). Nevertheless, in the
following Section 6.3 we will provide more details on existence of a strong solution
in the case of the model in use, ie, in Heston model.
Fix a time horizon T and a time grid with constant step size ∆ and length M, ie
tk =

k
M T for k = 0, . . . , M, so that the Euler scheme for the pair (S, V) reads




S̃k+1

Ṽk+1


 =




S̃k

Ṽk


+




µS(tk, S̃k, Ṽk)

µV(tk, Ṽk)


∆+




ΣSS(tk, S̃k, Ṽk) ΣSV(tk, S̃k, Ṽk)

ΣVS(tk, Ṽk) ΣVV(tk, Ṽk)




√
∆ W̃k,

(4.2)
with initial condition 


S̃0 = s0

Ṽ0 = v0


 ,

where W̃k :=
Wtk+1−Wtk√

∆
is a bivariate standard Gaussian random variable having

mean (0, 0) and variance the identity matrix 2 × 2. Similarly to the one dimensional
case (see Callegaro et al. (2015) (Chapter 2)), we have that







S̃k+1

Ṽk+1




∣∣∣∣∣




S̃k

Ṽk


 =




s

v







Law
= N (µ(tk, s, v), Σ(tk, s, v)) , (4.3)

where

µ(tk, s, v) =




s + µS(tk, s, v)∆

v + µV(tk, v)∆


 ,
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and

Σ(tk, s, v) = ∆




(
Σ2

SS + Σ2
SV

)
(tk, s, v) (ΣSSΣVS + ΣSVΣVV) (tk, s, v)

(ΣSSΣVS + ΣSVΣVV) (tk, s, v)
(
Σ2

VV + Σ2
VS

)
(tk, v)


 .

As the dynamics of the volatility factor can be written independently of the price
process, one can use Callegaro et al. (2015) (Chapter 2) in order to quantize the
volatility. The difficult point is the construction of the distortion function relative
to S̃k+1, that we denote by Dk+1, which depends also on the volatility process V. Let
us fix a grid xk+1 = {xk+1

1 , . . . , xk+1
N }. The distortion function for S̃k+1 reads

Dk+1

(
xk+1

)
=

N

∑
i=1

∫

Ci(xk+1)

(
sk+1 − xk+1

i

)2
P
(

S̃k+1 ∈ dsk+1

)
. (4.4)

Having quantized the pair
(

S̃`, Ṽ`

)
, ` = 0, . . . , k, we can write the distribution of

S̃k+1, using (4.3). This gives the recursive formula to compute the quantizers

P
(

S̃k+1 ∈ dsk+1

)
= dsk+1

∫

R

∫

R
φ

µS(tk ,sk ,vk),(Σ2
SS+Σ2

SV)
1
2 (tk ,sk ,vk)

(sk+1) P(S̃k ∈ dsk, Ṽk ∈ dvk),

(4.5)
where φ is the density function of a scalar Normal distribution with mean µS(tk, sk, vk)
and variance

(
Σ2

SS + Σ2
SV

)
(tk, sk, vk). It is then possible to compute the gradient and

the Hessian matrix of the distortion Dk+1, in order to find (numerically) its min-

ima. Note that, once we have quantized
(

S̃`, Ṽ`

)
, ` = 0, . . . , k, the integrals in (4.5)

become a finite sum, thus leading to extremely fast computations. In the sequel,
we will apply this methodology to the celebrated Heston (1993) stochastic volatility
model.

Remark 4.2.1. Note that this result is different from the one in Callegaro et al. (2016)
(Chapter 3), where we considered the Euler scheme separately for S and V. Indeed,
using here the Euler scheme for the pair (Price, Volatility), it is possible to write the
density of the price process more accurately, by taking into account properly the
correlation between the price and the volatility. This allows us to price efficiently
vanillas and American style options and then to calibrate the model.

Remark 4.2.2. Our technique can be applied to any stochastic volatility model for
which an Euler discretization scheme is available, as also shown in Callegaro et al.
(2016) (Chapter 3). Moreover, since recursive marginal quantization has been ap-
plied on top of a Milstein discretization scheme in McWalter et al. (2017) to discretize
a geometric Brownian motion and a constant elasticity of variance process, we deem
that an interesting research direction could be the extension of our methodology us-
ing a higher order discretization scheme.



54 Chapter 4. Stochastic volatility models: an alternative approach

4.3 Numerical results for the Heston model

4.3.1 Pricing of vanillas

The Heston (1993) model assumes the following risk-neutral dynamics for the pair
(S, V)

dSt

St
= rdt +

√
Vt

(
ρ dW1

t +
√

1 − ρ2dW2
t

)

dVt = κ(θ − Vt)dt + ξ
√

VtdW1
t ,

where W1 and W2 are two independent standard Brownian motions and where r is
the risk free interest rate, θ is the long run average price variance, κ is the rate at
which the variance V reverts to θ, ρ is the correlation between the asset and the in-
stantaneous variance and ξ is the vol of vol parameter, which determines the volatil-
ity of the variance process. We assume that r, κ, θ and ξ are strictly positive. In
this case, the above system of SDEs admits a strong solution (see eg (Andersen and
Piterbarg, 2007a, Section 2)). The components of the Euler scheme here read

µ(tk, s, v) =




s + rs∆

v + κ (θ − v)∆


 , Σ(tk, s, v) = ∆




s2v ρξsv

ρξsv ξ2v


 .

We first compare the pricing of European calls obtained with our quantization meth-
ods with the ones provided by the Fourier based methodology as in Carr and Madan
(1999), that we take as our benchmark. In Table 4.1 we display the prices together
with the errors (relative error and absolute difference of implied volatilities) for Eu-
ropean call options with maturity T = 1 year. The strike K is in percentage of the
initial price S0 = 100. “Q” stands for quantization, where we considered N = 20
points for the underlying, N = 10 points for the volatility process and M = 12 time
steps. This choice for N, M represents a good compromise between precision and
computational time.
Results were obtained with MATLAB, on a laptop with a 2.7 GHz CPU and 8 Gb
of memory. The computational time to get all the prices is less than two seconds.
The results in Table 4.1 show the efficiency of our methodology, which is fast and
accurate.

4.3.2 Pricing of American options

Many numerical methods computing prices of such options in the Heston model
have been developed. They typically approximate the solution to the partial differ-
ential equation under early exercise constraints by ad hoc finite difference discretiza-
tion grids (see eg Ikonen and Toivanen (2008)) or by exploiting recombining two di-
mensional lattices (see eg Beliaeva and Nawalkha (2010) or Vellekoop and Nieuwen-
huis (2009)) or by means of Fourier based methods, such as the Wiener-Hopf factor-
ization (see eg Boyarchenko and Levendorskiy (2013)) or the Cosine method (see eg
Fang and Oosterlee (2011)).
An interesting feature of our quantization approach is that from the Euler-Maruyama
discretization scheme one can directly deduce some information on the transition
probability of the asset price, so that the pricing of American options can be per-
formed through a backward procedure on a multinomial lattice, as illustrated in



4.3. Numerical results for the Heston model 55

Bench. price Q price Rel error (%) IV difference (×10−3)

K = 80 24.91 24.99 0.32 3.87

K = 85 20.75 20.81 0.29 2.38

K = 90 16.75 16.79 0.24 1.33

K = 95 12.96 13.00 0.31 1.16

K = 100 9.43 9.45 0.21 0.92

K = 105 6.24 6.25 0.16 0.75

K = 110 3.50 3.52 0.57 0.72

K = 115 1.45 1.46 0.69 0.84

K = 120 0.40 0.40 0.75 0.89

TABLE 4.1: Results on the pricing of European call options via quan-
tization and via the FFT approach of Carr and Madan (1999). The
strike K is in percentage of the initial price S0 = 100. The maturity is
T = 1 year and r = 0.04. The parameters are those of the calibration
exercise in Table 4.3. “Q” stands for quantization, where we consid-
ered grids of 20 points for the underlying, 10 points for the volatility
process and 12 time steps. For the quantization, the computational

times is less than 2 seconds for the whole book.

Bally et al. (2005). Let us assume that the set of possible exercise times of an Ameri-
can put option of maturity T is finite, meaning that we are approximating the Amer-
ican option value with the price of a Bermudan option, where the exercise times are
tk =

kT
M , with k = 1, . . . , M. The parameters for the Heston model are the same as in

the case of European options of the previous subsection. We show in Table 4.2 the
comparison of the quantization price with a benchmark for the Heston model pro-
vided by the method of Vellekoop and Nieuwenhuis (2009) (for an implementation
see for example PREMIA at https://www.rocq.inria.fr/mathfi/Premia/). For the
benchmark price we consider 20 points for the discretization of V, 200 points for the
discretization of S and 12 time steps.
The quantization approach leads to accurate prices and takes 1.9676 seconds to com-
pute all the put prices. This opens the door to the possibility of calibrating a book
including both European and American options, as we are going to do in the next
subsection.

4.3.3 Calibration of American options to real data

In order to show the effectiveness of our pricing technique, we calibrate the Heston
model to a book of American option prices on the GOOG Google stock as of date
April, 26th 2017. The book includes 4 maturities (from 3 months to 14 months) with
12 strikes, ranging from 85% to 115% of the spot price, for a total of 96 options. Table
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Bench. price Q price Rel error (%)

K = 80 1.81 1.78 1.75

K = 85 2.48 2.50 0.69

K = 90 3.33 3.27 1.65

K = 95 4.42 4.47 1.13

K = 100 5.80 5.75 0.84

K = 105 7.61 7.62 0.10

K = 110 10.13 10.17 0.39

K = 115 14.79 14.87 0.53

K = 120 19.76 19.85 0.46

TABLE 4.2: Results on the pricing of American Put options via quan-
tization and the method of Vellekoop and Nieuwenhuis (2009).The
strike K is in percentage of the initial price S0 = 100. The maturity
is T = 1 year, r = 0.04. Q stands for quantization. The parameters
of the Heston model are those of the calibration exercise in Table 4.3.

The quantization grids are those used for the pricing in Table 4.1.

4.3 shows that the parameters calibrated with the quantization are in line with the
ones found by the FFT methodology of Carr and Madan (1999). Res Norm indicates
the average square error on implied volatilities (IV), defined as

Res Norm :=
1

#strikes #maturities

#strikes

∑
`=1

#maturities

∑
k=1

(
IVmarket

`,k − IVmodel
`,k

)2
.

Here the implied volatility for American options is defined in analogy with the Eu-
ropean case. The numerical results presented in this subsection show that our pro-
cedure is also robust from the calibration point of view.
Figure 4.1 displays the implied volatility squared errors for the calibration on Amer-
ican Call options (resp. left hand side) and Put options (resp. right hand side). Over-
all, the error is in line with the performance of the Heston (1993) model, namely with
a resnorm around 10−5.
Finally, Figure 4.2 shows the quantization grids for the asset price in the Heston
(1993) model for the parameters’ set found in the calibration.

4.4 Conclusion

In this chapter we introduced a new efficient methodology to price options in a
stochastic volatility environment through a quantization approach, which only as-
sumes that a (Euler-Maruyama or more sophisticated) discretization scheme for the
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Quantization

ρ −0.9250

κ 0.1269

ξ 0.4058

θ 0.1922

V0 0.0319

Res Norm 5.2255 × 10−5

TABLE 4.3: Heston (1993) model calibrated on a book of American
Call and Put options on the GOOG Google stock as of date April,
26th 2017. The book includes 4 maturities (from 3 months to 14
months) with 12 strikes, ranging from 85% to 115% of the spot price
S0 = 871.71, for both Call and Put options, for a total of 96 op-
tions. Res Norm indicates the average square error on implied volatil-
ities. In analogy with the calibration on vanilla options for the Heston
model, see eg Da Fonseca and Grasselli (2011), note that also here the
calibrated parameters do not satisfy the Feller’s condition 2κθ ≥ ξ2.
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FIGURE 4.1: Implied volatility squared errors for the calibration on a
book of American Call and Put options on the GOOG Google stock
as of date April, 26th 2017 using the quantization method. American

Call options on the left, American Put options on the right.

pair (price, volatility) is available. We have applied the methodology to the Heston
(1993) model, for which an efficient benchmark is represented by the Fourier ap-
proach. However, we emphasize that our approach is flexible enough to consider
also the pricing of American-style options, for which the Fourier technology is al-
most useless. As a motivating example, we have produced a calibration exercise on
real data of the Heston model using a book of options that includes American style
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0  1 m 2m 3 m 4m 5m 6m 7m 8 m 9 m

200

400

600

800

1000

1200

1400

1600

FIGURE 4.2: Quantization grids for the asset price in the Heston
(1993) model for the parameter set found in the calibration exercise
on the GOOG Google stock as of date April, 26th 2017, with N = 20

points at every time step and maturity 9 months.

contracts. This can be useful, for example, in view of reconstructing the volatility
of the index starting from the implied volatility of its constituents, for which only
American style options are typically available.
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Chapter 5

Stochastic volatility models: a
multidimensional approach

This is a joint work with Gilles Pagès and Abass Sagna. The content of this chapter
has been submitted as a paper, see Fiorin et al. (2015) in the bibliography.

We introduce a new methodology for the quantization of the Euler scheme for a
d-dimensional diffusion process. This method is based on a Markovian and com-
ponentwise product quantization and allows us, from a numerical point of view,
to speak of fast online quantization in a dimension greater than one since the product
quantization of the Euler scheme of the diffusion process and its companion weights
and transition probabilities may be computed quite instantaneously. We show that
the resulting quantization process is a Markov chain, then we compute the asso-
ciated weights and transition probabilities from (semi-) closed formulas. From the
analytical point of view, we show that the induced quantization errors at the k-th dis-
cretization step is a cumulative of the marginal quantization error up to that time.
Numerical experiments are performed for the pricing of a Basket call option in a
correlated Black Scholes framework, for the pricing of a European call option in a
Heston model and for the approximation of the solution of backward stochastic dif-
ferential equations in order to show the performances of the method.

5.1 Introduction

In Pagès and Sagna (2015) a Markovian (fast) quantization of an Rd-valued Euler
scheme of a diffusion process is proposed and analyzed. However, in practice, this
approach allows to speak of fast quantization only in dimension one since, as soon as
d ≥ 2, one has to use recursive stochastic zero search algorithm (known to be very
time consuming, compared to deterministic procedures like the Newton-Raphson
algorithm, see Pagès and Printems (2003)) to compute optimal quantizers, their as-
sociated weights and transition probabilities. In order to overcome this limitation,
we propose in this work another approach to quantize an Rd-valued Euler scheme
of a diffusion process. This method is based on a Markovian and componentwise
product quantization. It allows again to speak of fast quantization in high dimen-
sion since the product quantization of the Euler scheme of the diffusion process and
its transition probabilities can be computed almost instantaneously still using deter-
ministic recursive zero search algorithms.
The chapter is organized as follows: Section 5.2 is the main part of this chapter: we
present the algorithm and show the Markov property of the product quantization
of the Euler scheme of a diffusion process. Then, we show how to compute the
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weights and transition probabilities associated to the product quantizers and to its
components. We also show how to compute the optimal quantizers associated to
each component of the Euler scheme (keep in mind that this is the foundation of our
method). Finally, we provide in Theorem 5.2.4 some a priori error bounds for the
quantization error associated to the Markovian product quantization and show that,
at every step discretization step tk, this error is a cumulated (weighted) sum of the
regular quantization errors, up to time tk. In Section 5.3, we present some numerical
results for the pricing of a European call Basket option and a European call option
in the Heston model, as well for the approximation of BSDEs.

NOTATIONS. M(d, q, R), will denote the d × q matrices with real values. Given a
matrix A = [aij] ∈ M(d, q, R), we denote by A? the transpose , the norm of the
matrix is defined as ‖A‖ :=

√
Tr(AA?) = (∑i,j a2

ij)
1/2, where Tr(M) is the trace of

the matrix M, for a squared matrix M of size d × d. Given a generic function f :
Rd → M(d, q, R), we will denote the Lipschitz constant [ f ]Lip = supx 6=z

‖ f (x)− f (z)‖
|x−z| .

Then we also denote x ∨ z = max(x, z) for two real numbers x and z. If x ∈ Rd, |x|2

will stand for the Euclidean norm on Rd. For every vectors x, z, the notation (x|z)
denotes the dot product of the vectors x and z. For a given vector z ∈ Rq and a
matrix M ∈ M(d, q, R), zi denotes the component i of z, z(j:k) the vector made up
from the component j to the component k of the vector z and M(i,j:k) is the vector
made up from the component j to the component k of the i-th row of the matrix M
and Mij for the component (i, j) of the matrix M. The notation Mi• stands for the
i-th row of M. The function Φ0 will denote the cumulative distribution function of
the standard real valued Normal distribution and its derivative Φ′

0 will stand for its
density function.

5.2 Markovian product quantization of an Rd-valued Euler

process

Assume that (Xt)t≥0 is an Rd valued stochastic process and a solution to the follow-
ing SDE:

Xt = x0 +
∫ t

0
b(s, Xs)ds +

∫ t

0
σ(s, Xs)dWs, x0 ∈ Rd, (5.1)

where W is a Brownian motion of dimension q , and the functions b : [0, T]× Rd →
Rd and σ : [0, T] × Rd → M(d, q, R) satisfy the usual global Lipschitz continuity
and linear growth assumptions, i.e. for every t ∈ [0, T],

|b(t, x)− b(t, z)| ≤ [b]Lip|x − z| (5.2)

‖σ(t, x)− σ(t, z)‖ ≤ [σ]Lip|x − z| (5.3)

|b(t, x)| ≤ L(1 + |x|) and ‖σ(t, x)‖ ≤ L(1 + |x|) (5.4)

for some L > 0. This guarantees the existence and pathwise uniqueness of a strong
solution of (5.1), adapted to the (augmented) filtration of W. We also suppose that
the matrix σ is positive definite. Throughout the chapter we will suppose that Rd is
equipped with the canonical Euclidean norm.
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5.2.1 The algorithm and the Markov property of the quantized process

Recall that the Euler scheme associated to the stochastic process (Xt)t≥0 is defined
recursively in the following procedure:

Xtk+1 = Xtk
+ ∆b(tk, Xtk

) + σ(tk, Xtk
)(Wtk+1 − Wtk

), X0 ∈ Rd,

where ∆ = ∆n = T
n and tk = kT

n , for every k ∈ {0, · · · , n}. To simplify the notation,
we will often set Xk := Xtk

to denote the process X evaluated at time tk. We also set
bk(x) := b(tk, x) and σk(x) = σ(tk, x) for x ∈ Rd. Recall also that the Euler operator
associated to the conditional distribution of Xk+1 given Xk = x is defined by

Ek(x, z) := x + ∆b(tk, x) +
√

∆σ(tk, x)z, x∈ Rd, z∈ Rq

and that if Γk+1 is an Nk+1-quantizer for Xk+1, the distortion function Dk+1 associated
to Xk+1 can be written for k = 0, · · · , n − 1, as

Dk+1(Γk+1) = E
(
(dist(Xk+1, Γk+1)

2)

= E
[
dist(Ek(Xk, Zk+1), Γk+1)

2]

where Zk+1 ∼ N (0; Iq) is independent from Xk. The previous way to write the dis-
tortion function has been used in Pagès and Sagna (2015) to propose a fast recursive
(and Markovian) quantization of the Euler process (using the Newton-Raphson al-
gorithm for the numerical computation of the optimal grids) when d = 1.
Keep in mind that the conditional distribution of the discrete Euler process X is
Gaussian and that one of the properties of a Gaussian vector is that any sub-component
of the vector remains a Gaussian random vector. So, a natural alternative way to

quantize the vector Xk ∈ Rd is to quantize each component X
`

k by a grid Γ`
k of size

N`
k , for ` = 1, . . . , d, and then to define its product quantization X̂k associated with

the product quantizer Γk =
⊗d

`=1 Γ`
k of size Nk = N1

k× . . .×Nd
k , as X̂k = (X̂1

k , . . . , X̂d
k ).

The question now is how to quantize the X
i
k’s. On the other hand, since the com-

ponents of the vector Xk are not independent, it is also a challenging question to
know how to compute (from closed formula) the companions weights and transi-

tion probabilities associated with the quantizations of the X
i
k’s and the vector Xk. We

describe below the componentwise recursive Markovian quantization of the process
{Xk, k = 0, . . . , n}.

It is clear that for every ` = 1, . . . , d, and for every k = 0, . . . , n − 1, the transition

operator E `
k (x, z) associated with the distribution of X

`

k+1 given Xk = x reads as

E `
k (x, z) := m`

k(x) +
√

∆
(
σ`•

k (x)|z
)
, x∈ Rd, z∈ Rq,

where
m`

k(x) := x` + ∆bk(x).

For every k = 0, . . . , n, for every given ` ∈ {1, . . . , d}, we denote by X̂`
k the quantiza-

tion of X
`

k on the grid Γ`
k = {x`,i`

k , i` = 1, . . . , N`
k}. We propose in what follows a re-

cursive and componentwise product quantization of the process {Xk, k = 0, . . . , n}.
In fact, for every ` = 1, . . . , d, we denote by Γ`

k an N`
k -quantizer (we suppose that we

have access to it) of the `-th component X
`

k of the vector Xk and by X̂`
k , the resulting

quantization of X
`

k. Then, we define a componentwise recursive product quantizer
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Γk =
⊗d

`=1 Γ`
k of size Nk = N1

k× . . .×Nd
k of the vector Xk = (X

`

k)`=1,...,d by

Γk =
{
(x1,i1

k , . . . , xd,id

k ), i` ∈
{

1, . . . , N`
k

}
, ` ∈ {1, . . . , d}

}
.

To define the Markovian product quantization, suppose that Xk has already been
quantized and that we have access to the companion weights P(X̂k = xi

k), i ∈ Ik,
where Ik are defined for every k ∈ {0, . . . , n} as

Ik =
{
(i1, . . . , id), i` ∈ {1, . . . , N`

k}
}

(5.5)

and for i := (i1, . . . , id) ∈ Ik, we set

xi
k := (x1,i1

k , . . . , xd,id

k ). (5.6)

Setting X̃`
k = E `

k (X̂k, Zk+1), it is possible to approximate the distortion function D
`

k+1

associated to the `-th component of the vector X
`

k+1 by

D̃`
k+1(Γ

`
k+1) := E

[
dist(X̃`

k+1, Γ`
k+1)

2]

= E
[
dist(E `

k (X̂k, Zk+1), Γ`
k+1)

2]

= ∑
i∈Ik

E
[
dist(E `

k (xi
k, Zk+1), Γk+1)

2]P
(
X̂k = xi

k

)
.

This allows us to consider the sequence of product recursive quantizations of (X̂k)k=0,··· ,n,
defined for every k = 0, . . . , n − 1, by the following recursion:





X̃0 = X̂0, X̂`
k = ProjΓ`

k
(X̃`

k), ` = 1, . . . , d,

X̂k = (X̂1
k , . . . , X̂d

k ) and X̃`
k+1 = E `

k (X̂k, Zk+1), ` = 1, . . . , d,

E `
k (x, z) = m`

k(x) +
√

∆(σ`•(tk, x)|z), z = (z1, . . . , zq) ∈ Rq,

x = (x1, . . . , xd), b = (b1, . . . , bd) and (σ`•(tk, x)|z) = ∑
q
m=1 σ`m(tk, x)zm.

(5.7)

where (Zk)k=1,··· ,n are i.i.d., N (0; Iq)-distributed, independent of X0.
In the following result, we show that the sequence (X̂k)k≥0 of Markovian and prod-
uct quantizations is in fact a Markov chain. Its transition probabilities will be com-
puted further on.

Remark 5.2.1. We may remark that the process (X̂k)k≥0 is a Markov chain on Rd.
In fact, setting F X̂

k = σ(X̂0, . . . , X̂k), we have for any bounded function f : Rd → R

E( f (X̂k+1)|F X̂
k ) = ∑

j∈Ik+1

E

(
f (x

j
k+1)11{X̂k+1=x

j
k+1}

|F X̂
k

)

= ∑
j∈Ik+1

f (x
j
k+1)E

(
11{Ek(X̂k ,Zk+1)∈∏

d
`=1 Cj`

(Γ`
k+1)}

|F X̂
k

)
,

where Ek(X̂k, Zk+1) = (E1
k (X̂k, Zk+1), . . . , E d

k (X̂k, Zk+1)). It follows that

E( f (X̂k+1)|F X̂
k ) = ∑

j∈Ik+1

f (x
j
k+1)hj(X̂k),
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where for every x ∈ Rd,

hj(x) = P
(
Ek(x, Zk+1) ∈

d

∏
`=1

Cj`(Γ
`
k+1)

)
.

As a consequence, E( f (X̂k+1)|F X̂
k ) = ϕ(X̂k), so that (X̂k)k≥0 is a Markov chain.

Now, for a given componentwise (quadratic) optimal quantizers Γk =
⊗d

`=1 Γ`
k, let

us explain how to compute the companion transition probability weights associated

with the quantizations of the X
`

k’s and the whole vector Xk. We write all the quanti-
ties of interest as an expectation of a function of a standard Rq−1-valued Normal dis-
tribution. These transformations are the key step of this work. In fact, since the opti-
mal quantization grids associated to standard Normal random vectors (up to dimen-
sion 10) and their companion weights are available on www.quantize.maths-fi.com,
these quantities of interest may be computed instantaneously using a cubature for-
mula.

5.2.2 Computing the companion weights and transition probabilities of
the marginal quantizations

First of all we define the following quantities which will be needed in the sequel.
For every k ∈ {0, . . . , n − 1} and for every j ∈ Ik+1 we set

x
i,ji−1/2
k+1 =

x
i,ji
k+1 + x

i,ji−1
k+1

2
, x

i,ji+1/2
k+1 =

x
i,ji
k+1 + x

i,ji+1
k+1

2
, with xi,1/2

k+1 = −∞, x
i,Ni

k+1+1/2
k+1 = +∞,

and if Z
(2:q)
k = z ∈ Rq−1 and x ∈ Rd, we set (if σi1

k (x) > 0)

x
i,ji−
k+1 (x, z) :=

x
i,ji−1/2
k+1 − mi

k(x)−
√

∆
(
σ
(i,2:q)
k (x)|z

)
√

∆σi1
k (x)

and x
i,ji+
k+1 (x, z) :=

x
i,ji+1/2
k+1 − mi

k(x)−
√

∆
(
σ
(i,2:q)
k (x)|z

)
√

∆σi1
k (x)

.

We also set

J0
k,ji(x) =

{
z ∈ Rq−1,

√
∆
(
σ
(i,2:q)
k (x)

∣∣z
)
∈
(

x
i,ji−1/2
k+1 − mi

k(x), x
i,ji+1/2
k+1 − mi

k(x)
)}

and

J0
k(x) =

{
i ∈ {1, . . . , d}, σi1

k (x) = 0
}

J−k (x) =
{

i ∈ {1, . . . , d}, σi1
k (x) < 0

}

J+k (x) =
{

i ∈ {1, . . . , d}, σi1
k (x) > 0

}
.

The following result allows us to compute the weights and the transition probabili-
ties associated to the quantizations X̂k, k = 0, . . . , n.

Proposition 5.2.1. Let {X̂k, k = 0, . . . , n} be the sequence defined from the algorithm (5.7).
The transition probability P(X̂k+1 = x

j
k+1|X̂k = x`k), ` ∈ Ik, j ∈ Ik+1, is given by

P
(
X̂k+1 = x

j
k+1|X̂k = xi

k

)
= E ∏

`∈J0
k(xi

k)

1{ζ∈J0
k,j`

(xi
k)} max

(
Φ0(β j(xi

k, ζ))− Φ0(αj(xi
k, ζ)), 0

)
(5.8)
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where ζ ∼ N (0; Iq−1) and, for every x ∈ Rd and z ∈ Rq−1,

αj(x, z) = max
(

sup
`∈J+k (x)

x
`,j`−
k+1 (x, z), sup

`∈J−k (x)

x
`,j`+
k+1 (x, z)

)

and β j(x, z) = min
(

inf
`∈J+k (x)

x
`,j`+
k+1 (x, z), inf

`∈J−k (x)
x
`,j`−
k+1 (x, z)

)
.

Before proving this result, remark that we may deduce the probability weights asso-
ciated to the quantizations (X̂k+1) by

P
(
X̂k+1 = x

j
k+1

)
= ∑

i∈Ik

P
(
X̂k+1 = x

j
k+1|X̂k = xi

k

)
P
(
X̂k = xi

k) (5.9)

where the conditional probabilities are computed using the formula (5.8).

Proof. See Appendix 5.4.1.

Now, we focus on in the particular case where the matrix σ(t, x), for (t, x) ∈ [0, T]×Rd,
is diagonal with positive diagonal entries σ``(t, x), ` = 1, . . . , d. The following result
says how to compute the transition probability weights of the X̂k’s. Let us set for
every x ∈ Rd, every ` ∈ {1, . . . , d} and j` ∈ {1, . . . , N`

k+1},

x
`,j`−
k+1 (x, 0) :=

x
`,j`−1/2
k+1 − m`

k(x)√
∆σ``

k (x)
and x

`,j`+
k+1 (x, 0) :=

x
`,j`+1/2
k+1 − m`

k(x)√
∆σ``

k (x)
.

Proposition 5.2.2. Let {X̂k, k = 0, . . . , n} be the sequence of quantizers defined by the
algorithm (5.7) and associated with the solution (Xt) of (5.1). Suppose that the volatility
matrix σ(t, x) of (Xt)t≥0 is diagonal with positive diagonal entries σ``(t, x), ` = 1, . . . , d.

Then, the transition probability weights P(X̂k+1 = x
j
k+1|X̂k = xi

k), i ∈ Ik, j ∈ Ik+1, are
given by

P
(
X̂k+1 = x

j
k+1|X̂k = xi

k

)
=

d

∏
`=1

P
(
X̂`

k+1 = x
j`
k+1|X̂k = xi

k

)
(5.10)

=
d

∏
`=1

[
Φ0
(

x
`,j`+
k+1 (xi

k, 0)
)
− Φ0

(
x
`,j`−
k+1 (xi

k, 0)
)]

, (5.11)

and the companion probability weights P
(
X̂k+1 = x

j
k+1

)
are given for every k = 0, . . . , n −

1 and every j ∈ Ik+1 by

P
(
X̂k+1 = x

j
k+1

)
= ∑

i∈Ik

d

∏
`=1

[
Φ0
(
x
`,j`+
k+1 (xi

k, 0)
)
− Φ0

(
x
`,j`−
k+1 (xi

k, 0)
)]

P(X̂k = xi
k).(5.12)

Proof. See Appendix 5.4.2.

The following result is useful in the situation where we need to approximate the
expectation of a function of one component of the vector Xk as for example in the
pricing of European options in the Heston model.

Proposition 5.2.3. Let Γ`
k+1 be an optimal quantizer for the random variable X̃`

k+1. Suppose

that the optimal product quantizer Γk for X̃k and its companion weights P(X̂k = xi
k), i ∈ Ik,

have already been computed.



5.2. Markovian product quantization of an Rd-valued Euler process 65

For any ` ∈ {1, . . . , d} and any j` ∈ {1, . . . , N`
k+1}, the transition probability weights

P(X̃`
k+1 ∈ Cj`(Γ

`
k+1)|X̂k = xi

k) are given by

P
(
X̃`

k+1 ∈ Cj`(Γ
`
k+1)|X̂k = xi

k

)
= Φ0

(
x
`,j`+
k+1 (xi

k)
)
− Φ0

(
x
`,j`−
k+1 (xi

k)
)
. (5.13)

Proof. See Appendix 5.4.3.

Notice that the companion probability P(X̃`
k+1 ∈ Cj`(Γk+1)) is given, for every ` ∈

{1, . . . , d} and for every j` ∈ {1, · · · , N`
k+1}, by

P
(
X̃`

k+1 ∈ Cj`(Γ
`
k+1)

)
=∑

i∈Ik

[
Φ0

(
x
`,j`+1/2
k+1 − m`

k(xi
k)√

∆|σ`•
k (xi

k)|2

)

− Φ0

(
x
`,j`−1/2
k+1 − m`

k(xi
k)√

∆|σ`•
k (xi

k)|2

)]
P
(
X̂k = xi

k). (5.14)

We may note that the `-th component process (X̂`
k)k≥0 is not a Markov chain. We

may however compute the transition probabilities

P(X̂`
k+1 = x

`,j`
k+1|X̂`′

k = x
`′,j

`′
k ), `, `′ ∈ {1, . . . , d}, j` ∈ {1, . . . , N`

k+1}, j`′ ∈ {1, . . . , N`′
k }.

This is the aim of the following remark which follows from Bayes formula.

Remark 5.2.2. For `, `′ ∈ {1, . . . , d}, j` ∈ {1, . . . , N`
k+1} and j`′ ∈ {1, . . . , N`′

k }, we
have

P
(
X̂`

k+1 = x
`,j`
k+1|X̂`′

k = x
`′,j

`′
k

)
= ∑

i∈Ik

11{i
`′=j

`′}
P(X̂`

k+1 = x
`,j`
k+1|X̂k = xi

k)

P(X̂`′
k = x

`′,j
`′

k )
P(X̂k = xi

k)

(5.15)
where the terms P(X̂k = xi

k), P(X̂`
k+1 = x

`,j`
k+1|X̂k = xi

k) and P(X̂`′
k = x

`′,j
`′

k ) are
computed from (5.9), (5.13) and (5.14), respectively.
As a matter of fact, applying Bayes formula and summing over i ∈ Ik yields:

P
(
X̂`

k+1 = x
`,j`
k+1|X̂`′

k = x
`′,j

`′
k

)
=∑

i∈Ik

P(X̂`
k+1 = x

`,j`
k+1, X̂`′

k = x
`′,j

`′
k , X̂k = xi

k)

P(X̂`′
k = x

`′,j
`′

k )

=∑
i∈Ik

11{i
`′=j

`′}
P(X̂`

k+1 = x
`,j`
k+1, X̂k = xi

k)

P(X̂`′
k = x

`′,j
`′

k )

=∑
i∈Ik

11{i
`′=j

`′}
P(X̂`

k+1 = x
`,j`
k+1|X̂k = xi

k)

P(X̂`′
k = x

`′,j
`′

k )
P(X̂k = xi

k).

In the foregoing, we assume that we have access to the N`
k -quantizers Γ`

k of the `-th

component X
`

k of the vector Xk, for every ` = 1, . . . , d. We show how to compute
the distortion functions associated with every component of the vector X̃k+1, k =
0, . . . , n − 1. From the numerical point of view, this will allow us to use the Newton-
Raphson algorithm to compute the optimal quantizers associated to each component
X̃`

k+1, ` = 1, . . . , d, of the vector X̃k+1, for k = 0, . . . , n − 1. Then, the quantization
X̂k+1 of X̃k+1 is defined as the product quantization X̂k = (X̂1

k , . . . , X̂d
k ), where X̂`

k =
ProjΓ`

k+1
(X̃`

k+1).
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5.2.3 Computing the distortion, the gradient and the Hessian matrix as-
sociated to a componentwise quantizer

Our aim, for the computation of the componentwise optimal quantizations, is to use
the Newton-Raphson algorithm in RNk which involves the gradient and the Hessian
matrix of the distortion functions D̃`

k, k = 0, . . . , n; ` = 1, . . . , d. In the following, we
give useful expressions for the distortion functions D̃`

k, their gradient vectors ∇D̃`
k

and their Hessian matrices ∇2D̃`
k. We state these results in the next proposition.

Above all, recall that for every ` = 1, . . . , d, for every k = 0, . . . , n − 1,

D̃`
k+1(Γ

`
k+1) = ∑

i∈Ik

E
[
d(E `

k (xi
k, Zk+1), Γ`

k+1)
2]P

(
X̂k = xi

k

)

and notice the distortion function D̃`
k+1(Γ

`
k+1) is continuously differentiable as a

function of the Nk+1-quantizer Γ`
k+1 = {x

`,j`
k+1, j` = 1, . . . N`

k+1} (having pairwise dis-
tinct components so that it can be viewed as an N`

k+1-tuple) and its gradient vector
reads

∇D̃`
k+1(Γ

`
k+1) = 2

[
∑
i∈Ik

E
(

11{E `
k (xi

k ,Zk+1)∈Cj`
(Γ`

k+1)}
(

x
`,j`
k+1 − E `

k (xi
k, Zk+1)

))
P(X̂k = x`k)

]

j`=1,··· ,N`
k+1

.

We recall that key point of our method is to deal with the product quantization of
the components of the process (Xk)0≤k≤n. From a numerical point of view, each
component will be quantized using the Newton-Raphson algorithm. To this end,
we have to compute (explicitly) the distortion function D̃`

k+1(·), the components of
its gradient vector and the components its Hessian matrix. This is the purpose of
the following remark. Its proof relies on tedious though elementary computation.
Therefore, we have deliberately omitted the proof.

Remark 5.2.3. Recall that for every ` ∈ {1, . . . , d}, ϑ`
k(x)2 = ∑

q
p=1 ∆

(
σ
`p
k (x)

)2.
a) Distortion. We have for every ` = 1, . . . , d and every k = 0, . . . , n − 1,

D̃`
k+1(Γ

`
k+1) =

N`
k+1

∑
j`=1

∑
i∈Ik

Ψ`,j`(xi
k) pi

k =
N`

k+1

∑
j`=1

EΨ`,j`(X̂k), (5.16)

where for every x ∈ Rd,

Ψ`,j`(x)=
((

m`
k(x)− x

`,j`
k+1

)2
+ ϑ`

k(x)2
)(

Φ0
(
x
`,j`+
k+1 (x)

)
− Φ0

(
x
`,j`−
k+1 (x)

))

+ 2ϑ`
k(x)

(
x
`,j`
k+1 − m`

k(x)
)(

Φ′
0
(
x
`,j`+
k+1 (x)

)
− Φ′

0
(

x
`,j`−
k+1 (x)

))

− ϑ`
k(x)2

(
x
`,j`+
k+1 (x)Φ′

0
(
x
`,j`+
k+1 (x)

)
− x

`,j`−
k+1 (x)Φ′

0
(
x
`,j`−
k+1 (x)

))
.

b) Gradient. The components of the gradient ∇D̃`
k+1(Γ

`
k+1) are given for every j` =

1, . . . , N`
k+1 by

∂D̃`
k+1(Γ

`
k+1)

∂x
`,j`
k+1

= ∑
i∈Ik

Ψ′
j`
(xi

k) pi
k = EΨ′

j`
(X̂k) (5.17)
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where for every x ∈ Rd,

Ψ′
j`
(x) =

(
x
`,j`
k+1 − m`

k(x)
)(

Φ0
(
x
`,j`+
k+1 (x)

)
− Φ0

(
x
`,j`−
k+1 (x)

))

+ ϑ`
k(x)

(
Φ′

0
(
x
`,j`+
k+1 (x)

)
− Φ′

0
(
x
`,j`−
k+1 (x)

))
.

c) Hessian. The sub-diagonal, the super-diagonals and the diagonal terms of the
Hessian matrix are given respectively by

∂2D̃`
k+1(Γ

`
k+1)

∂x
`,j`
k+1∂x

`,j`−1
k+1

= ∑
i∈Ik

Ψ′′
j`,j`−1(xi

k) pi
k = EΨ′′

j`,j`−1(X̂k),

∂2D̃`
k+1(Γ

`
k+1)

∂x
`,j`
k+1∂x

`,j`+1
k+1

= ∑
i∈Ik

Ψ′′
j`,j`+1(xi

k) pi
k = EΨ′′

j`,j`+1(X̂k)

and
∂2D̃`

k+1(Γ
`
k+1)

∂2x
`,j`
k+1

= ∑
i∈Ik

Ψ′′
j`,j`(xi

k) pi
k = EΨ′′

j`,j`(X̂k)

where, for every x ∈ Rd,

Ψ′′
j`,j`−1(x) = −1

4
1

ϑ`
k(x)

(x
`,j`
k+1 − x

`,j`−1
k+1 )Φ′

0
(

x
`,j`−
k+1 (x)

)
,

Ψ′′
j`,j`+1(x) = −1

4
1

ϑ`
k(x)

(x
`,j`+1
k+1 − x

`,j`
k+1)Φ

′
0
(

x
`,j`+
k+1 (x)

)
,

Ψ′′
j`,j`(x) = Φ0

(
x
`,j`+
k+1 (x)

)
− Φ0

(
x
`,j`−
k+1 (x)

)
+ Ψ′′

j`,j`−1(x) + Ψ′′
j`,j`+1(x).

Once we have access to the gradient vector and the Hessian matrix associated with
X̃`

k+1 and to the optimal grids and companions weights associated with the X̂k′ ’s,
k′ = 0, . . . , k, it is possible to write down (at least formally) a Newton-Raphson zero
search procedure to compute the optimal quantizer Γ`

k+1. The Newton-Raphson al-

gorithm is in fact indexed by p ≥ 0, where a current grid Γ
`,p
k+1 is updated as follows:

Γ
`,p+1
k+1 = Γ

`,p
k+1 −

(
∇2D̃`

k+1(Γ
`,p
k+1)

)−1∇D̃`
k+1(Γ

`,p
k+1), p ≥ 1, (5.18)

starting from a Γ
`,0
k+1∈ RN`

k+1 (with increasing components).

Remark 5.2.4. (Stationarity property) If Γ`
k+1 is an optimal Markovian product quan-

tizer for X̃`
k+1 and if X̂`

k+1 denotes the quantization of X̃`
k+1 by the grid Γ`

k+1, then

Γ`
k+1 is a stationary quantizer for X̃`

k+1, means, E
(

X̃`
k+1

∣∣X̂`
k+1

)
= X̂`

k+1. Equivalently,

this means that if Γ`
k+1 =

{
x
`,j`
k+1, j` = 1, . . . , N`

k+1

}
with

x
`,j`
k+1=

∑i∈Ik
E
(
E `

k (xi
k, Zk+1)11{E `

k (xi
k ,Zk+1)∈Cj`

(Γ`
k+1)}

)
P(X̂k = xi

k)

p
j`
k+1

(5.19)

and p
j`
k+1=∑

i∈Ik

P
(
E `

k (xi
k, Zk+1) ∈ Cj`(Γ

`
k+1)

)
P(X̂k = xi

k), j` = 1, . . . , N`
k+1.(5.20)

A straightforward computation leads to the following result: if Γ`
k+1 = {x

`,j`
k+1, j` =

1, . . . , N`
k+1} is a stationary quantizer for X̃`

k+1 then, for every ` ∈ {1, . . . , d} and for
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every j` ∈ {1, . . . , N`
k+1},

x
`,j`
k+1 =

∑i∈Ik

[
m`

k(xi
k)γ`,k(xi

k)− ϑ`
k(xi

k)γ
′
`,k(xi

k)
]

pi
k

∑i∈Ik
γ`,k(xi

k) pi
k

(5.21)

where for every x ∈ Rd,

γ`,k(x) = Φ0
(
x
`,j`+
k+1 (x)

)
−Φ0

(
x
`,j`−
k+1 (x)

)
and γ′

`,k(x) = Φ′
0
(
x
`,j`+
k+1 (x)

)
−Φ′

0
(
x
`,j`−
k+1 (x)

)
.

(5.22)

5.2.4 The error analysis

Our aim is now to compute the quadratic quantization error bound ‖XT − X̂T‖2 :=
‖Xn − X̂Γn

n ‖2 . The analysis of this error bound is the subject of the following theorem.
We suppose that x0 = X0 = X̃0. We consider here a regular time discretization
(tk)0≤k≤n with step ∆ = T/n: tk =

kT
n , k = 0, . . . , n.

Theorem 5.2.4. Assume the coefficients b, σ satisfy the classical Lipschitz assumptions
(5.2), (5.3) and (5.4). Let, for every k = 0, . . . , n, Γk be a Markovian product quantizer for
X̃k at level Nk. Then, for every k = 0, · · · , n, for any η ∈]0, 1],

‖Xk − X̂Γk

k ‖2 ≤ K2,η

k

∑
k′=1

e(k−k′)∆Cb,σ ak′
(
b, σ, d, k, ∆, x0, L, 2 + η

)
N−1/d

k′ (5.23)

where for every p ∈ (2, 3],

ak′(b, σ, d, k, d, ∆, x0, L, p) := e
∆Cb,σ

(k−k′)
p

[
e(κp+Kp)tk′ |x0|p +

dk( p
2 −1)eκp∆L + Kp

d
p
2 −1(κp + Kp)

(
e(κp+Kp)tk′ − 1

)] 1
p ,

with Cb,σ = [b]Lip + 1
2 [σ]

2
Lip, K2,η := K2,1,η is a universal constant defined in Equation

(1.8);

κp :=
( (p + 1)(p − 2)

2
+ 2pL

)
and Kθ := 2p−1Lp

(
1 + p +

p(p − 1)
2

∆
p
2 −1
)

E|Z|p, Z ∼ N (0; Id).

Proof. See Appendix 5.4.4.

5.3 Numerical examples

It is noteworthy that the pricing of vanilla and exotic options still represents a chal-
lenge from a numerical point of view when the dimension of the process considered
is greater than one. Monte Carlo techniques seem to be the only possibility to tackle
these issues. This quantization technique is an alternative to simulation based pro-
cedures, as it gives the possibility to price options in both (correlated) local volatility
models and stochastic volatility models.
The computations for all numerical examples have been implemented in MATLAB,
and have been performed on a CPU 2.7 GHz and 4 Gb memory computer.

5.3.1 Pricing of a Basket European option

We consider a European Basket option with maturity T and strike K, based on two
stocks with prices S1 and S2 with associated weights w1 and w2. We suppose that S1
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and S2 evolve following the dynamics




dS1
t = rS1

t dt + ρ σ1S1
t dW1

t +
√

1 − ρ2 σ1S1
t dW2

t

dS2
t = rS2

t dt + σ2S2
t dW1

t

(5.24)

where W1 and W2 are two independent Brownian motion, r is the interest rate and
ρ ∈ [−1, 1], is the correlation term.
We know that in this case, the price at time t = 0 of the call option reads

e−rTE
[

max(w1S1
T + w2S2

T − K, 0)
]
= e−rTEF(XT), X = (S1, S2), (5.25)

where the function F is defined, for every x = (s1, s2) ∈ R2, by F(x) = max(w1s1 +
w2s2 − K, 0). Using the Markovian product quantization, the price of the Basket
European option is approximated by

e−rT ∑
j∈In

F(x
j
n)P(X̂n = x

j
n). (5.26)

For the numerical exercises we will use the following set of parameters:

r = 0.04, σ1 = 0.3, σ2 = 0.4, ρ = 0.5

w1 = w2 = 0.5, S1
0 = 100, S2

0 = 100, T = 1.

The benchmark price is given by the algorithm developed in Ju (2002). The results
are given in Table 5.1 and Table 5.2. For both tables, we consider Call prices for the
strikes K ∈ {80, 85, 90, 95, 100} and Put prices for strikes K lying to {100, 105, 110, 115, 120}.

We also depict in Table 5.1 the associated relative error
(
Err. = |Price−MQn

N |
Price

)
between

the benchmark prices (Price) and the prices obtained from the Markovian and prod-
uct quantization method of size N = N1 = N2 with n discretization steps (denoted
by MQn

N) and the computation time (in seconds) for the Markovian and product
quantization method.
In Table 5.1, we set the number of time steps n = 10 and make the sizes N1 and
N2 of the marginal quantizers varying whereas, for the results of Table 5.2, we set
N1 = N2 = 30 and make varying the number n of time steps.
We verify, as expected, that increasing the size of the marginal quantizers lead to
more precise results (see Theorem 5.2.4). However, this increases the computation
time. On the other hand, it is also clear from Theorem 5.2.4 that fixing the marginal
quantization size, the number n of the time steps increases the global quantization
error. From the numerical results, the choice N1 = N2 = 20 and n = 10 seems to be
a good compromise.

5.3.2 Pricing of a European option in the Heston model

Stochastic volatility models have been introduced in order to catch the smile and
skew property of the implied volatility surface. Most of the models use Fourier
techniques to compute the price of vanilla options, as in Hull and White (1987);
Heston (1993); Christoffersen et al. (2009). In this example, we consider a European
option with maturity T and strike K, in the Heston model, introduced in Heston
(1993), where the stock price S and its stochastic variance V evolve following the
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K Price MQ10
10 Err. (%) MQ10

20 Err. (%) MQ10
30 Err. (%)

80 25.9491 25.4427 1.9516 25.8721 0.2966 25.9656 0.0636

85 22.4481 21.9007 2.4384 22.3543 0.4177 22.4532 0.0229

90 19.2736 18.6934 3.0101 19.1596 0.5915 19.2612 0.0645

95 16.4323 15.8139 3.7633 16.2935 0.8450 16.3964 0.2183

100 13.9197 13.2858 4.5541 13.7537 1.1929 13.8566 0.4535

100 9.9987 9.3727 6.2602 9.8406 1.5810 9.9435 0.5515

105 12.6050 11.9509 5.1895 12.4218 1.4536 12.5218 0.6603

110 15.5060 14.8264 4.3828 15.2981 1.3408 15.3965 0.7062

115 18.6768 18.0111 3.5646 18.4441 1.2461 18.5422 0.7204

120 22.0904 21.4207 3.0317 21.8432 1.1189 21.9345 0.7055

Time (s) 0.49 8.41 41.82

TABLE 5.1: Prices of a Basket option. The prices correspond to Call
prices for strikes K ∈ {80, 85, 90, 95, 100} and to Put prices for strikes K ∈
{100, 105, 110, 115, 120}. The number of time steps n = 10. Size of the grids

N1 = N2 = N. The error Err. = |Price−MQn
N |

Price corresponds to the relative error
between the benchmark price (Price) and Product Markovian quantization

price MQn
N of size N with n discretization steps.

dynamics




dSt = rStdt +
√

VtStdW1
t

dVt = κ(θ − Vt)dt + ρ σ
√

VtdW1
t +

√
1 − ρ2 σ

√
VtdW2

t .

(5.27)

In the previous equation, the parameter r is the interest rate; κ > 0, is the rate at
which V reverts to the long running average variance θ > 0; the parameter σ > 0, is
the volatility of the variance and ρ ∈ [−1, 1], is the correlation term. In this case, the
price of the call at time t = 0 reads

e−rTE
[

max(ST − K, 0)
]
= e−rTEH(XT), x = (S, V), (5.28)

where H(x) = max(x1 − K, 0), for x = (x1, x2) ∈ R2.
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K Price MQ20
30 Err. (%) MQ30

30 Err. (%) MQ40
30 Err. (%)

80 25.9491 25.8461 0.3969 25.7646 0.7112 25.6937 0.9844

85 22.4481 22.3335 0.5107 22.2473 0.8943 22.1731 1.2252

90 19.2736 19.1460 0.6618 19.0599 1.1086 18.9837 1.5041

95 16.4323 16.2916 0.8561 16.2074 1.3686 16.1310 1.8336

100 13.9197 13.7660 1.1041 13.6861 1.6781 13.6117 2.2130

100 9.9987 9.8490 1.4971 9.7677 2.3095 9.6926 3.0608

105 12.6050 12.4428 1.2869 12.3675 1.8842 12.2954 2.4566

110 15.5060 15.3328 1.1173 15.2642 1.5593 15.1966 1.9956

115 18.6768 18.4954 0.9714 18.4342 1.2990 18.3717 1.6337

120 22.0904 21.9045 0.8413 21.8506 1.0854 21.7931 1.3459

Time (s) 84.13 151.90 194.05

TABLE 5.2: Prices of a Basket option. The prices correspond to Call
prices for strikes K ∈ {80, 85, 90, 95, 100} and to Put prices for strikes K ∈
{100, 105, 110, 115, 120}. Size of the grids N1 = N2 = 30 and the number of

time steps n ∈ 20, 30, 40. The error Err. = |Price−MQn
N |

Price corresponds to the
relative error between the benchmark price (Price) and Product Markovian

quantization price MQn
N of size N with n discretization steps.

Using the Markovian and product quantization method, the price of a call in the
Heston model is approximated as

e−rT
N1

n

∑
j1=1

max(s1j1
n − K, 0)P(Ŝ1

n = s
1j1
n ), (5.29)

where P(Ŝ1
n = s

1j1
n ) is computed according to (5.9).

For the numerical experiments we will use the following parameters, obtained from
a calibration on market prices:

κ = 2.3924, θ = 0.0929, σ = 0.6903, ρ = −0.82,

r = 0.04, S0 = 100, V0 = 0.0719, T = 1.

The pricing of European options under local and stochastic volatility models us-
ing recursive quantization techniques has already been studied, see e.g. Pagès and
Sagna (2015) and Callegaro et al. (2015) (Chapter 2) for the local volatility case, and
Callegaro et al. (2016) for the stochastic volatility case. However, the method we
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present here is more general and is model free compared to Callegaro et al. (2016)
(Chapter 3) where the method depends on the structure of the model.
The benchmark price is obtained using a Fourier based approach like in Carr and
Madan (1999) , since the Heston model is affine and the characteristic function is
known in closed form.
Due to the fact that the derivative only depends on the price and not on the vari-
ance, it seems reasonable to choose the marginal grid size N1 greater than N2. To
guarantee a good balance between precision and computational time, setting N1 =
2N2 seems to be a good trade-off. As for the previous example, we consider Call
prices for the strikes K ∈ {80, 85, 90, 95, 100} and Put prices for strikes K belonging
to {100, 105, 110, 115, 120} and depict in Table 5.3 and Table 5.4 the corresponding
prices (by making varying even n or the sizes N1 and N2 of the quantizers) and the

associated relative errors
(
Err. =

|Price−MQn
N1,N2

|
Price

)
between the Fourier prices (Price)

and the prices obtained from the Markovian and product quantization method of
size N = N1 × N2 with n discretization steps (denoted by MQn

N1,N2
) and the compu-

tation time (in seconds) for the Markovian and product quantization method.
The best choice from the point of view of accuracy and computational effort, is ob-
tained by taking the size N1 of the quantization of the price process S equal to 20, by
taking N2 = 10 for the variance process V, and by setting n = 20. The flexibility of
this approach would easily allow the pricing of exotic options, as seen in Callegaro
et al. (2015) (Chapter 2) and Callegaro et al. (2016) (Chapter 3).

5.3.3 Approximation of BSDE

In this section, we consider a Markovian BSDE

Yt = ξ +
∫ T

t
f (s, Xs, Ys, Zs)ds −

∫ T

t
ZsdWs, t ∈ [0, T], (5.30)

where W is a q-dimensional Brownian motion, (Zt)t∈[0,T] is a square integrable pro-
gressively measurable process taking values in Rq, f : [0, T]×Rd ×R×Rq → R. The
terminal condition is of the form ξ = h(XT), for a given Borel function h : Rd → R,
where XT is the value at time T of a Brownian diffusion process (Xt)t≥0, strong so-
lution to the stochastic differential equation:

Xt = x +
∫ t

0
b(s, Xs)ds +

∫ t

0
σ(s, Xs)dWs, x ∈ Rd. (5.31)

As pointed out in the introduction, many (time) discretization schemes and several
(spacial) numerical approximation method of the solution of such as BSDE are pro-
posed in the literature (we refer for example to Bally et al. (2001); Bouchard and Touzi
(2004); Crisan et al. (2010); Gobet and Turkedjiev (2016); Hu et al. (2011); Gobet et al.
(2016); Bender and Denk (2007); Pagès and Sagna (2016)). Our aim in this section is
to test the performances of our method to the numerical scheme proposed in Pagès
and Sagna (2016). To this end, we first show that the Markovian product quanti-
zation method allows us to compute the term appearing in the numerical schemes
proposed in Pagès and Sagna (2016) (as well as for several numerical schemes) us-
ing (semi)-closed formula. We then test the performance of our method to a BSDE
associated to the price of the Call option in the Black-Scholes model and to a multi-
dimensional BSDE.
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K Price MQ20
10,6 Err. (%) MQ20

20,10 Err. (%) MQ20
30,16 Err. (%)

80 26.3910 25.8790 1.9401 26.2684 0.4645 26.3705 0.0777

85 22.6069 22.0686 2.3813 22.4879 0.5264 22.5804 0.1174

90 19.0506 18.5191 2.7897 18.9360 0.6012 19.0478 0.0148

95 15.7524 15.2279 3.3295 15.6471 0.6681 15.7634 0.0700

100 12.7422 12.2750 3.6668 12.6532 0.6987 12.7560 0.1083

100 8.8212 8.3579 5.2515 8.7361 0.9639 8.8390 0.2017

105 10.9308 10.4676 4.2371 10.8690 0.5655 10.9861 0.5056

110 13.3794 13.0481 2.4763 13.3460 0.2497 13.4429 0.4741

115 16.1828 15.8037 2.3425 16.1796 0.0201 16.2862 0.6389

120 19.3456 19.1549 0.9855 19.3697 0.1250 19.4603 0.5929

Time (s) 0.52 4.24 24.82

TABLE 5.3: Prices in the Heston model. The prices correspond to Call
prices for strikes K ∈ {80, 85, 90, 95, 100} and to Put prices for strikes K ∈
{100, 105, 110, 115, 120}. The number of time steps n = 20. The error

Err. =
|Price−MQn

N1,N2
|

Price corresponds to the relative error between the bench-
mark price (Price) and Product Markovian quantization price MQn

N1,N2
of

sizes N = N1 × N2 with n discretization steps.

Explicit numerical scheme for the BSDE

Let us set for i ∈ Ik, j ∈ Ik+1,

pi
k = P(X̂k = xi

k), k = 0, · · · , n

and p
ij
k = P(X̂k+1 = x

j
k+1|X̂k = xi

k), k = 0, · · · , n − 1.

Setting Ŷk = ŷk(X̂k), for every k ∈ {0, · · · , n}, the quantized BSDE scheme reads as




ŷn(xi
n) = h(xi

n) xi
n ∈ Γn

ŷk(xi
k) = α̂k(xi

k) + ∆n f
(
tk, xi

k, α̂k(xi
k), β̂k(xi

k)
)

xi
k ∈ Γk

where for k = 0, . . . , n − 1,

α̂k(xi
k) = ∑

j∈Ik+1

ŷk+1(x
j
k+1) p

ij
k and β̂k(xi

k) =
1√
∆n

∑
j∈Ik+1

ŷk+1(x
j
k+1)Λ

ij
k , (5.32)
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Strike Price MQ10
20,10 Err. (%) MQ30

20,10 Err. (%) MQ40
20,10 Err. (%)

80 26.3910 26.4632 0.2737 26.1709 0.8339 26.0900 1.1406

85 22.6069 22.7001 0.4121 22.3799 1.0041 22.2960 1.3752

90 19.0506 19.1619 0.5841 18.8229 1.1954 18.7418 1.6207

95 15.7524 15.8851 0.8428 15.5342 1.3851 15.4616 1.8460

100 12.7422 12.9032 1.2635 12.5458 1.5415 12.4863 2.0083

100 8.8212 8.9902 1.9155 8.6274 2.1964 8.5673 2.8784

105 10.9308 11.1520 2.0235 10.7704 1.4670 10.7266 1.8678

110 13.3794 13.6555 2.0633 13.2609 0.8860 13.2347 1.0820

115 16.1828 16.5099 2.0212 16.1090 0.4562 16.0992 0.5165

120 19.3456 19.7143 1.9063 19.3123 0.1717 19.3157 0.1545

Time (s) 2.18 6.69 8.98

TABLE 5.4: Prices in the Heston model. The prices correspond to Call
prices for strikes K ∈ {80, 85, 90, 95, 100} and to Put prices for strikes K ∈
{100, 105, 110, 115, 120}. The error Err. =

|Price−MQn
N1,N2

|
Price corresponds to the

relative error between the benchmark price (Price) and Product Markovian
quantization price MQn

N1,N2
of sizes N1 = 20, N2 = 20 with n discretization

steps.

with
Λ

ij
k = E

(
Zk+111{X̂k+1=x

j
k+1}
∣∣X̂k = xi

k

)
.

In the following, we give closed formula for the Λ
ij
k ’s. We will first suppose that the

components of Xk are independent, for every k = 0, . . . , n.

Proposition 5.3.1. Suppose that q = d and E `
k (x, Zk+1) = E `

k (x, Z`
k+1), for every ` ∈

{1, . . . , d} and x ∈ Rd. Then

Λ
ij,`
k =

(
Φ′

0(x
`,j`−
k+1 (xi

k))− Φ′
0(x

`,j`+
k+1 (xi

k))
) d

∏
`′ 6=`

[
Φ0
(

x
`′,j

`′+
k+1 (xi

k)
)
− Φ0

(
x
`′,j

`′−
k+1 (xi

k)
)]

(5.33)

Proof. See Appendix 5.4.5.

In the following, we compute the p-th component Λ
ij,p
k of Λ

ij
k in a general setting.

Let us set

J
0,p
k,j`

(x)=
{

z ∈ R,
√

∆σ
`p
k (x)z ∈

(
x
`,j`−1/2
k+1 − m`

k(x), x
`,j`+1/2
k+1 − m`

k(x)
)}



5.3. Numerical examples 75

and
L

0,p
k (x) =

{
` ∈ {1, . . . , d}, ∑

p′ 6=p

(
σ
`p′

k (x)
)2

= 0
}

.

We also set

x
`,p,j`−
k+1 (x, z) =

x
`,j`−1/2
k+1 − m`

k(x)−
√

∆σ
`p
k (x)z

√
∆
(

∑p′ 6=p

(
σ
`p′
k (x)

)2
)1/2 ; x

`,p,j`+
k+1 (x, z) =

x
`,j`+1/2
k+1 − m`

k(x)−
√

∆σ
`p
k (x)z

√
∆
(

∑p′ 6=p

(
σ
`p′
k (x)

)2
)1/2 .

Proposition 5.3.2. For every p ∈ {1, . . . , q}, the p-th component Λ
ij,p
k of Λ

ij
k reads

Λ
ij,p
k = E ζ ∏

`∈L
0,p
k (xi

k)

11{ζ∈J
0,p
k,j`

(xi
k)}
(
Φ0(α

p
j (xi

k, ζ))− Φ0(β
p
j (xi

k, ζ))
)+, ζ ∼ N (0; 1)

(5.34)
(convention: ∏`∈∅(·) = 1) where for every x ∈ Rd and z ∈ R,

α
p
j (x, z) = sup

`∈
(

L
0,p
k (x)

)c

x
`,p,j`−
k+1 (x, z) and β

p
j (x, z) = inf

`∈
(

L
0,p
k (x)

)c
x
`,p,j`+
k+1 (x, z). (5.35)

In particular, if p ∈ {1, . . . , q} and if for every ` ∈ {1, . . . , d} there exists p′ 6= p such that

σ
`p′

k (x) 6= 0, then,

Λ
ij,p
k = E ζ

(
Φ0(α

p
j (xi

k, ζ))− Φ0(β
p
j (xi

k, ζ))
)+. (5.36)

Proof. See Appendix 5.4.6

Pricing a risk neutral Black-Scholes Call under the historical probability

Let (Ω,A, P) be a probability space. We consider a call option with maturity T and
strike K on a stock price (Xt)t∈[0,T] with dynamics

dXt = µXtdt + σXtdWt.

Considering a self financing portfolio Yt with ϕt assets and bonds with risk free
return r. We know that (see El Karoui et al. (1997)) the portfolio evolves according
to the following dynamics:

Yt = YT +
∫ T

t
f (Ys, Zs)ds −

∫ T

t
ZsdWs (5.37)

where the payoff YT = (XT − K)+, the hedging strategy Zt = σϕtXt and f (y, z) =
−ry − µ−r

σ z. It is clear that the function f is linear with respect to y and z and, it
is Lipschitz continuous with [ f ]Lip = max(r, µ−r

σ ). We perform the numerical tests
from the algorithm we propose with the following parameters

X0 = 100, r = 0.1, µ = 0.2, K = 100, T = 0.5

and make varying the volatility σ.
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σ Ŷ0 (n = 20) Ŷ0 (n = 40) Y0 Ẑ0 (n = 20) Ẑ0 (n = 40) Z0

0.05 04.97 05.01 05.00 04.67 04.58 04.62

0.07 05.23 05.26 05.27 06.04 05.95 05.95

0.10 05.81 05.84 05.85 07.83 07.72 07.71

0.30 10.88 10.89 10.91 19.00 18.91 19.01

0.40 13.56 13.56 13.58 24.91 24.82 24.99

0.50 16.26 16.25 16.26 31.07 30.98 31.24

TABLE 5.5: Call price in the BS model: Nk = 100, ∀k = 1, . . . , n; n ∈
{20, 40}. Computational time: < 1 second for n = 20 and around 1

second for n = 40.

Multidimensional example

We consider the following example due to J.-F. Chassagneux: let t ∈ [0, T]. Set

et = exp(W1
t + . . . + Wd

t + t)

where W is a d-dimensional Brownian motion. Consider the following BSDE:

dXt = dWt, −dYt = f (t, Yt, Zt)dt − Zt · dWt, YT =
eT

1 + eT
,

where f (t, y, z) = (z1 + . . . + zd)
(
y − 2+d

2d

)
. The solution of this BSDE is given by

Yt =
et

1 + et
, Zt =

et

(1 + et)2 . (5.38)

For the numerical experiments, we put the (regular) time discretization mesh to n =
20, with discretization step ∆. We use the uniform dispatching grid allocation and
define the quantization (Ŵtk

)0≤k≤n of the Brownian trajectories (Wtk
)0≤k≤n from the

following recursive procedure

Ŵtk+1 = Ŵtk
+
√

∆ ε̂, (5.39)

Ŵ0 = 0 and where ε̂ is the optimal quantization of the d-dimensional standard Gaus-
sian random variable. We choose t = 0.5, d = 2, 3, so that Y0 = 0.5 and Zi

0 = 0.25,
for every i = 1, . . . , d.
Using the Markovian product quantization method we get

1. for d = 2, with N1 = N2 = 30: Ŷ0 = 0.504, Ẑ1
0 = Ẑ2

0 = 0.24. The computation
time is around 4 seconds.

2. for d = 3, with N1 = N2 = N3 = 15: Ŷ0 = 0.547, Ẑ1
0 = Ẑ2

0 = Ẑ1
0 = 0.22. The

computation time is around 1 minute.



5.4. Appendix 77

Remark that the only reason motivating the choice of this example is the fact that the
considered backward has an explicit solution. Nevertheless our method works for a
general local volatility diffusion process X.

5.4 Appendix

5.4.1 Proof of Proposition 5.2.1

Proof. Let us set vi,ji+ := x
i,ji+1/2
k+1 and vi,ji− = x

i,ji−1/2
k+1 . We have

P(X̂k+1 = x
j
k+1|X̂k = x`k)=P

( d⋂

i=1

{
X̃i

k+1 ∈
(
vi,ji−, vi,ji+

)}∣∣X̂k = x`k

)

=P
( d⋂

i=1

{
E i

k(x`k, Zk+1) ∈
(
vi,ji−, vi,ji+

)})

=E
(

E
(

1⋂d
i=1

{
E i

k(x`k ,Zk+1)∈
(

vi,ji−,vi,ji+
)}
)∣∣Z(2:d)

k+1

)

=E
(
Ψ(x`k, Z

(2:d)
k+1 )

)

where, for every u ∈ Rq−1,

Ψ(x, u)=P
( d⋂

i=1

{
mi

k(x`k) +
√

∆σi1
k (x)Z1

k+1 +
√

∆
(
σ
(i,2:q)
k (x)|u

)
∈
(
vi,ji−, vi,ji+

)})
.

Let us set

Ai,k =
{

mi
k(x`k) +

√
∆σi1

k (x)Z1
k+1 +

√
∆
(
σ
(i,2:q)
k (x)|u

)
∈
(
vi,ji−, vi,ji+

)}
.

We know that if i ∈ J0
k(x) then Ai,k = {u ∈ J0

k,ji
(x)} and we deduce that

Ψ(x, u) = ∏
i0∈J0

k(x)

1{u∈J0
k,ji

(x)}P

(
( ⋂

i−∈J−k (x)

Ai−,k
)
∩
( ⋂

i+∈J+k (x)

Ai+,k
)
)

.

Furthermore, notice that if i+ ∈ J+k (x) then

Ai+,k =
{

Z1
k+1 ∈ (x

i,ji−
k+1 (x, u), x

i,ji+
k+1 (x, u))

}

and i− ∈ J−k (x) then

Ai−,k =
{

Z1
k+1 ∈ (x

i,ji+
k+1 (x, u), x

i,ji−
k+1 (x, u))

}
.

It follows that (remark that the sets J−k (x) or J+k (x) may be empty)

P

(
( ⋂

i−∈J−k (x)

Ai−,k
)
∩
( ⋂

i+∈J+k (x)

Ai+,k
)
)
=P

(
Z1

k+1 ∈
(

sup
i∈J+k (x)

x
i,ji−
k+1 (x, u), inf

i∈J+k (x)
x

i,ji+
k+1 (x, u)

)

∩
(

sup
i∈J−k (x)

x
i,ji+
k+1 (x, u), inf

i∈J−k (x)
x

i,ji−
k+1 (x, u)

))
.



78 Chapter 5. Stochastic volatility models: a multidimensional approach

This completes the proof since Z
(2:d)
k+1 ∼ N (0; Iq−1).

5.4.2 Proof of Proposition 5.2.2

Proof. 1. Set v`,j`+ := x
`,j`+1/2
k+1 and v`,j`− = x

`,j`−1/2
k+1 , for j ∈ Ik+1 and ` = 1, . . . , d. We

have

P(X̂k+1 = x
j
k+1|X̂k = xi

k)=P
( d⋂

`=1

{
X̃`

k+1 ∈
(
v`,j`−, v`,j`+

)}∣∣X̂k = xi
k

)

=P
( d⋂

`=1

{
E `

k (xi
k, Zk+1) ∈

(
v`,j`−, v`,j`+

)})
.

Since for every k = 0, . . . , n − 1, σ(tk, x) is a diagonal matrix, it follows that the
operators E `

k (xi
k, Zk+1) = E `

k (xi
k, Z`

k+1), for ` = 1, . . . , d, are independent, so that

P(X̂k+1 = x
j
k+1|X̂k = xi

k)=
d

∏
`=1

P
(
E `

k (xi
k, Z`

k+1) ∈
(
v`,j`−, v`,j`+

))

=
d

∏
`=1

[
Φ0
(
x
`,j`+
k+1 (xi

k)
)
− Φ0

(
x
`,j`−
k+1 (xi

k)
)]

.

The second assertion immediately follows.

5.4.3 Proof of Theorem 5.2.3

Proof. 1. For every k ∈ {1, . . . , n − 1}, for every ` = 1, . . . , d and for every j` =
1, . . . , N`

k+1, we have

P
(
X̃`

k+1 ∈ Cj`(Γ
`
k+1)|X̂k = xi

k

)
= P

(
X̃`

k+1 ≤ x
`,j`+1/2
k+1 |X̂k = xi

k

)
− P

(
X̃`

k+1 ≤ x
`,j`−1/2
k+1 |X̂k = xi

k

)

= P
(
E `

k (xi
k, Zk+1) ≤ x

`,j`+1/2
k+1

)
− P

(
E `

k (xi
k, Zk+1) ≤ x

`,j`−1/2
k+1

)
.

To complete the proof we just have to remark that E `
k (xi

k, Zk+1) ∼ N
(
m`

k(xi
k); ∆|σ`•

k (xi
k)|22
)
.

5.4.4 Proof of Theorem 5.2.4

Proof. Recall that for every k ≥ 0, X̂k = (X̂1
k , . . . , X̂d

k ), where X̂`
k is the quantization of

the `-th component X
`

k of the vector Xk. Therefore, following step by step the proof
of Lemma 3.2. in Pagès and Sagna (2015), we obtain for every k ≥ 1:

‖Xk − X̂k‖2 ≤
k

∑
k′=1

e(tk−tk′ )Cb,σ‖X̃k′ − X̂
Γk′
k′ ‖2 ,

where Cb,σ = [b]Lip + 1
2 [σ]

2
Lip. Using the definition of X̂k combined with Pierce’s

Lemma (see Theorem 1.1.1(b)) yields for every k = 1, . . . , n, for any η ∈ (0, 1],

‖Xk − X̂k‖2≤K2,η

k

∑
k′=1

e(k−k′)∆Cb,σ‖X̃`
k′‖2+η (N`

k′)
−1/d

.
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Recall that each component X̂`
k of the vector X̂k is defined as

X̂`
k =

̂̃X`
k , ` = 1, . . . , d,

where ̂̃X`
k is an optimal quadratic quantization of X̃`

k . Hence each component of X̂k

is stationary with respect to X̃`
k , that is X̂k = E(X̃`

k | ̂̃X`
k) = ̂̃X`

k . We deduce that for
every p ∈ (2, 3],

E|X̂k|p ≤ d
p
2 −1E|X̃k|p.

Following the lines of the proof of Lemma 3.2 in Pagès and Sagna (2015), we easily
show that for every ` ∈ {1, . . . , d}, ‖X̃`

k′‖2+η ≤ ak′(b, σ, k, d, ∆, x0, L, 2 + η), for η ∈
(0, 1]. This completes the proof.

5.4.5 Proof of Proposition 5.3.1

Proof. Let us set v`,j`+ := x
`,j`+1/2
k+1 and v`,j`− = x

`,j`−1/2
k+1 . We have

Λ
ij
k = E

(
Zk+111{Ek(X̂k ,Zk+1)∈Cj(Γk+1)}

∣∣X̂k = xi
k

)

= E
(
Zk+111{Ek(xi

k ,Zk+1)∈Cj(Γk+1)}
)

= E
(

Zk+1

d

∏
`′=1

11{E `′
k (xi

k ,Z`′
k+1)∈

(
v`

′ ,j
`′ −,v`,j

`′+
)}
)

.

Since the components of Zk+1 are independent, it follows that for ` = 1, . . . , d, the
component (i`, j) of Λ

ij
k reads

Λ
ij,`
k = E

(
Z`

k+1

d

∏
`′=1

11{E `′
k (xi

k ,Z`′
k+1)∈

(
v`

′ ,j
`′ −,v`,j

`′+
)}
)

= E
(

Z`
k+111{E `

k (xi
k ,Z`

k+1)∈
(

v`
′ ,j`−,v`,j`+

)}
)
× E

( d

∏
`′ 6=`

11{E `′
k (xi

k ,Z`′
k+1)∈

(
v`

′ ,j
`′ −,v`

′ ,j
`′+
)}
)

.

It is clear that

E
( d

∏
`′ 6=`

11{E `′
k (xi

k ,Z`′
k+1)∈

(
v`

′ ,j
`′ −,v`

′ ,j
`′+
)}
)
=

d

∏
`′ 6=`

[
Φ0
(
x
`′,j

`′+
k+1 (xi

k, 0)
)
− Φ0

(
x
`′,j

`′−
k+1 (xi

k, 0)
)]

.

On this other hand,

E
(

Z`
k+111{E `

k (xi
k ,Z`

k+1)∈
(

v`,j`−,v`,j`+
)}
)
= Φ′

0(x
`,j`−
k+1 (xi

k, 0))− Φ′
0(x

`,j`+
k+1 (xi

k, 0)).

Combining both previous equalities gives the announced result.

5.4.6 Proof of Proposition 5.3.2

Proof. Let us set v`,j`+ := x
`,j`+1/2
k+1 and v`,j`− = x

`,j`−1/2
k+1 . We have

Λ
ij
k = E

(
Zk+111{Ek(X̂k ,Zk+1)∈Cj(Γk+1)}

∣∣X̂k = xi
k

)

= E
(
Zk+111{Ek(xi

k ,Zk+1)∈Cj(Γk+1)}
)

= E
(
Zk+111Ai

j

)
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where

Ai
j =

d⋂

`=1

{E `
k (xi

k, Zk+1) ∈ (v`,j`−, v`,j`+)}

=
d⋂

`=1

{
m`

k(xi
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√
∆σ

`p
k (xi

k)Z
p
k+1 + ∑

p′ 6=p

√
∆σ

`p′

k (xi
k)Z

p′

k+1 ∈ (v`,j`−, v`,j`+)
}

.

Then, conditioning by Z
p
k+1 shows that the component Λ

ij,p
k of Λ

ij
k reads

Λ
ij,p
k = E

(
E
(
Z

p
k+111Ai

j`

)∣∣Zp
k+1

)
= E(Ψ(ζ)), ζ ∼ N (0; 1),

where for every u,

Ψ(u) = u P
( d⋂

`=1

A
p
`,k(u)

)

with

A
p
`,k(u) =

{
m`

k(xi
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√
∆σ

`p
k (xi

k)u + ∑
p′ 6=p

√
∆σ

`p′

k (xi
k)Z

p′
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}

.

Keep in mind that

∑
p′ 6=p

√
∆σ

`p′

k (xi
k)Z

p′

k+1
L
=
(

∆ ∑
p′ 6=p

(
σ
`p′

k (xi
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)2
)1/2

Z, Z ∼ N (0; 1).

Then, we may write

Ψ(u) = u 11{⋂
`0∈L

0,p
k

(xi
k
)

A
p
`0,k(u)

}P
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)

with
A

p
`+,k(u) =

{
Z ∈ (x

`,p,j`−
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k, u), x
`,p,j`+
k+1 (xi

k, u))
}

, Z ∼ N (0; 1).

It follows that

Ψ(u) = u 11{⋂
`0∈L

0,p
k

(xi
k
)

A
p
`0,k(u)

}P
( ⋂
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L
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p
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k, u), β
p
j (xi

k, u)
)
.

The result follows immediately.
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Chapter 6

Affine models and beyond

This is a joint work with Giorgia Callegaro and Martino Grasselli. The content of
this chapter has been submitted as a paper, see Callegaro et al. (2017b) in the bibli-
ography.

In this chapter we introduce a novel pricing methodology for a broad class of mod-
els for which the characteristic function of the log-asset price can be efficiently com-
puted. The new method avoids the numerical integration required by the Fourier-
based approaches and reveals to be fast and accurate, to the point that we can cal-
ibrate the models on real data. Our approach allows to price also American-style
options, as it is possible to compute the transition probabilities for the underlying.
This is accomplished through an efficient multinomial lattice discretization of the
asset price based on a new quantization procedure which exploits the knowledge of
the Fourier transform of the process at a given time. As a motivating example, we
price an American Put option in a Tempered Stable model, with constitutes the first
application of quantization to a pure jump process.

6.1 Introduction

A necessary feature in order to be able to reproduce the smile and skew typically
observed in the option market consists in allowing the volatility to vary stochasti-
cally. The problem of pricing derivatives in a stochastic volatility framework has
been deeply investigated in the literature. Starting from the pioneering works of
Hull and White (1987), Chesney and Scott (1989), Stein and Stein (1991) and Hes-
ton (1993), researchers introduced dozens of models, with continuous trajectories
or including jumps, with different levels of analytical tractability. Both models of
Stein and Stein (1991) and Heston (1993) belong to the affine class, for which the
log-asset price admits an explicit characteristic function in terms of the solution of
ordinary differential equations of Riccati type, so that options prices can be obtained
efficiently through the computation of a numerical integral, for which many ad-hoc
algorithms have been introduced, like e.g. the celebrated Fast Fourier Transform
(FFT), a method well known since long time ago by engineers and introduced in
quantitative finance by Carr and Madan (1999). Duffie et al. (2000) developed a sys-
tematic approach in order to perform the Fourier methodology for affine models,
including the presence of jumps in both the underlying and the volatility. Many
affine models, including jumps, have been indeed calibrated in both a single and
a multi factor setting for the volatility process, like e.g. Bates (1996), Jacobs and Li
(2008), Christoffersen et al. (2009) for the Heston based models and more recently
also Da Fonseca and Grasselli (2011) under the multi-dimensional matrix-valued
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(Wishart) specification of the volatility process. Also, some non affine models admit-
ting an explicit characteristic function of the log-asset have been introduced in liter-
ature. For example, the 3/2 model of Heston (1997) and the 4/2 model of Grasselli
(2016) consider specifications for the volatility process involving non linear transfor-
mations of the square root process, thus breaking the affine property. These models
are useful as they are able to capture interesting features, like the strict positivity
of the volatility and a mean reversion depending on the level of the volatility. In-
terestingly, for these models one can still apply the Fourier technique. Another im-
portant example of non affine model admitting explicit characteristic function of the
log-asset is the Variance Gamma model introduced by Madan et al. (1998), which
belongs to the more general class of Tempered Stable models introduced by Cont
et al. (1997), see also Eberlein et al. (2010).

While the Fast Fourier Transform methodology for pricing vanillas is extremely ef-
ficient, it is noteworthy that in the case of exotic derivatives the pricing problem
still represents a challenge, and Monte Carlo simulation is often the only possibility,
despite its potentially high computational cost. What is more, for American-style
options the Fourier approach is almost useless.

Starting from the results in Pagès and Sagna (2015) and Callegaro et al. (2015) (Chap-
ter 2), Callegaro et al. (2016) (Chapter 3), Callegaro et al. (2017a) (Chapter 4) and
Fiorin et al. (2015) (Chapter 5) extended the methodology to the case where the
volatility is stochastic. The passage from local to stochastic volatility models requires
additional care, from both the theoretical and the numerical point of view. For ex-
ample, a direct application of the argument presented in Pagès and Sagna (2015) is
not possible in the multi dimensional case. The approach in Callegaro et al. (2016)
(Chapter 3), Callegaro et al. (2017a) (Chapter 4) and Fiorin et al. (2015) (Chapter 5)
only requires that an Euler scheme is available for the stochastic model, which is the
case for most popular stochastic volatility models. A further extension of the method
to higher order discretization schemes has been recently investigated by McWalter
et al. (2017).

The approaches considered above can be applied in principle to a broad class of
stochastic volatility models, even non affine, but they do not lead to an efficient pric-
ing methodology in terms of computational time, so that the calibration becomes a
difficult task. What is more, the quantization of an Euler scheme (or even a more
sophisticated higher order scheme like in McWalter et al. (2017)) leads to a bias in
the approximation of the true probability density of the underlying at any time step
of the time discretization.

The chapter is organized as follows: in Section 6.2 we recall some basic notions on
quantization, with a particular focus on the recent recursive marginal quantization,
and we illustrate our new methodology. We also analyze the error generated by the
quantization and we provide some ex-ante estimates, thus providing the mathemat-
ical foundation to the whole procedure. In Section 6.3 we apply the methodology
to six stochastic volatility and pure jump models. We show the performance of the
Fourier-quantization methodology in the pricing of vanillas and we calibrate one of
them (a Tempered Stable model) on a book of options on the DAX index. We also go
beyond vanillas by pricing an American Put option in a Tempered Stable model. Sec-
tion 6.4 concludes, while we gather in Appendix 6.5.1, 6.5.2 and 6.5.3 the technical
proofs.
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6.2 The Fourier Based Quantization

Consider a random vector X. The aim of this section is to find an optimal discretiza-
tion of X, in a sense that will be made precise in what follows, by means of a vector
taking a finite number of values.
Let us introduce a filtered probability space (Ω,F , (Ft)t∈[0,T], P) where the filtra-
tion satisfies the usual hypotheses and consider the (positive) value of an asset S =
(St)t∈[0,T] at time T > 0, and take X = ST, namely d = 1. Suppose now that the
conditional characteristic function φt,T(u) of log(ST), for t ∈ [0, T],

φt,T(u) := E
[
eiu log(ST)

∣∣Ft], u ∈ R

is explicitly known, or at least it can be computed efficiently. We will denote by
φT(u) := φ0,T(u).
Standard arguments, see e.g. Shephard (1991), show that the density and the distri-
bution of ST can be recovered by the knowledge of φT through Fourier inversion:

P(ST ∈ dz) =

(
1
π

1
z

∫ ∞

0
Re
(
e−iu log(z)φT(u)

)
du

)
dz =: f (z)dz, (6.1)

and

P(ST ≤ z) =
1
2
− 1

π

∫ ∞

0
Re

(
e−iu log(z)φT(u)

iu

)
du, z ∈ (0,+∞). (6.2)

Here is where quantization meets Fourier analysis: we are going to express the den-
sity of the random variable ST appearing in the distortion function in terms of the
characteristic function through the Fourier inversion formula above. This will allow
us to quantize efficiently all random variables admitting a characteristic function in
closed form. This is a new contribution in the theory of quantization of stochastic
processes at a fixed time.
In order to do that, we proceed as follows:

i) we express the distortion function in terms of the Fourier representation of the
price density;

ii) we differentiate the distortion function and we notice the tridiagonal structure
of its Hessian;

iii) we provide the Master Equation that has to be solved in order to find the sta-
tionary quantizers.

6.2.1 The Distortion Function and the Master Equation

First of all, we recall that in the case d = 1 the Voronoi partition consists of simple
intervals. That is, given a quantization grid Γ = {x1, . . . , xN} of size N, a single

Voronoi cell Cj(Γ) takes the form Cj(Γ) =
[

x−j , x+j

]
, where

x−j =
1
2

(
xj−1 + xj

)
∀j = 2, . . . , N, x+j =

1
2

(
xj + xj+1

)
∀j = 1, . . . , N − 1.

Note that, since we consider positive processes (hence random variables), we have
x−1 = 0 and x+N = +∞.
Let us denote by PST

the distribution of ST. Exploiting the discrete nature of the
N-quantizer q(ST), and using the fact that it is constant over the Voronoi cells Cj(Γ),
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we can equivalently write the distortion function Dp in Definition 1.1.1 as

Dp(Γ) = Dp(x1, . . . , xN) =
N

∑
j=1

∫

Cj(Γ)
|z − xj|pdPST

(z). (6.3)

As the density of the random variable ST is assumed to be continuous and concen-
trated on (0,+∞), we shall differentiate the distortion function inside the integral in
order to find the Master Equation satisfied by the stationary quantizers.

Theorem 6.2.1 (The Master Equation). Let Γ = {x1, . . . , xN} be a quantization grid of
size N and p ∈ (1,+∞). Then Γ is p-stationary for the distortion function (6.3) if for
all j = 1, ..., N:

∫ +∞

0
Re

[
φT(u)e

−iu log(xj)

(
β̄

(
x−j
xj

,−iu, p

)
− β̄

(
xj

x+j
, 1 − p + iu, p

))]
du = 0,

(6.4)
where for a ∈ C, Re(b) > 0 and x ∈ (0, 1), the function β̄ is defined as

β̄(x, a, b) :=
∫ 1

x
ta−1(1 − t)b−1dt1. (6.5)

Proof. See Appendix 6.5.1

6.2.2 The Newton−Rapshom Algorithm

The problem of finding the p−stationary grid Γ for a generic random variable ST

boils down to solving the nonlinear system of equations (6.4). As far as the deriva-
tives of the Master Equation can be computed analytically, like in our case, the most
efficient way consists in implementing a Newton-Raphson algorithm, as suggested
in Pagès and Sagna (2015), Callegaro et al. (2015) (Chapter 2), Callegaro et al. (2016)
(Chapter 3), Callegaro et al. (2017a) (Chapter 4), Fiorin et al. (2015) (Chapter 5) and
McWalter et al. (2017).
Let us denote with Lj the derivative with respect to xj of the distortion function (6.3),
that is:

Lj(Γ) :=
p

π
x

p−1
j

∫ +∞

0
Re

[
φT(u)e

−iu log(xj)

(
β̄

(
x−j
xj

,−iu, p

)
− β̄

(
xj

x+j
, 1 − p + iu, p

))]
du.

(6.6)
Finding the stationary quantizers consists in solving the N-dimensional system L(Γ) =
0, which is equivalent to (6.4). Now, the Newton Raphson method needs the com-
putation of the N × N Jacobian matrix ∇L of the function L. Notice that Lj depends

1 The function β̄(x, a, b) can be written as

β̄(x, a, b) = β(a, b)− β(x, a, b) =
∫ 1

0
ta−1(1 − t)b−1dt −

∫ x

0
ta−1(1 − t)b−1dt,

where β(a, b) (resp. β(x, a, b)) is the complete (resp. incomplete) Euler beta function, see e.g.
Abramowitz and Stegun (1970). Therefore, β̄(x, a, b) can be denoted as complementary incomplete
Euler beta function. The complete Euler beta function is defined only when Re(a) > 0, Re(b) > 0,
because otherwise the integral would diverge. Nevertheless, its definition can be extended, by regu-
larization, to negative values of Re(a) and Re(b), see Ozcag et al. (2008) for a comprehensive study
of these special functions. From an implementation perspective, softwares like e.g. Wolfram System
already include a regularized version of the Beta and incomplete Beta functions defined for most ar-
guments, by taking into account singular cases.
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only on xj−1, xj and xj+1 (when j = 1 the function Lj depends just on x1 and x2,
while for j = N it depends on xN−1 and xN), so that the Jacobian of L turns out to be
tridiagonal.

Theorem 6.2.2 (The Fourier Quantization Algorithm). Let Γ(0) = {x1, . . . , xN} be a
quantization grid of size N and p ∈ (1,+∞). The Newton−Raphson algorithm for
the determination of the p-stationary quantizers takes the following recursive form:

Γ(n+1) = Γ(n) −
(
∇L(Γ(n))

)−1
· L(Γ(n)), n = 0, 1, ...

where the components of the N−dimensional vector L(·) are given by (6.6) and the
tridiagonal N × N matrix ∇L(·) is as follows:

∇Lj,j+1(Γ) =− p

2π

1
x+j

(
xj+1 − xj

2

)p−1 ∫ +∞

0
Re
[
φT(u)e

−iu log(x+j )
]

du, j = 1, ..., N − 1;

(6.7)

∇Lj,j−1(Γ) =− p

2π

1
x−j

(
xj − xj−1

2

)p−1 ∫ +∞

0
Re
[
φT(u)e

−iu log(x−j )
]

du, j = 2, ..., N;

(6.8)

∇Lj,j(Γ) =
p(p − 1)

π
x

p−2
j

∫ +∞

0
Re

[
φT(u)e

−iu log(xj)

(
β̄

(
x−j
xj

,−iu, p − 1

)
(6.9)

+β̄

(
xj

x+j
, 2 − p + iu, p − 1

))]
du +∇Lj,j+1(Γ) +∇Lj,j−1(Γ), j = 1, ..., N.

Proof. See Appendix 6.5.2

Remark 6.2.1. At the generic step k, the algorithm needs the computations of the
N−dimensional vectors L(Γ(n)) and ∇Lj,j(Γ

(n)) and the (N − 1)−dimensional vec-
tors associated to the upper and lower diagonal of the Jacobian. In addition, the
algorithm requires the inversion of a tridiagonal matrix, that can be performed effi-
ciently using for example an LU decomposition, at a very small computational cost.

6.2.3 Transition Probabilities

In view of the pricing of American (and possibly more general path dependent)
options, the study of the transition probability of a process (Xt)t∈[0,T] between two
time steps is fundamental. For a fixed maturity T > 0, let us define a discretization
mesh tk = k∆, k = 0, . . . , M, where ∆ = T

M . Let us assume that we have computed
the optimal quantization grids of size N for Xtk

, namely Γk = {xk
1, . . . , xk

N}, and for
Xtk+1 , namely Γk+1 = {xk+1

1 , . . . , xk+1
N }2. We denote with X̂k (resp. X̂k+1) the optimal

quantizer of Xtk
(resp. Xtk+1). We are interested in computing for k = 0, ..., M, the

following transition probability between the quantization grid Γk of the process X at
time tk and the quantization grid Γk+1 at time tk+1:

π̂k
j` := P

(
X̂k+1 = xk+1

`

∣∣X̂k = xk
j

)
= P

(
Xtk+1 ∈ C` (Γk+1)

∣∣Xtk
∈ Cj (Γk)

)
.

That is, we are reducing the dynamics of the process X to a multinomial lattice with
a constant number of nodes N, and we are interested in the transition probability

2Note that the size N of the grids could depend on time, that is N = Nk, but here we will consider
the case of a constant N for the sake of simplicity.
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between two subsequent nodes. An immediate application of the Bayes’ rule gives
the following result.

Lemma 6.2.3. The transition matrix (π̂k
j`)j` takes the following form:

π̂k
j` =

1

P
(

X̂k = xk
j

)
∫

Cj(Γk)
P
(
Xtk+1 ∈ C` (Γk+1)

∣∣Xtk
= z
)

P (Xtk
∈ dz) . (6.10)

Note that, when (Xt)t∈[0,T] is a process of dimension one with characteristic function
φt,T(u), it is possible to compute the elements in (6.10) using the Fourier inversion
formulas is (6.1) and (6.2).
In addition to this result, one can also prove that the multinomial lattice obtained
by quantizing at each time step the price process is actually a Markov chain. In fact,
using the arguments of (Pagès et al., 2003, Section 3), we get directly the following

Proposition 6.2.4. Let X be a Markov process on (Ω,F , (Ft)t∈[0,T], P). For k = 0, ..., M,
let X̂k be the optimal quantization of the process X at time tk, and Γk = {xk

1, . . . , xk
N}

the corresponding optimal quantization grid. Then the process
(

X̂k

)
k∈{0,...,M}

, equipped

with the transition probabilities in Equation (6.10), is a discrete-time Markov chain.

6.2.4 A Priori Estimates of the Quantization Error

Optimal p−quantizers minimize the quantization error, while stationary quantizers
are just stationary points of the distortion function. As a consequence, optimal quan-
tizers are stationary, but the converse is not true in general3. It is therefore important
to provide some a priori estimates for the quantization error. In this subsection we
present two different results for the asymptotic behavior of the Lp−mean quantiza-
tion error ep,N(ST, Γ). The first result is a celebrated lemma due to Pierce (1970), who
gives an a priori estimation of the error depending on the (p + δ) − th moment of
the random variable ST.

Lemma 6.2.5. (Pierce Lemma, 1970) Suppose E
(
|ST|p+δ

)
< +∞ for some δ > 0. Then

the Lp-mean quantization error satisfies:

(
Nep,N(ST, Γ)

)p ≤
(

C1E
(
|ST|p+δ

)
+ C2

)
, δ > 0, N ≥ C3, (6.11)

for some constants C1, C2, C3 > 0 depending on δ and p, but not on the distribution
of ST and on the size N of the quantization grid Γ.

Notice that the quality of the error estimate in the Pierce Lemma depends on the level
of regularity (integrability) of the underlying. In a stochastic volatility framework,
some typical phenomena like moment explosion may jeopardize the usefulness of
the result as the constants C1, C2, C3 may depend on δ. We now present a result in
the analysis of the convergence of the quantization error where the constants do not
depend on the moment explosion.

Theorem 6.2.6. Let us assume that ST has a finite p−th moment, and let assume that
its density f (as in Equation (6.1)) has a polynomial behavior at 0 and +∞. Then the

3An important exception is the case when the density is log-concave, for which the Fourier quanti-
zation algorithm allows to determine quantizers that are also optimal, see Remark 1.1.1.
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Lp−mean quantization error ep,N(ST, Γ) has the following asymptotic behavior:

lim
N→+∞

Nep,N(ST, Γ) ≤ 1
2

( || f || 1
p+1

(p + 1)

) 1
p

.

Proof. See Appendix 6.5.3.

Remark 6.2.2. The assumption of Theorem 6.2.6 is slightly stronger then the hy-
pothesis of the Pierce Lemma 6.2.5. In fact, the finiteness of the p − th moment and
the polynomial behavior at infinity together imply the existence of the (p + δ)− th
moment, for δ small enough. Nevertheless, it is important to notice that this result
gives an estimation which depends on the distribution of the stochastic process at
time T, and not on the value of δ as in the Pierce Lemma. For the asymptotic behav-
ior of some density functions in a stochastic volatility framework, see for example
Gulisashvili and Stein (2010).

6.2.5 The Role of the Parameter p

In this subsection we briefly discuss the behavior of the stationary quantizers ac-
cording to the choice of the parameter p in the Lp−distortion function. The usual
choice in the literature is p = 2, namely when one looks for quadratic optimal quan-
tizer. We present a simple example based on a random variable with known density,
namely the standard Gaussian N (0, 1), in order to get an insight about the behavior
of the quantization grids.

2 4 6 8 10 12 14

p

-6

-4

-2

0

2

4

6

FIGURE 6.1: Plot of the p-optimal quantizers for a N (0, 1) random
variable with a fixed number of points for the quantization grids N =

10 for some value of the parameter p ranging between 1 and 15.

From Figure 6.1 we see that as p increases, for N fixed and equal to N = 10, the
points in the quantization grid are more and more sparse around the origin. In other
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words, the choice of p depends on whether we are interested in the tails of the distri-
bution. In this sense, higher values for p are related to more conservative distortion
functions.

The choice of p affects also the behavior of the distortion function when consider-
ing the number of points N in the grid. From Figure 6.2(a) it follows that the (log-
)distortion function decreases more and more quickly as N increases. Figure 6.2(b)
illustrates the rate of convergence αp of the distortion function when expressed as
Dp(Γ) =

C
Nαp in terms of the number of points of the grid N. We see that as N → +∞

the rate αp tends to the corresponding value of the parameter p, in line with the
asymptotic result in Theorem 6.2.6 and Lemma 6.2.5.

6.3 Numerical Results

6.3.1 Structure of the Numerical Section

This section is devoted to applications of our new quantization technique to option
pricing. In Subsection 6.3.2, we consider six models for which the characteristic func-
tion of the asset price can be computed efficiently. These models include affine and
non affine jump-diffusion processes, where jumps are driven by Poisson and more
general Lévy processes, like in the tempered stable model. We will also consider a
bi-dimensional specification of the Heston (1993) model in order to emphasize that
our methodology can deal with a multi factor stochastic volatility.

As it is classical in the literature, first of all we will show in Subsection 6.3.3 the nu-
merical performance of our methodology in pricing vanilla options. Pricing vanillas
will be revealed to be very efficient, to the point that it will be possible to calibrate
the models using real data. In Subsection 6.3.4 we will provide an example of cali-
bration for the Tempered Stable model4 on real data.

Thanks to the results in Subsection 6.2.3 on the transition probabilities, in Subsection
6.3.5 we will consider the pricing of American options. In fact, exploiting the discrete
nature, with respect to time and space, of our discretization procedure, American
option pricing reduces to a classic backward induction algorithm applied to a some-
how optimal multinomial lattice.

6.3.2 The Models

We resume in Table 6.1 the main features of the six models we are going to imple-
ment in our numerical tests. Three of them are not affine, but they also admit a
characteristic function for the log-asset that can be expressed in closed form. Jumps
are driven by compensated Poisson as well as by Lévy processes. We have also in-
creased the dimension of the problem, by including a two-factor specification for the
volatility in the Heston (1993) model, thus leading to the so-called double-Heston
model investigated by Christoffersen et al. (2009).
We now briefly review the risk neutral dynamics of the models in Table 6.1. In Table
6.2, Table 6.3 and Table 6.4 we recall the closed form expression of the characteristic
function of the log-price for all models, together with the numerical values of the pa-
rameters we used in our pricing example. For each model one should check whether

4For sake of brevity we omit the calibration for the other models, for which results are available
upon request.
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FIGURE 6.2: Plot of the log-distortion Dp(Γ) and of the parameter
αp in the function Dp(Γ) = C

Nαp for a N (0, 1) random variable as a
function of the size of the grid N = 1, ..., 200 for some values of the

parameter p.
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Model Affine Non Affine Jumps 2d−Vol

Heston X

Double-Heston X X

Bates X X(Poisson)

4/2 X

Tempered stable X X(Lévy)

Variance Gamma X X(Lévy)

TABLE 6.1: Features of the six models implemented in the numerical
section.

the hypotheses required in either Lemma 6.2.5 or Theorem 6.2.6 are satisfied. In par-
ticular, since a few results are known relatively to the (polynomial) behavior of the
density of ST, we will mainly focus on assumptions of Lemma 6.2.5, namely we will
provide some reference on finiteness of moments of ST.

The Heston Model

The Heston (1993) model considers the following dynamics for the pair (S, V):

dSt

St
= rdt +

√
Vt

(
ρdW1

t +
√

1 − ρ2dW2
t

)
,

dVt = κ(θ − Vt) + ξ
√

VtdW1
t ,

where V denotes the instantaneous variance of the price process and it is modeled
as a CIR process. Here W1 and W2 are two independent standard Brownian mo-
tions and r is the interest rate. The parameters of the models are θ (the long-run
average variance), κ (the speed of the mean reversion of the variance), ξ (the vol
of vol parameter) and ρ5. The characteristic function in Table 6.2 is the one com-
puted in Albrecher et al. (2007). The conditions on the finiteness of moments of ST,
which depend on model parameters, are provided in Proposition 3.1 in Andersen
and Piterbarg (2007b). More generally, we refer to Gulisashvili and Stein (2010) for
the asymptotic behavior of the density function of ST.

5Of course, also the initial variance V0 should be considered as a parameter to be esti-
mated/calibrated, as it is unobservable.
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The Double-Heston Model

In order to improve the fit of the implied volatility surface, Christoffersen et al. (2009)
introduced an extension of the Heston (1993) model where the instantaneous vari-
ance is a bi-dimensional CIR process (V1, V2):

dSt

St
=rdt +

√
V1

t

(
ρ1dW1

t +
√

1 − ρ2
1dW2

t

)
+
√

V2
t

(
ρ2dB1

t +
√

1 − ρ2
2dB2

t

)
,

dV1
t =κ1

(
θ1 − V1

t

)
+ ξ1

√
V1

t dW1
t ,

dV2
t =κ2

(
θ2 − V2

t

)
+ ξ2

√
V2

t dB1
t .

Hereafter all Brownian motions are assumed to be mutually independent. The con-
ditions on the finiteness of moments of ST can be easily deduced again from An-
dersen and Piterbarg (2007b). In fact, as the volatility factors are independent, the
characteristic function splits into one-dimensional problems, see also Section 3.1.1 in
the extended online version of Da Fonseca et al. (2015).

The Bates Model

The Bates (1996) model extends the Heston (1993) one by including the presence of
(Poisson) jumps in the price process:

dSt

St
= rdt +

√
Vt

(
ρdW1

t +
√

1 − ρ2dW2
t

)
+ dZt,

dVt = κ(θ − Vt) + ξ
√

VtdW1
t ,

where Z is a (independent) compound Poisson process with intensity λ and log-
normal distribution of the jump size J, namely log(1+ J) ∼ N (a − 1

2 b2, b2). We refer
e.g. to Sections 6.1 and 6.2 in Keller-Ressel (2011) for a study of the finiteness of
moments of ST.

The 4/2 Stochastic Volatility Model

Grasselli (2016) introduced a model where the instantaneous variance is given by
a superposition of a CIR process and its inverse. This allows to recover as special
cases the square root Heston (1993) model and the (non affine) 3/2 model of Heston
(1997) and Platen (1997):

dSt

St
= rdt +

(
a
√

Vt +
b√
Vt

) (
ρdW1

t +
√

1 − ρ2dW2
t

)
,

dVt = κ(θ − Vt) + ξ
√

VtdW1
,

where the parameters have the same financial meaning as in the Heston (1993)
model6. We refer to Grasselli (2016) for a study of the finiteness of the moments
of S, which can become a strict local martingale under some parameter conditions.

6Note that taking a = 0 and b 6= 0 corresponds to the 3/2 model, for which the mean reversion
speed is proportional to the level of the instantaneous variance, contrarily to the Heston (1993) model
that has a constant speed. See Grasselli (2016) for further details.
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The Tempered Stable and Variance Gamma Models

The Tempered Stable model, introduced in Cont et al. (1997), assumes that the un-
derlying is an exponential Lévy process:

St = S0 exp[(r + γc)t + Xt], t ∈ [0, T], (6.12)

where γc is a convexity correction parameter and X denotes a Lévy process associ-
ated with a tempered stable distribution7: X ∼ TS(c+, α+, λ+, c−, α−, λ−). The pa-
rameters λ+ and λ− are tail decay rates, α+ and α− describe the measure of positive
and negative jumps, while c+ and c− determine the arrival rate of jumps of given
size. For further details on tempered stable processes and applications to finance we
refer to Cont and Tankov (2004). In particular, the moments of Xt, t ∈ [0, T] up to the
fourth order are known explicitly.

The Variance Gamma model, introduced by Madan et al. (1998), is an important
specification of the tempered stable family. It is constructed by taking a Brownian
motion with drift and changing its time scale:

Xt = θγ(t; 1, ν) + σWγ(t;1,ν), t ∈ [0, T],

where γ(t; µ, ν) denotes a Gamma process (with mean rate µ and variance rate ν),
that is an increasing Lévy process (also called subordinator) with independent and
stationary Gamma increments over non-overlapping intervals of time (t, t+ h)8. The
parameter σ describes the variance of the log-price process, while θ is related to the
skewness.

6.3.3 Pricing of Vanilla Options

As soon as an optimal quantization grid Γ = {x1, . . . , xN} of size N for the random
variable ST is given, pricing of vanilla options is immediate, since for any Lipschitz
continuous function F : Rd → R we can exploit the following cubature formula

E[F(ST)]
∼
= E[F(ŜT)] =

N

∑
`=1

F(x`)P(ŜT = x`).

We consider a book of vanilla options with maturity T = 1 year written on an under-
lying with initial price S0 = 100, interest rate r = 2% and strike K ranging between
80 and 1209. We fix the grid size to N = 120 and we set p = 2. For the parameter
of the different models we used the numerical values declared in Table 6.2, Table 6.3
and Table 6.4. We implemented the pricing using MATLAB, on a laptop with a 2.7
GHz CPU and 8 Gb of memory.

7Tempered stable distributions form a six parameter family of infinitely divisible distributions.
They include several well-known subclasses like Variance Gamma distributions of Madan et al. (1998),
bilateral Gamma distributions of Kuchler and Tappe (2008) and the CGMY distributions of Carr et al.
(2002).

8The density fh(g) of the Gamma increment g = γ(t + h; µ, nu)− γ(t; µ, ν) is given by the Gamma
density function with mean µh and variance νh. See e.g. Madan et al. (1998) and Cont et al. (1997) for
background on Gamma processes.

9As usual, Call (resp. Put) prices are provided when the strike is less (resp. greater) than 100.
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Heston

φT(u) = eC(T,u)+D(T,u)V0+riuT+iu log(S0)

C(T, u) = κθ
ξ2

(
(κ − iuρξ − d(u)) T − 2 log

(
c(u)−e−d(u)T

c(u)−1

))

D(T, u) = κ−iuρξ+d(u)
ξ2

(
1−e−d(u)T

c(u)−e−d(u)T

)

c(u) = κ−iuρξ+d(u)
κ−iuρξ−d(u)

d(u) =
√
(iuρξ − κ)2 + iuξ2 + u2ξ2

ρ = −0.6677 κ = 1.1646 θ = 0.0682

ξ = 0.5360 r = 0.02 S0 = 100 V0 = 0.0451.

Double Heston

φT(u) = eC1(T,u)+C2(T,u)+D1(T,u)V1
0 +D2(T,u)V2

0 +riuT+iu log(S0)

Cj(T, u) =
κjθj

ξ2
j

((
κj − iuρjξ j − dj(u)

)
T − 2 log

(
cj(u)−e

−dj(u)T

cj(u)−1

))
, j = 1, 2

Dj(T, u) =
κj−iuρjξ j+dj(u)

ξ2
j

(
1−e

−dj(u)T

cj(u)−e
−dj(u)T

)
, j = 1, 2

cj(u) =
κj−iuρjξ j+dj(u)

κj−iuρjξ j−dj(u)
, j = 1, 2.

dj(u) =
√
(iuρjξ j − κj)2 + iuξ2

j + u2ξ2
j , j = 1, 2.

ρ1 = −0.834 ρ2 = −0.957 κ1 = 2.597 θ1 = 0.053

ξ1 = 0.280 κ2 = 2.597 θ2 = 0.153 ξ2 = 3.667

r = 0.02 S0 = 100 V1
0 = 0.03 V2

0 = 0.03.

TABLE 6.2: Characteristic functions and parameters of the Heston
and Double Heston models.

Table 6.5, Table 6.6 and Table 6.7 illustrate the results. For each model we display
four columns. The first one (Benchmark) shows the prices obtained via the method-
ology of Carr and Madan (1999) that we take as a benchmark. In the second col-
umn (Quantization) we display the prices obtained with our new methodology. In
the third column (Rel error) there is the relative error in basis points, obtained as
the absolute value of the relative error between the benchmark and quantization
prices. Finally, in the last column (denoted by IVSD) we show the square of the
difference between implied volatilities obtained with the benchmark and the quan-
tization prices.
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Bates

φT(u) = eC(T,u)+D(T,u)V0+E(T,u)+riuT+iu log(S0)

C(T, u) = κθ
ξ2

(
(κ − iuρξ − d(u)) T − 2 log

(
c(u)−e−d(u)T

c(u)−1

))

D(T, u) = κ−iuρξ+d(u)
ξ2

(
1−e−d(u)T

c(u)−e−d(u)T

)

E(T, u) = λT

(
−iua + eiu log(1+a)+ b2

2 (−u2−iu) − 1
)

d(u) =
√
(iuρξ − κ)2 + iuξ2 + u2ξ2

c(u) = κ−iuρξ+d(u)
κ−iuρξ−d(u)

ρ = −0.8210 κ = 2.3924 θ = 0.0929 ξ = 0.6903

λ = 0.1 a = 0.1 b = 0.1

r = 0.02 S0 = 100 V0 = 0.0719

4/2

φT(u) = eB(T,u)+C(T,u)V0+riuT+iu log(S0)V
d−(u)
0 e(u)m(u)+1n(u)−d+(u)·

· Γ(d+(u))
Γ(m(u)+1) 1F1

(
d+(u), m(u) + 1, e2(u)V0

n(u)

)

A(u) = κ2 − 2σ2
(

iu
(

aρκ
ξ − 1

2 a2
)
− 1

2 u2
(
1 − ρ2

)
a2
)

B(T, u) = κ2θ
ξ2 T + iu

(
−ab − aρκθ+bρκ

ξ

)
T − u2

(
1 − ρ2

)
abT

C(T, u) = 1
ξ2

(
−
√

A(u) coth
(√

A(u)
2 T

)
+ κ − iuaρξ

)

m(u) =
2
ξ2

√(
κθ − ξ2

2

)2

− 2ξ2

(
iu

(
bρ

ξ

(
ξ2

2
− κθ

)
− b2

2

)
− 1

2
u2 (1 − ρ2) b2

)

K(T, u) = 1
ξ2

(√
A(u) coth

(√
A(u)
2 T

)
+ κ

)
e(u) =

√
A(u)

ξ2 sinh
(√

A(u)
2 T

)

d±(u) = 1
2 +

m(u)
2 ±

(
iubρ

ξ + κθ
ξ2

)
n(u) = K(T, u)− iuaρ

ξ

a = 0.3, b = 0.025, ρ = −0.7

κ = 1.8 θ = 0.04 ξ = 0.2

r = 0.02 S0 = 100 V0 = 0.04

TABLE 6.3: Characteristic functions and parameters of the Bates and
4/2 models
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Tempered Stable

φT(u) = eA+(T,u)+A−(T,u)+(r+ω)iuT+iu log(S0)

A±(T, u) = Tc±Γ(−α±)
(
(λ± − iu)

α± − (λ±)α±
)

ω = −α+Γ(−β+)
(
(λ+ − 1)β+ − λ+β+

)
− α−Γ(−β−)

(
(λ− + 1)β− − λ−β−)

c+ = 1 α+ = 0.5 λ+ = 6 c− = 1

α− = 0.5 λ− = 4 r = 0.02 S0 = 100

Variance Gamma

φT(u) =
(
1 − iuθν + 1

2 σ2νu2
)− T

ν e(r+ω)iuT+iu log(S0)

ω = 1
κ log

(
1 − κθ − 1

2 σ2κ
)

σ = 0.1213 ν = 0.1686 θ = 0.0436

r = 0.02 S0 = 100

TABLE 6.4: Characteristic functions and parameters of the Tempered
Stable and Variance Gamma models.

Table 6.5, Table 6.6 and Table 6.7 definitely show that the Fourier-quantization method-
ology is very accurate. What is more, our methodology is very efficient: the compu-
tational time to get all the prices is less than 0.5 seconds for each model10.

6.3.4 Calibration to Real Data

In this subsection, we perform the calibration of the Tempered Stable model to a
book of 80 option prices on the DAX index as of date August, 28th 200811. The book
includes 8 maturities (from 6 weeks to 3 years) with 20 strikes, ranging from 80% to
120% of the forward spot price. The calibration exercise consists in minimizing the
average square error on implied volatilities, defined as

Res Norm :=
1

#strikes #maturities

#strikes

∑
`=1

#maturities

∑
k=1

(
IVmarket

`,k − IVmodel
`,k

)2
.

10We did not perform any optimization in the code. On top of that, we guess that the computational
time can be even reduced by migrating to other languages like e.g. C++.

11The calibration can be easily performed for each of the six models presented, we skip the results
(available upon request) for the other models for the sake of brevity. The choice of the dataset is also
arbitrary: we tested several dates by getting similar results.
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Heston

Strike Benchmark Quantization Rel error (bp) IVSD (10−9)

K = 80 23.8545 23.8548 0.1259 0.1707

K = 85 19.7998 19.7996 0.0801 0.0326

K = 90 15.9937 15.9939 0.1158 0.0327

K = 95 12.4947 12.4946 0.0950 0.0107

K = 100 9.3709 9.3713 0.4384 0.1104

K = 100 7.3908 7.3897 1.4249 0.7254

K = 105 9.6153 9.6135 1.8997 2.1005

K = 110 12.3500 12.3483 1.4093 2.0872

K = 115 15.6221 15.6210 0.7253 1.1215

K = 120 19.3972 19.3957 0.7741 2.9009

Double Heston

Strike Benchmark Quantization Rel error (bp) IVSD (10−9)

K = 80 26.1012 26.1006 0.2592 0.6079

K = 85 22.3013 22.3013 0.0098 0.0005

K = 90 18.7483 18.7474 0.4638 0.6442

K = 95 15.4781 15.4769 0.7789 1.0599

K = 100 12.5224 12.5215 0.7214 0.5369

K = 100 10.5423 10.5414 0.8569 0.5369

K = 105 12.8268 12.8257 0.8638 0.7724

K = 110 15.4652 15.4636 1.0334 1.6390

K = 115 18.4605 18.4590 0.7857 1.4771

K = 120 21.8027 21.8011 0.6945 1.9000

TABLE 6.5: Pricing of Call and Put options, comparative performance
of the Heston and Double Heston models.
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Bates

Strike Benchmark Quantization Rel error (bp) IVSD (10−9)

K = 80 25.1892 25.1891 0.0569 0.0301

K = 85 21.4161 21.4145 0.7462 2.6017

K = 90 17.8933 17.8930 0.1970 0.1084

K = 95 14.6531 14.6529 0.1057 0.0176

K = 100 11.7262 11.7260 0.1408 0.0179

K = 100 9.7460 9.7450 1.0836 0.7322

K = 105 12.0606 12.0592 1.1650 1.2409

K = 110 14.7359 14.7335 1.6546 3.8517

K = 115 17.7822 17.7803 1.0617 2.5818

K = 120 21.1953 21.1940 0.6524 1.6919

4/2

Strike Benchmark Quantization Rel error (bp) IVSD (10−10)

K = 80 22.2976 22.2975 0.0438 0.4389

K = 85 18.1556 18.1554 0.0701 0.3200

K = 90 14.4630 14.4627 0.1752 0.7178

K = 95 11.2904 11.2894 0.8825 7.7704

K = 100 8.6592 8.6591 0.1165 0.0666

K = 100 6.6791 6.6791 0.0436 0.0055

K = 105 9.4665 9.4658 0.7249 2.9660

K = 110 12.7152 12.7147 0.4218 1.9542

K = 115 16.3530 16.3530 0.0359 0.0276

K = 120 20.3049 20.3049 0.0126 0.0067

TABLE 6.6: Pricing of Call and Put options, comparative performance
of the Bates and 4/2 models.
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Tempered Stable

Strike Benchmark Quantization Rel error (bp) IVSD (10−9)

K = 80 27.4464 27.4433 1.1301 1.1594

K = 85 24.2328 24.2291 1.5040 1.2875

K = 90 21.2982 21.2932 2.3803 2.1063

K = 95 18.6452 18.6394 3.1076 2.4338

K = 100 16.2692 16.2649 2.6318 1.2236

K = 100 14.2890 14.2847 2.9965 1.2236

K = 105 17.0806 17.0770 2.1142 0.8311

K = 110 20.1232 20.1198 1.7291 0.7607

K = 115 23.3979 23.3940 1.6465 0.9456

K = 120 26.8831 26.8779 1.9504 1.8195

Variance Gamma

Strike Benchmark Quantization Rel error (bp) IVSD (10−10)

K = 80 21.6791 21.6780 0.5022 4.9870

K = 85 16.9923 16.9917 0.3270 0.2344

K = 90 12.6260 12.6240 1.5411 0.8184

K = 95 8.8247 8.8239 0.9782 0.0722

K = 100 5.8004 5.7998 0.9101 0.0184

K = 100 3.8202 3.8197 1.3818 0.0184

K = 105 6.5342 6.5331 1.7495 0.0847

K = 110 9.9808 9.9799 0.9047 0.0688

K = 115 13.9749 13.9744 0.3720 0.0367

K = 120 18.3358 18.3351 0.3705 0.1181

TABLE 6.7: Pricing of Call and Put options, comparative performance
of the Tempered Stable and Variance Gamma models.
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Parameters Quantization & Fourier FFT

c+ 0.2899 0.3380

α+ 0.2800 0.0100

λ+ 18.9716 15.9982

c− 0.0145 0.0185

α− 1.7029 1.6574

λ− 0.0100 0.2934

Res Norm 9.1902 × 10−5 1.2551 × 10−4

TABLE 6.8: Tempered Stable model calibrated on a book of vanillas
on the DAX index as of date August, 28th 2008. The book includes 8
maturities (from 6 weeks to 3 years) with 10 strikes, ranging from 80%
to 120% of the spot price, for a total of 80 options. The left (resp. right)
column corresponds to the parameters calibrated using the quantiza-
tion (resp. FFT) procedure. Res Norm indicates the average square

error on implied volatilities.

The optimization is performed using a nonlinear least squares minimizer (the func-
tion lsqnonlin implemented in MATLAB, which uses the Levenberg-Marquardt al-
gorithm). In Table 6.8 we compare the calibrated Tempered Stable parameters, ob-
tained with our methodology, with the ones obtained with the Fast Fourier Trans-
form (FFT) approach of Carr and Madan (1999). The average square error on im-
plied volatilities (Res Norm) is similar for the two methods. Figure 6.3 provides
the squared errors in the two cases. In conclusion, our new methodology can be
efficiently adopted also in a calibration perspective.

6.3.5 Pricing of American Options

Motivated by the results in Subsection 6.2.3 on transition probabilities, we now con-
sider the pricing of American options. Let us assume that the set of possible exercise
times of the American option of maturity T is finite, i.e. we are approximating the
American option value with the price of a Bermudan option, where the exercise
time are tk = kT

M , with k = 1, . . . , M. Following the argument developed in Bally
et al. (2005), it is possible to write a quantized version of the backward dynamic pro-
gramming formula for the optimal value process giving the price of the American
option with associated payoff h(t, X):

{
V̂M := h(tN , X̂M)

V̂k := max
(

h(tk, X̂k), E
[
V̂k+1|X̂k

])
, k = 0, . . . , M − 1.
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(a) Squared errors using the quantization based procedure.
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(b) Squared errors using the FFT algorithm.

FIGURE 6.3: Plot of the square of the difference between the calibrated
model implied volatilities and the market implied volatilities, for all
the 10 strikes and the 8 maturities of the book of vanillas on the DAX
index as of date August, 28th 2008. The model used is a Tempered

Stable.

Assume that we have computed the transition probabilities πk
j` = P

(
X̂k+1 = xk+1

`
|X̂k = xk

j

)

as defined in Section 6.2.3. By backward induction, one can define the function v̂k by

v̂M(xM
j ) := h(tM, xM

j ), j = 1, . . . , N,

v̂k(xk
j ) := max

(
h(tk, xk

j ),
N

∑
`=1

πk
j` v̂k+1(xk+1

`
)

)
, k = 0, . . . , M − 1. (6.13)

Then V̂k = v̂k

(
X̂k

)
satisfies the dynamic programming equation.

We compute now the price of an American Put option in the Tempered Stable model,
where we consider the parameters as obtained in the calibration exercise of the
previous subsection, see Table 6.8. The relative error is computed as the absolute
value of the relative error between the benchmark and quantization prices, and is
expressed in basis points. Here the benchmark price is obtained using a finite differ-
ence method as in Cont and Voltchkova (2005).
From Table 6.9 we see that with N = 400 the relative error is around 1 basis point
on average. In conclusion, contrary to the FFT approach, here we can price also
non vanilla options using the same methodology. In fact, exploiting the discrete
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Strike Bench. N = 200 RelErr N = 300 RelErr N = 400 RelErr

K = 80 2.2589 2.2805 95.6218 2.2640 22.5774 2.2598 3.9842

K = 85 3.1986 3.2187 62.8400 3.2030 13.7560 3.1994 2.5011

K = 90 4.4940 4.5136 43.6137 4.4980 8.9008 4.4946 1.3351

K = 95 6.2169 6.2357 30.2402 6.2206 5.9515 6.2174 0.8043

K = 100 8.4182 8.4364 21.6198 8.4219 4.3952 8.4187 0.5940

K = 105 11.1182 11.1367 16.6394 11.1217 3.1480 11.1186 0.3598

K = 110 14.3026 14.3216 13.2843 14.3063 2.5869 14.3030 0.2797

K = 115 17.9269 17.9461 10.7102 17.9310 2.2871 17.9275 0.3347

K = 120 21.9262 21.9463 9.1671 21.9305 1.9611 21.9268 0.2736

Mean Err − − 33.7485 − 7.2849 − 1.1629

TABLE 6.9: Pricing of American Put options under the Tempered Sta-
ble model according to the size of the quantization grid N and the
strike price. The maturity is T = 1 year and the parameters of the
Tempered Stable model are as in the first column of Table 6.8. The
relative error is computed as the absolute value of the relative error
between the benchmark and quantization prices, and is expressed in
basis points. The benchmark price is obtained using a finite difference

method as in Cont and Voltchkova (2005).

nature, with respect to time and space, of our discretization of a stochastic process
based on quantization, we can apply all the pricing techniques that have been so far
developed for trees and lattices.

6.4 Conclusion

In any advanced stochastic model, pricing of a derivative should be fast and accu-
rate, otherwise calibration cannot be performed. In this chapter we introduced a new
efficient methodology to price options through an algorithm that mixes quantization
with Fourier analysis. The new technique is fast, accurate and flexible enough to con-
sider the pricing of American-style options. In fact, our Fourier-quantization based
procedure approximates the continuous time dynamics of the model with a some-
how optimal multinomial lattice, for which many backward algorithms are available
once the transition probabilities are known, which is the case in our approach.
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6.5 Appendix

6.5.1 Proof of Theorem 6.2.1

Proof. Let us fix the index j and rewrite the distortion function in Equation (6.3) by
emphasizing in the summation the four components depending on the variable xj:

Dp(Γ) =(terms not depending on xj) +
∫ x−j

xj−1

(z − xj−1)
pdPST

(z) +
∫ xj

x−j
(xj − z)pdPST

(z)

+
∫ x+j

xj

(z − xj)
pdPST

(z) +
∫ xj+1

x+j

(xj+1 − z)pdPST
(z).

We then derive with respect to xj, recalling the definition of the density f in (6.1):

∂Dp(Γ)

∂xj
=

1
2
(x−j − xj−1)

p f (x−j )−
1
2
(xj − x−j )

p f (x−j ) +
∫ xj

x−j
p(xj − z)p−1 f (z)dz

+
1
2
(x+j − xj)

p f (x+j )−
∫ x+j

xj

p(z − xj)
p−1 f (z)dz − 1

2
(xj+1 − x+j )

p f (x+j )

=
1
2

(
xj − xj−1

2

)p

f (x−j )−
1
2

(
xj − xj−1

2

)p

f +
∫ xj

x−j
p(xj − z)p−1 f (z)dz

+
1
2

(
xj+1 − xj

2

)p

f (x+j )−
∫ x+j

xj

p(z − xj)
p−1 f (z)dz − 1

2

(
xj+1 − xj

2

)p

f (x+j )

=
∫ xj

x−j
p(xj − z)p−1

(
1
π

1
z

(∫ +∞

0
Re
[
φT(u)e

−iu log(z)
]

du

))
dz

−
∫ x+j

xj

p(z − xj)
p−1
(

1
π

1
z

(∫ +∞

0
Re
[
φT(u)e

−iu log(z)
]

du

))
dz

=
p

π

∫ +∞

0
Re

[
φT(u)

(∫ xj

x−j
(xj − z)p−1z−1−iudz −

∫ x+j

xj

(z − xj)
p−1z−1−iudz

)]
du,

where we used the Equation (6.1). Now we study separately the two last integrals.
For the first one we use the change of variable t = z/xj to get

∫ xj

x−j
(xj − z)p−1z−1−iudz =x

p−1−iu
j

∫ 1
x−

j
xj

(1 − t)p−1 t−1−iudt

=x
p−1−iu
j β̄

(
x−j
xj

,−iu, p

)
,

where the function β̄ is defined in (6.5), while for the second integral we use 1/t =
z/xj and we find

∫ x+j

xj

(z − xj)
p−1z−1−iudz =x

p−1−iu
j

∫ xj

x+
j

1

(
1
t
− 1
)p−1 (1

t

)−1−iu (
− 1

t2

)
dt

=x
p−1−iu
j β̄

(
xj

x+j
, 1 − p + iu, p

)
.
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Summing up the two expressions we get

∂Dp(Γ)

∂xj
=

p

π
x

p−1
j

∫ +∞

0
Re

[
φT(u)e

−iu log(xj)

(
β̄

(
x−j
xj

,−iu, p

)
− β̄

(
xj

x+j
, 1 − p + iu, p

))]
du,

which gives the result.

6.5.2 Proof of Theorem 6.2.2

Proof. First of all, notice that we can rewrite ∂Dp(Γ)
∂xi

as seen in the proof of Theorem
6.2.1:

∂Dp(Γ)

∂xj
=
∫ xj

x−j
p(xj − z)p−1 f (z)dz −

∫ x+j

xj

p(z − xj)
p−1 f (z)dz.

We now compute the upper and lower diagonal components. Noting that xj+1 and
xj−1 appear only in the endpoints of the interval of integration, we easily have that

∂2Dp(Γ)

∂xj∂xj+1
= −1

2
p(x+j − xj)

p−1 f (x+j )

= − p

2π

1
x+j

(
xj+1 − xj

2

)p−1 ∫ +∞

0
Re
[
φT(u)e

−iu log(x+j )
]

du,

and

∂2Dp(Γ)

∂xj∂xj−1
= −1

2
p(xj − x−j )

p−1 f (x−j )

= − p

2π

1
x−j

(
xj − xj−1

2

)p−1 ∫ +∞

0
Re
[
φT(u)e

−iu log(x−j )
]

du.

Let us now consider the main diagonal:

∂2Dp(Γ)

∂xj∂xj
=− 1

2
p(x+j − xj)

p−1 f (x+j ) +
∫ xj

x−j
p(p − 1)(xj − z)p−2 f (z)dz

+
∫ x+j

xj

p(p − 1)(z − xj)
p−2 f (z)dz − 1

2
p(xj − x−j )

p−1 f (x−j )

=p(p − 1)

(∫ xj

x−j
(xi − z)p−2 f (z)dz +

∫ x+j

xj

(z − xj)
p−2 f (z)dz

)

+
∂2Dp(Γ)

∂xj∂xj+1
+

∂2Dp(Γ)

∂xj∂xj−1
.

Note that the integrals in the last expression are similar to the ones encountered in
the proof of Theorem 6.2.1 when replacing the exponent p − 2 with p − 1, so the
same computations lead to the result.

6.5.3 Proof of Theorem 6.2.6

Proof. The proof adapts to our context the arguments of Graf and Luschgy (2000)
and Cambanis and Gerr (1983) and will be developed in several steps.
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Step 0. As a preliminary step, we observe that from

f (z) ∼ z−α when z → +∞

and the fact that ST has finite p − th moment, it follows that α > p + 1. Similarly, the
polynomial behavior at 0

f (z) ∼ zγ when z → 0

and E
[
S

p
T

]
< +∞ implies that γ > −(1 + p). These conditions together guarantee

that || f || 1
p+1

< +∞.

Step 1. Now we develop the expression of the distortion function in the Voronoi
partition as follows:

DN (x1, . . . , xN) =
N

∑
i=1

∫

Ci

|z − xi|p f (z)dz

=
∫ x1

0
(x1 − z)p f (z)dz +

∫ x1+x2
2

x1

(z − x1)
p f (z)dz

+
∫ x2

x1+x2
2

(x2 − z)p f (z)dz +
∫ x2+x3

2

x2

(z − x2)
p f (z)dz + . . .

+
∫ xN−1

xN−2+xN−1
2

(xN−1 − z)p f (z)dz +
∫ xN−1+xN

2

xN−1

(z − xN−1)
p f (z)dz

+
∫ xN

xN−1+xN
2

(xN − z)p f (z)dz +
∫ +∞

xN

(z − xN)
p f (z)dz.

Let ξ1 = argmax
z∈[x1, x1+x2

2 ]
f (z), ξi = argmax

z∈Ci

f (z), for i = 2, . . . , N − 1, and ξN = argmax
z∈
[

xN−1+xN
2 ,xN

] f (z),

then

DN (x1, . . . , xN) ≤
∫ x1

0
(x1 − z)p f (z)dz + f (ξ1)

∫ x1+x2
2

x1

(z − x1)
pdz

+ f (ξ2)
∫ x2

x1+x2
2

(x2 − z)pdz + f (ξ2)
∫ x2+x3

2

x2

(z − x2)
pdz + . . .

+ f (ξN−1)
∫ xN−1

xN−2+xN−1
2

(xN−1 − z)pdz + f (ξN−1)
∫ xN−1+xN

2

xN−1

(z − xN−1)
pdz

+ f (ξN)
∫ xN

xN−1+xN
2

(z − xN)
pdz +

∫ +∞

xN

(z − xN)
p f (z)dz

=
∫ x1

0
(x1 − z)p f (z)dz +

N−1

∑
i=1

f (ξi) + f (ξi+1)

p + 1

(
xi+1 − xi

2

)p+1

+
∫ +∞

xN

(z − xN)
p f (z)dz.

Step 2. Let us define a quantization grid (x̄1, . . . , x̄N) such that

∫ x̄i

0
f

1
p+1 (z)dz

|| f ||
1

p+1
1

p+1

=

∫ x̄i

0
f

1
p+1 (z)dz

∫ +∞

0
f

1
p+1 (z)dz

=
2i − 1

2N
, for i = 1, . . . , N.
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This definition is well posed from Step 0. We have that, for i = 1, . . . , N − 1

∫ x̄i+1

x̄i

f
1

p+1 (z)dz =
|| f ||

1
p+1

1
p+1

N
,

and, using the mean value theorem (notice that f is continuous), we obtain that for
i = 1, . . . , N − 1 there exists ζi ∈ [x̄i, x̄i+1] such that

(x̄i+1 − x̄i)
p =

|| f ||
p

p+1
1

p+1

f
p

p+1 (ζi)Np
,

where the denominator is always bounded away from zero.
Step 3. In this step we provide a bound for the quantization error. We define

EN(x1, . . . , xN) :=
N−1

∑
i=1

f (ξi) + f (ξi+1)

p + 1

(
xi+1 − xi

2

)p+1

,

so that

DN(x1, . . . , xN) ≤ EN(x1, . . . , xN) +
∫ x1

0
(x1 − z)p f (z)dz +

∫ +∞

xN

(z − xN)
p f (z)dz.

We now use the quantization grid (x̄1, . . . , x̄N) defined in Step 2. Let us define, in
a similar way as in Step 1, ξ̄1 = argmax

z∈[x̄1, x̄1+x̄2
2 ]

f (z), ξ̄i = argmax
z∈
[

x̄i−1+x̄i
2 ,

x̄i+x̄i+1
2

] f (z), for i =

2, . . . , N − 1, and ξ̄N = argmax
z∈
[

x̄N−1+x̄N
2 ,xN

] f (z), then:

EN(x̄1, . . . , x̄N) =
N−1

∑
i=1

f (ξ̄i) + f (ξ̄i+1)

2p+1(p + 1)
(x̄i+1 − x̄i)

p (x̄i+1 − x̄i) +

=
|| f ||

p
p+1

1
p+1

2p+1(p + 1)Np

N−1

∑
i=1

f (ξ̄i) + f (ξ̄i+1)

f
p

p+1 (ζi)
(x̄i+1 − x̄i) .

By definition of the quantization error ep,N(ST, Γ), we have that

(
ep,N(ST, Γ)

)p ≤ DN(x̄1, . . . , x̄N) ≤ EN(x̄1, . . . , x̄N) +
∫ x̄1

0
(x̄1 − z)p f (z)dz

+
∫ +∞

x̄N

(z − x̄N)
p f (z)dz.

In the next step we study the asymptotic behavior of ep,N when N → +∞.

Step 4 Note that when N → +∞, x̄1 → 0 and x̄N → +∞, so that

N−1

∑
i=1

f (ξ̄i) + f (ξ̄i+1)

f
p

p+1 (ζi)
(x̄i+1 − x̄i) → 2

∫ +∞

0
f

1
p+1 (z)dz = 2|| f ||

1
p+1

1
p+1

.
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Now we show that the integrals
∫ +∞

x̄N

(z − x̄N)
p f (z)dz and

∫ +∞

x̄N

(z − x̄N)
p f (z)dz are

of order o

(
1

Np

)
. For the first one we recall that, from Step 2,

∫ +∞

x̄N

f
1

p+1 (z)dz =
|| f ||

1
p+1

1
p+1

2N
,

so that

lim
N→+∞

Np
∫ +∞

x̄N

(z − x̄N)
p f (z)dz =

2p

|| f ||
p

p+1
1

p+1

lim
N→+∞

∫ +∞

x̄N

(z − x̄N)
p f (z)dz

(∫ +∞

x̄N

f
1

p+1 (z)dz

)p ,

therefore we are reduced to the study of

lim
y→+∞

∫ +∞

y
(z − y)p f (z)dz

(∫ +∞

y
f

1
p+1 (z)dz

)p .

From Step 0 we have that f (z) ∼ z−α when z → +∞ for α > p + 1, then

lim
y→+∞

∫ +∞

y
(z − y)p f (z)dz

(∫ +∞

y
f

1
p+1 (z)dz

)p = lim
y→+∞

∫ +∞

y
(z − y)pz−αdz

(
y
− α

p+1+1

α
p+1 − 1

)p .

Let us focus on the numerator:
∫ +∞

y
(z − y)pz−αdz

z= y
t= yp+1−α

∫ 1

0
(1 − t)p tα−2−pdt

= yp+1−αβ(α − 1 − p, p + 1),

where the Beta function is well defined here as both α − 1− p and p + 1 are positive.
In conclusion we get

lim
N→+∞

Np
∫ +∞

x̄N

(z − x̄N)
p f (z)dz = 0,

that is
∫ +∞

x̄N

(z − x̄N)
p f (z)dz is o

(
1

Np

)
. The second integral

∫ +∞

x̄N

(z − x̄N)
p f (z)dz

can be handled similarly using the fact that f (z) behaves as zγ at 0 with γ > −1.
Step 5 Using the results in Step 4, we have that, when N → +∞,

(
ep,N(ST, Γ)

)p ≤ DN(x̄1, . . . , x̄N) ≤
|| f ||

p
p+1

1
p+1

2p+1(p + 1)

2|| f ||
1

p+1
1

p+1

Np
+ o

(
1

Np

)
+ o

(
1

Np

)

∼
|| f || 1

p+1

2p(p + 1)
1

Np
,
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and the theorem is proved.
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Chapter 7

Polynomial processes

This is a joint work with Giorgia Callegaro and Andrea Pallavicini.

Quantization algorithms are recently successfully adopted in option pricing prob-
lems to speed up Monte Carlo simulations thanks to the high convergence rate of
the numerical approximation. In particular, recursive marginal quantization has
been proven a flexible and versatile tool when applied to stochastic volatility pro-
cesses. In this chapter we apply for the first time these techniques to the family
of polynomial processes, by exploiting whenever possible their peculiar properties.
We derive theoretical results to assess the approximation errors, and we describe in
numerical examples practical tools for fast exotic option pricing.

7.1 Introduction

Recently a new class of Markov processes, termed polynomial processes, has been
introduced to model stock prices in view of financial applications. We refer to Cuchiero
et al. (2012) and Filipovic and Larsson (2016) for an introduction and a review of
the main properties of this family of processes, which include, e.g., the Brownian
motion, the geometric Brownian motion, Ornstein-Uhlenbeck processes, Jacobi pro-
cesses (on which we will focus here), Lévy processes and, more generally, affine pro-
cesses. The main property of polynomial processes is that conditional expectations
of polynomial functions of the process are again of polynomial type. In particular,
expected values of any polynomial of the process is again a polynomial in the initial
value of the process, so that moments of all orders can be easily computed in closed
form (up to a matrix exponential), even if the characteristic function of the process
may be not known.
This fundamental property allows to implement fast calibration algorithms for plain-
vanilla options quoted by the market, which usually depend only on the marginal
probability distribution of the underlying asset price at option expiry date. On the
other hand, pricing exotic options also requires transition probabilities because of
the path-dependent feature of such derivative products, such as time averages, con-
tinuous barriers and early redemptions. Joint probability distributions of the process
at different times can be in principle derived by exploiting the polynomial property
of the model, but the computational time rapidly explodes as the number of time ob-
servations increases. The work of Filipovic et al. (2016) represents an attempt to deal
with this issue by introducing an approximating Markov chain, which reduces the
dimensionality of the problem. In the present chapter we follow a different approach
and we apply, for the first time, quantization techniques to polynomial processes.
In this chapter we focus on a particular polynomial process, the Stochastic Volatility
Jacobi process (hereafter SVJ) first introduced in Ackerer et al. (2016), but our results



110 Chapter 7. Polynomial processes

can be extended to any polynomial model. The SVJ model is a diffusion model for
stock prices where the log-price squared volatility follows a Jacobi process with val-
ues in some compact interval. It includes as limiting cases the Black-Scholes model
and the Heston model, so that it can be viewed as a possible alternative to these
models in practical applications of option pricing. Our analysis on SVJ quantization
provides both practical tools to develop fast exotic option pricing algorithms and
theoretical results to assess the approximation errors.
In particular, we describe two alternative approaches to apply quantization tech-
niques to polynomial processes. First, we directly quantize the price probability
distributions obtained by exploiting the polynomial property. In this way we pro-
vide an alternative approach which could improve the efficiency of the pricing algo-
rithm proposed in Ackerer et al. (2016), even if we are bound to the dimensionality
problems arising in pricing path-dependent derivatives. So, to overcome these lim-
itations, we extend to multidimensional models the framework of Callegaro et al.
(2017a) (Chapter 4), which does not rely on the polynomial property of the model,
and we use it to price Bermudan options.

The chapter is organized as follows. In Section 7.2 the SVJ model is presented. Two
different quantization approaches are then described: firstly, in Section 7.3 quantiza-
tion techniques are adapted to polynomial models, leading to new pricing formulas
for plain-vanilla options, whose approximation error is discussed. Then, in Section
7.4 recursive marginal quantization (which does not take into account the polyno-
mial nature of our stochastic process) is introduced in a multidimensional setting
and it is applied to price path-dependent exotic options. Numerical results for all
the introduces algorithms, along with a discussion, are presented in Section 7.5.

7.2 The Stochastic Volatility Jacobi Model

We consider a filtered probability space (Ω,F , (Ft)t∈[0,T], Q), where Q is a risk neu-
tral probability measure and where the filtration (Ft)t∈[0,T] satisfies the usual hy-
potheses and models all the randomness in our model. We assume that the stock
price process S follows a SVJ model as in Ackerer et al. (2016), namely we fix 0 ≤
vmin < vmax and we define

St = eXt (7.1)

where the dynamics of (V, X) follows the stochastic volatility model




dVt=κ(θ − Vt)dt + σ
√

Q(Vt)dWt

dXt=(r − δ − Vt/2)dt + ρ
√

Q(Vt)dWt +
√

Vt − ρ2Q(Vt)dW⊥
t

(7.2)

with X0 = x0∈ R, V0 = v0∈ [vmin, vmax] and where the interest rate r > 0, ρ ∈ [−1, 1],
the mean reversion speed is κ ≥ 0, the reversion level θ belongs to [vmin, vmax],

Q(v) :=
(v − vmin)(v − vmax)

(
√

vmax −
√

vmin)
2

and where W and W⊥ are independent standard Brownian motions. Clearly, we
have that Ft = FW

t ∨ FW⊥
t , t ∈ [0, T]. It is known that as special limiting cases of a

SVJ model we obtain the Black-Scholes (take v0 = θ = vmax) and the Heston model
(take vmin = 0 and vmax → ∞).
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Remark 7.2.1. (Existence and Uniqueness of SVJ SDE Solution)

The name SVJ is motivated by the model being clearly a stochastic volatility one,
with the instantaneous squared volatility V having a dynamics of Jacobi type, bounded
on the interval [vmin, vmax]. Indeed, the following result holds (see (Ackerer et al.,
2016, Theorem 2.1)): for any deterministic initial state (v0, x0) ∈ [vmin, vmax] × R,
there exists a unique solution (V, X) to the system (7.2), taking values in [vmin, vmax]×
R. Furthermore, it is possible to show that if (v0, x0) ∈ (vmin, vmax)×R, then (Vt, Xt)
takes values in (vmin, vmax)× R if and only if

σ2(vmax − vmin)

(
√

vmax −
√

vmin)2 ≤ 2κ min{vmax − θ, θ − vmin}.

Moments in the SVJ model are known in closed form up to a matrix exponential.
Indeed, if we write the generator G of the SVJ process, namely

G f (v, x) = b>(v)∇ f (v, x) +
1
2

Tr
(
a(v)∇2 f (v, x)

)

with drift vector b(v) and the diffusion matrix a(v) given by

b(v) =




κ(θ − v)

r − δ − v/2


 , a(v) =




σ2Q(v)ρσQ(v)

ρσQ(v) v




we have that G maps any polynomial of degree n onto a polynomial of degree n
or less as shown in Filipovic and Larsson (2016). As a consequence is possible to
evaluate the conditional moments of (VT, XT) as follows. Let Poln be the vector
space of polynomials in (v, x) of degree less than or equal to n. For any positive
integer N, we term M = (N + 2)(N + 1)/2 the dimension of PolN , we introduce a
basis h1(v, x), . . . , hM(v, x) of polynomials of PolN , and we denote by G the matrix
representation of the linear map G restricted to PolN with respect to this basis. Thus,
from Theorem 3.1 in Filipovic and Larsson (2016) we get that for any polynomial
p ∈ PolN we have

E [p(VT, XT)|Ft] =

[
h1(Vt, Xt) . . .hM(Vt, Xt)

]
e(T−t)G

~p ∀t < T

where ~p ∈ RM is the coordinate representation of the polynomial p(v, x) with re-
spect to the basis h. In this chapter we term this relationship as polynomial property.
We recall here the technical results on the closed form pricing of European options,
that we will need from now on. Let us define the weighted Lebesgue space

L2
w =

{
f (x) : || f ||2w =

∫

R
f 2(x)w(x)dx < ∞

}
,

equipped with the scalar product

〈 f , g〉w =
∫

R
f (x)g(x)w(x)dx,

where w is the Gaussian weight function, i.e., the Gaussian density with mean µw

and variance σ2
w. The space L2

w, which is an Hilbert space, admits an orthonormal
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basis, called the generalized Hermite polynomials Hn, given by

Hn(x) =
1√
n!
Hn

(
x − µw

σw

)
, (7.3)

where Hn are the probabilist Hermite polynomials defined as

Hn(x) = (−1)ne
x2
2

dn

dxn
e−

x2
2 . (7.4)

If we assume that gT is the density of the log price XT, then we can define `(x) =
gT(x)
w(x)

. If we want to price a European option with payoff f ∈ L2
w then we get

E[ f (XT)] =
∫

R
f (x)gT(x)dx =

∫

R
f (x)`(x)w(x)dx = 〈 f , `〉w.

Since L2
w is an Hilbert space with orthonormal basis Hn, we can rewrite the previous

formula as
E[ f (XT)] = ∑

n≥0
fn`n, (7.5)

for the Fourier coefficients
fn = 〈 f , Hn〉w, (7.6)

and the Hermite moments

`n = 〈`, Hn〉w =
∫

R
Hn(x)`(x)w(x)dx =

∫

R
Hn(x)gT(x)dx. (7.7)

Notice that the last equality shows that `n is a linear combination of moments of XT,
since Hn is a polynomial. It is then possible to compute `n in closed form, because of
the polynomial nature of the process.

7.3 Quantization of a Polynomial Process

We will now discuss how to deal with polynomial processes. In particular, we con-
sider the SVJ model, but our approach is general and flexible enough to be applied
to any polynomial process. As a first approach, in this section, we exploit the poly-
nomial property and we focus on the quantization of the log price process X at a
fixed date. Then, in Section 7.4, in order to deal with path-dependent options, we
forget about the polynomial nature of (V, X) and we extend the general framework
in Callegaro et al. (2017a) (Chapter 4) to discretize the bidimensional process (V, X)
at a whole set of dates via RMQ.

7.3.1 Exploiting the Polynomial Property

In this section we will consider the problem of finding a (sub-)optimal quantizer of
the log price process X at a given time T.
The main result of this section is the possibility of writing the Master equation in
closed form, thanks to the polynomial nature of our processes.

Theorem 7.3.1. (Polynomial Process Quantization)

Consider the Master equation

E
[
(XT − xi) 11XT∈Ci(Γ)

]
= 0, i = 1, . . . , N (7.8)
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and its i-th component

Ei(x1, . . . , xN) := E
[
(XT − xi) 11XT∈Ci(Γ)

]
= 0 (7.9)

where Ci(Γ) =

[
xi−1 + xi

2
,

xi + xi+1

2

]
, C1(Γ) =

[
−∞, x1+x2

2

]
and CN(Γ) =

[
xN−1+xN

2 ,+∞
]
.

If X is a polynomial process with Hermite moments `n, then equation (7.9) reads

∑
n≥0

f i
n`n = 0, (7.10)

where the (Fourier) coefficients f i
n are given by

f i
n = hn

(
xi−1 + xi

2

)
− hn

(
xi + xi+1

2

)
− xi

(
ln

(
xi−1 + xi

2

)
− ln

(
xi + xi+1

2

))

with

h0(K) = σwφ

(
K − µw

σw

)
+ µwΦ

(
µw − K

σw

)

h1(K) = σw

[
K − µw

σw
φ

(
K − µw

σw

)
+ Φ

(
K − µw

σw

)]
+ µwφ

(
K − µw

σw

)

hn(K) =
1√
n!

φ

(
K − µw

σw

) [
σwHn

(
K − µw

σw

)
+ nσwHn−2

(
K − µw

σw

)
(7.11)

+ µwHn−1

(
K − µw

σw

) ]
, n ≥ 2,

and

l0(K) = Φ

(
K − µw

σw

)

ln(K) =
1√
n!
Hn−1

(
K − µw

σw

)
φ

(
K − µw

σw

)
, n ≥ 1, (7.12)

and where φ and Φ are, respectively, the density and the cumulative distribution
functions of a standard univariate Gaussian random variable.

Proof. See Appendix 7.7.1.

7.3.2 Calculation of the Sub-Optimal Quantizer

Even if Equation (7.9) can be written in closed form for every i = 1, . . . , N, it is im-
possible to find an analytical expression for the solution to the nonlinear system,
which corresponds to the (sub)-optimal quantizer. Hence, we need to solve this
system numerically. As already noted in the previous chapters, the literature sug-
gests the Newton-Raphson method as the best first choice to tackle the system of
equations. The proposition below provides the Jacobian matrix to be used in the
Newton-Raphson procedure.
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Proposition 7.3.2. Consider the system of equations (7.8)





E1(x1, . . . , xN) :=E
[
(XT − x1) 11XT∈C1(Γ)

]
= 0

E2(x1, . . . , xN) :=E
[
(XT − x2) 11XT∈C2(Γ)

]
= 0

...

EN(x1, . . . , xN) :=E
[
(XT − xN) 11XT∈CN(Γ)

]
= 0

(7.13)

When X is a polynomial process with Hermite moments `n, the Jacobian matrix J of
the vector function E = (E1, . . . , EN) is tridiagonal and symmetric, and its compo-
nents have the following form:

Ji,i−1 =
1
2

(
xi − xi−1

2

)
gT

(
xi−1 + xi

2

)
i = 2, . . . , N

Ji,i = Ji,i−1 + Ji,i+1 − P (ST ∈ Ci(Γ)) i = 1, . . . , N,

with J1,0 = JN,N+1 = 0 and where

gT(x) = ∑
n≥0

`nHn(x)w(x), (7.14)

P (XT ∈ Ci(Γ)) = ∑
n≥0

`n

(
ln

(
xi−1 + xi

2

)
− ln

(
xi + xi+1

2

))
, (7.15)

and the coefficients ln are computed in (7.12).

Proof. See Appendix 7.7.2.

The Newton-Raphson algorithm has then the following structure: starting from an
initial guess Γ(0), the k-th iteration is

Γ(k) = Γ(k−1) − J−1
(

Γ(k−1)
)

E
(

Γ(k−1)
)

k = 1, 2, . . . (7.16)

where E = (E1, . . . , EN) is defined in Proposition 7.3.2 and it is computed thanks
to Theorem 7.3.1. Given a stopping criterion, the final iteration is the (sub-)optimal
quantization grid Γ∗.
Then, let us assume that we have found, numerically, the solution Γ∗ = {x∗1 , . . . , x∗N}.
This grid Γ∗ is the (sub-)optimal quantization grid associated to XT. In order to
compute an expected value as the pricing of a Vanilla option, we need to know the
weights associated to every Voronoi cell Ci(Γ

∗), for i = 1, . . . , N. The weights are
straightforwardly given by (7.15).

7.3.3 Analysis of the Approximation Error

We focus on pricing of at time 0 of a European option with payoff f . We consider,
without loss of generality, f as the payoff of a Call option written on S having expiry
T > 0 and strike price K, i.e.,

f = f (ST) = (ST − K)+

In what follows we will need the following three versions of the price:
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• π f is the exact price at time 0, i.e.,

π f := EQ
[
e−rT(ST − K)+

]
= e−rT

∫

R
(ex − K)+ gT(x)dx,

where gT is the density of the log price X at time T, given by (7.14). This
formula contains an infinite sum, so the function gT function is not computable
in closed form.

• π
(M)
f is the price computed using the polynomial approximation at level M,

i.e., approximating the density gT(x) with

g
(M)
T (x) =

M

∑
n=0

`nHn(x)w(x), (7.17)

namely

π
(M)
f = e−rT

∫

R
(ex − K)+ g

(M)
T (x)dx =

M

∑
n=0

`n fn,

• π̂
(M,N)
f is the price computed by approximating the log-spot price at maturity

by means of quantization on a grid with N points:

π̂
(M,N)
f =e−rT

N

∑
i=1

∫

Ci(ΓX)
(exi − K)+g

(M)
T (x)dx

=e−rT
N

∑
i=1

(exi − K)+P
(

X
(M)
T ∈ Ci(Γ

X)
)

(7.18)

where ΓX = {x1, . . . , xN} is the optimal quantizer relative to X
(M)
T , the log

price with (approximate) density g
(M)
T . We denote by X̂

(M,N)
T the quantization

of X
(M)
T . Notice that we also have

π̂
(M,N)
f = e−rT

N

∑
i=1

(exi − K)+ P
(

X̂
(M,N)
T = xi

)
.

The accuracy of our methodology can be studied by analyzing the (asymptotic) be-
havior of the price approximation, namely

errM,N :=
∣∣∣π f − π̂

(M,N)
f

∣∣∣ . (7.19)

We split the error in two parts that we study separately:

errM,N ≤
∣∣∣π f − π

(M)
f

∣∣∣+
∣∣∣π(M)

f − π̂
(M,N)
f

∣∣∣ ,

where
∣∣∣π f − π

(M)
f

∣∣∣ is the truncation error |ε(M)|, depending on M, as defined and
studied in Ackerer et al. (2016, Section 4), to which we refer for a detailed analysis,

while
∣∣∣π(M)

f − π̂
(M,N)
f

∣∣∣ is the quantization error, depending on N, on which we focus
in the remaining part of this section.

We focus now the quantization error
∣∣∣π(M)

f − π̂
(M,N)
f

∣∣∣, via an intermediate lemma
and a theorem providing a precise asymptotic behavior of the quantization error.
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Lemma 7.3.3. The quantization error
∣∣∣π(M)

f − π̂
(M,N)
f

∣∣∣ satisfies

∣∣∣π(M)
f − π̂

(M,N)
f

∣∣∣ ≤
∣∣∣
∣∣∣S(M)

T − Ŝ
(M,N)
T

∣∣∣
∣∣∣
2

,

where S
(M)
T := eX

(M)
T and Ŝ

(M,N)
T is the N-quantizer relative to S

(M)
T .

Proof. See Appendix 7.7.3.

Now we are ready to size the quantization error. As known from Zador theorem, the
distance ||S(M)

T − Ŝ
(M,N)
T ||2 has an asymptotic linear decay when N goes to infinity.

The precise expression of this limit can be derived by using the recent error estimates
obtained in a different setting by Callegaro et al. (2017b, Theorem 2.11) (Theorem
6.2.6), where the second order moment of S

(M)
T is required to be finite and the density

of S
(M)
T at 0 and at +∞ must have polynomial behavior. Here, we can show that we

can relax these assumptions thanks to the explicit form of the density h
(M)
T of S

(M)
T .

Theorem 7.3.4. (Quantization Error Estimate)

In our setting, for any given M > 0, we have the following result:

lim
N→+∞

N
∣∣∣
∣∣∣S(M)

T − Ŝ
(M,N)
T

∣∣∣
∣∣∣
2
≤

∣∣∣
∣∣∣h(M)

T

∣∣∣
∣∣∣

1
2

1
3

2
√

3
. (7.20)

where S
(M)
T = eX

(M)
T has density h

(M)
T (s) =

g
(M)
T (ln(s))

s for s ∈ (0,+∞) and Ŝ
(M,N)
T is the

N-quantizer relative to S
(M)
T .

Proof. See Appendix 7.7.4.

7.4 An Alternative Approach: Multidimensional Recursive

Quantization

Here, we consider the quantization of a system of SDEs. We will present a general
framework, that we will then apply to the case of the SVJ model. Let us consider the
following d-dimensional SDE:

dXt = µ (t, Xt) dt + Σ (t, Xt) dWt, X0 = x0. (7.21)

where µ : R+ × Rd −→ Rd, Σ : R+ × Rd −→ Rd × Rq and W is a q-dimensional
Brownian motion. We suppose that µ and Σ are sufficiently regular so that to ensure
existence and uniqueness of a solution to the SDE (7.21).
Let us now fix a time discretization grid tk = k∆, k = 0, . . . , L, with ∆ = T

L , where T is
a given maturity, ∆ is the time step size and L is the number of discretization points
of the time grid. A general discretization scheme can be written in the following
iterative form:

X̃tk+1 = A
(

tk, ∆, X̃tk

)
+ B

(
tk, ∆, X̃tk

, ∆Wtk

)
, X̃t0 = x0, (7.22)

where A : R+×R+×Rd −→ Rd and B : R+×R+×Rd ×Rq −→ Rd depend on the
discretization scheme and ∆Wtk

= 1√
∆

(
Wtk+1 − Wtk

)
is a q-dimensional Gaussian

vector with mean 0 and variance-covariance matrix Iq.
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Depending on the time discretization scheme in use, it is possible to know the law
of (X̃tk+1 |X̃tk

), that clearly depends on A and B. In particular, in the case of the Euler-
Maruyama (or simply Euler) scheme, that we will choose, (X̃tk+1 |{X̃tk

= x}), x ∈ Rd,
has a multivariate Gaussian distribution, while in the case of the Milstein scheme
it has a generalized Chi-squared distribution. For higher order schemes, the condi-
tional distribution has to be determined on a case by case basis.

7.4.1 Mathematical Foundation of the Algorithm

Henceforth we consider the Euler scheme, so that, conditioning on {X̃tk
= x}, we

have (recall Equation (7.22))

A (tk, ∆, x) = x + µ(tk, x)∆, B (tk, ∆, x, ∆Wtk
) =

√
∆Σ(tk, x)∆Wtk

, (7.23)

and the following lemma holds:

Lemma 7.4.1. For every 0 ≤ k ≤ L, conditionally on the event {X̃tk
= x}, the random

vector X̃tk+1 is Gaussian:

L(X̃tk+1 |{X̃tk
= x}) ∼ N

(
x + µ(tk, x)∆, ∆(ΣΣT)(tk, x)

)
. (7.24)

In particular, if Xt =
(
X1

t , . . . , Xd
t

)
and X̃tk

=
(

X̃1
tk

, . . . , X̃d
tk

)
for k = 0, . . . , L, and

x =
(

x1, . . . , xd
)
, we have that for every i = 1, . . . , d

L(X̃i
tk+1

|{X̃tk
= x}) ∼ N (mi(tk, x), si(tk, x)) , (7.25)

where
mi(tk, x) := xi + µi(tk, x)∆

is the i-th component of the vector x + µ(tk, x) and si(tk, x) is the i-th diagonal ele-
ment of the (symmetric) matrix ΣΣT.

It is then possible to write the distribution of X̃i
tk+1

in a closed form:

P
(

X̃i
tk+1

∈ dxi
k+1

)
=
∫

Rd
φmi(tk ,xk),si(tk ,xk)

(
xi

k+1

)
P
(

X̃tk
∈ dxk

)
, (7.26)

where φm,s is the probability density function of a one dimensional Gaussian variable
with mean m and variance s.
Let us fix a quantization grid Γi,k+1 =

(
γ1

i,k+1, . . . , γN
i,k+1

)
of size N relative to X̃i

tk+1
.

The distortion function associated with Γi,k+1 reads

Di,k+1 (Γi,k+1) =
N

∑
j=1

∫

Cj(Γi,k+1)

(
xi

k+1 − γ
j
i,k+1

)2
P
(

X̃i
tk+1

∈ dxi
k+1

)
(7.27)

where
(
Cj (Γi,k+1)

)
j=1,...,N is the Voronoi tessellation associated with the grid Γi,k+1.

It is now possible to write the recursive quantization algorithm. Having quantized
every i-th component of the vector X̃tk

, via an Ni-dimensional grid, it is possible to
approximate the distribution in (7.26) as

P
(

X̃i
tk+1

∈ dxi
k+1

)
≈

N1

∑
j1=1

· · ·
Nd

∑
jd=1

φ
mi(tk ,x

j1
1,k ,...,x

jd
d,k),si(tk ,x

j1
1,k ,...,x

jd
d,k)

(
xi

k+1

)
P
(

X̃tk
=
(

x
j1
1,k, . . . , x

jd
d,k

))
,

(7.28)
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where x
j`
`,k corresponds to the j`-th element of the optimal quantization grid of the

`-th component of the vector X̃tk
. It is immediate to see that it is possible to compute

in closed form also the distribution of the vector X̃tk+1 : indeed, we have that

P
(

X̃tk+1 ∈ dxk+1

)
≈ ∑

N1

j1=1 · · ·∑
Nd

jd=1 φ̄
m(tk ,x

j1
1,k ,...,x

jd
d,k),s(tk ,x

j1
1,k ,...,x

jd
d,k)

(xk+1)P
(

X̃tk
=
(

x
j1
1,k, . . . , x

jd
d,k

))
,

(7.29)
where φ̄ is the density function of a d-dimensional Gaussian random variable with

mean m(tk, x
j1
1,k, . . . , x

jd
d,k) =

(
x

j1
1,k, . . . , x

jd
d,k

)
+µ

(
tk, x

j1
1,k, . . . , x

jd
d,k

)
and variance-covariance

matrix s(tk, x
j1
1,k, . . . , x

jd
d,k) = ∆(ΣΣT)

(
tk, x

j1
1,k, . . . , x

jd
d,k

)
.

Having computed all these elements, it is possible to compute the (approximate)
distortion function (7.27), its gradient and its Hessian function and to implement the
Newton-Raphson algorithm as in Callegaro et al. (2015) (Chapter 2), Callegaro et al.
(2016) (Chapter 3) and Callegaro et al. (2017a) (Chapter 4).

7.4.2 Recursive Quantization of the SVJ Model

We focus now on the application of the arguments in Section 7.4.1 to the specific
model considered. We consider the Euler scheme of the price S, instead of the log
price X, since quantizing S instead of X is crucial if we want to be in the setting of
Section 7.3.3 devoted to the study of the numerical error of our procedure. Using

the notation of the previous section, Xt = (St, Vt) and X̃tk
=
(

S̃tk
, Ṽtk

)
, and the Euler

scheme reads



S̃tk+1

Ṽtk+1


 =




S̃tk

Ṽtk


+




(r − δ)∆

κ
(

θ − Ṽtk

)
∆


+

√
∆




ρS̃tk

√
Q
(

Ṽtk

)
S̃tk

√
Ṽtk

− ρ2Q
(

Ṽtk

)

σ

√
Q
(

Ṽtk

)
0







∆W1
k

∆W2
k


 ,

(7.30)
with the initial condition for the scheme




S̃t0

Ṽt0


 =




S0

V0


 .

We have then that

P
(

S̃tk+1 ∈ dsk+1

)
=
∫

R

∫

R
φm1(tk ,sk ,vk),ς1(tk ,sk ,vk) (sk+1)P

(
S̃tk

∈ dsk, Ṽtk
∈ dvk

)
,

(7.31)
where m1(tk, sk, vk) = sk + (r − δ)∆ and ς1(tk, sk, vk) = (sk)

2 vk. In the case of the
variance process

P
(

Ṽtk+1 ∈ dvk+1

)
=
∫

R

∫

R
φm2(tk ,sk ,vk),ς2(tk ,sk ,vk) (vk+1)P

(
S̃tk

∈ dsk, Ṽtk
∈ dvk

)
,

(7.32)
where m2(tk, sk, vk) = vk + κ (θ − vk)∆ = m2(tk, vk) and ς2(tk, sk, vk) = σ2Q(vk) =
ς2(tk, vk). Moreover, we notice that, since m2 and ς2 do not depend on sk, we can
simplify (7.32):

P
(

Ṽtk+1 ∈ dvk+1

)
=
∫

R
φm2(tk ,vk),ς2(tk ,vk) (vk+1)P

(
Ṽtk

∈ dvk

)
. (7.33)
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This allows to use the technique developed in Pagès and Sagna (2015) and Callegaro
et al. (2015) (Chapter 2) for the quantization of the variance process, since it is one
dimensional and it can be discretized independently of S. On the other hand, of
course, the quantization grids for S will depend on the ones for V.

Remark 7.4.2. (Discretization of the Jacobi Process)

We recall here that the Euler scheme is not well-defined for the Jacobi process (which
corresponds to the volatility process), since it would require a priori to consider the
square-root of a negative real number. Many solutions to this problem have been
proposed and we refer to e.g. Alfonsi (2015, Chapter 6). Notice that in practice
our methodology does not require the simulation of S and V via the Euler scheme.
Nevertheless, the effect of using such a scheme are visible in the quantization phase
(see equations below).

We now give an idea on how it is possible to recursively obtain the quantization
grids Γ1,k =: ΓS,k and Γ2,k =: ΓV,k, k = 1, . . . , L. We suppose that the cardinality of
the grids is fixed: |Γ1,k| = NS and |Γ2,k| = NV , for every k. Moreover, we recall that
the quantization grids at time t0 = 0, ΓS,0 and ΓV,0, are vectors whose components
correspond, respectively, with s0 and v0.
Let us assume now that we have computed the optimal grids for the price and

the variance process, namely ΓS,k =
(

s1
k , . . . , sNS

k

)
for the price process and ΓV,k =

(
v1

k , . . . , vNV

k

)
, up to time tk and that we want to obtain ΓS,k+1 and ΓV,k+1. To do

this, we look for the zeros of the gradient of the distortion function (7.27) when the
probability (7.29) takes the form

P
(

S̃tk+1 ∈ dsk+1, Ṽtk+1 ∈ dvk+1

)
≈

NS

∑
i=1

NV

∑
j=1

φ̄
m(tk ,si

k ,vj
k),ς(tk ,si

k ,vj
k)
(sk+1, vk+1)P

(
S̃tk

= si
k, Ṽtk

= v
j
k

)
,

(7.34)
where φ̄ is the density of a bivariate Gaussian with mean

m(tk, si
k, v

j
k) =




si
k + (r − δ)∆

v
j
k + κ

(
θ − v

j
k

)
∆




and variance - covariance matrix

ς(tk, si
k, v

j
k) = ∆




(
si

k

)2
v

j
k ρσsi

kQ(v
j
k)

ρσsi
kQ(v

j
k) σ2Q(v

j
k)


 .

Remark 7.4.3. (Calculation of Transition Probabilities)

Notice that, as a byproduct of recursive quantization, we instantaneously get for
free also the transition probabilities. Indeed, from (7.34) we immediately have the
transition densities

P
(

S̃tk+1 ∈ dsk+1, Ṽtk+1 ∈ dvk+1|S̃tk
= si

k, Ṽtk
= v

j
k

)
≈

NS

∑
i=1

NV

∑
j=1

φ̄
m(tk ,si

k ,vj
k),ς(tk ,si

k ,vj
k)
(sk+1, vk+1),

for i = 1, . . . , NS and j = 1, . . . , NV .
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7.5 Numerical Results

In this section we present numerical results on pricing of European and Bermudan
options. Polynomial quantization is only used to price vanilla options, while recur-
sive marginal quantization, allowing for an immediate approximation of the transi-
tion probabilities, is exploited both to price European and Bermudan derivatives.
Before showing our results, we show in Figure 7.1 the behavior of the density func-
tion g

(M)
T introduced in (7.17) for different values of M.

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6
M=40

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6
M=60

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8
M=80

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8
M=100

FIGURE 7.1: Plot of the density function z → gM
T (z) for different val-

ues of M. This analysis shows that for values of M lower than 100
the density may be negative, so we have to carefully choose M. The

parameters of the SJV model are the same of the pricing exercise.

This analysis shows that for values of M lower than 100 the density might become
negative, so we have to carefully choose M. As we can see in the numerical section
of Ackerer et al. (2016), the pricing of European options is accurate also for small
values of M, but the fact that the density function g

(M)
T (x) can be negative for x in

sets which are not negligible, could be an issue, at least from a financial point of
view. Nevertheless, the choice of M does not affect the accuracy of the quantization
algorithm. In all the numerical examples we will consider the parameters in Table
7.1:

7.5.1 Polynomial Quantization

We use the technique developed in Section 7.3.1, and we compute the quantization
grid associated to the log price process at time T, i.e. we approximate XT using an
optimal grid Γ∗

XT
= {x1, . . . , xN}. The price of a Call option with maturity T and
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κ = 1.7 θ = 0.06 σ = 0.5 ρ = −0.5

V0 = 0.1 vmin = 10−2 vmax = 1 r = 0.04

δ = 0 S0 = 100 T = 1 M = 80

TABLE 7.1: Parameters of the SVJ model.

strike K is then approximated as

e−rTE

[(
eXT − K

)+]
≈ e−rT

N

∑
i=1

(exi − K)+ P
(
XT ∈ Ci(Γ

∗
XT
)
)

,

where Ci(Γ
∗) =

[
xi−1+xi

2 , xi+xi+1
2

]
and the weights are given by (7.15). The results in

Table 7.2 show that the quantization technique is accurate. Moreover, the computa-
tional cost is comparable to the execution time declared in Ackerer et al. (2016), that
we used as a benchmark.

Strike Benchmark price Quantization price Relative error (%)

K = 80 25.8992 25.8774 0.0841

K = 85 22.1171 22.0920 0.1137

K = 90 18.6064 18.5621 0.2379

K = 95 15.4078 15.3277 0.5198

K = 100 12.5529 12.5351 0.1418

K = 105 10.0595 10.0666 0.0709

K = 110 7.9301 7.9392 0.1148

K = 115 6.1520 6.1214 0.4981

K = 120 4.7001 4.6816 0.3933

TABLE 7.2: Pricing comparison between the benchmark price and the
price obtained via polynomial quantization of a European Call option
for the SVJ model with parameters as in Table 7.1. The quantization

grids have size N = 20.
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7.5.2 Recursive Quantization

We use the methodology implemented in Section 7.4.2. Note that we do not exploit
the fact that S is the exponential of a polynomial process, but we construct the op-
timal quantizers starting from the Euler scheme (7.30). We then compute, at every
time step tk, for k = 1, . . . , L, such that tL = T, the quantization of the price process
S at time tk, that we call Ŝtk

. In order to price a European call option with strike
K and maturity T we need only Γ∗

S,L = {sL
1 , . . . , sL

N}, the optimal quantization grid
associated to ŜT, and we have the following approximation:

e−rTE

[(
eXT − K

)+]
≈

N

∑
i=1

(
sL

i − K
)+

P
(

ŜT = sL
i

)
,

where the weights are computed using (7.31). The results in Table 7.3 show that,
since we have simplified the formulas in Callegaro et al. (2016) (Chapter 3), the com-
putational efficiency of the Recursive Marginal quantization for stochastic volatility
models is improved.

Strike Benchmark price Quantization price Relative error (%)

K = 80 25.8992 25.9082 0.0348

K = 85 22.1171 22.1462 0.1315

K = 90 18.6064 18.6430 0.1969

K = 95 15.4078 15.4395 0.2060

K = 100 12.5529 12.5677 0.1175

K = 105 10.0595 10.0789 0.1930

K = 110 7.9301 7.9508 0.2606

K = 115 6.1520 6.1692 0.2792

K = 120 4.7001 4.7106 0.2234

TABLE 7.3: Pricing comparison between the benchmark price and the
price obtained via recursive quantization of a European Call option
for the SVJ model with parameters as in Table 7.1. The quantization

grids have size NS = 20, NV = 10 for every time step, and L = 12.

7.5.3 Bermudan Options

The advantage of the Recursive Marginal quantization algorithm developed in Sec-
tion 7.4.1 is the possibility to price path dependent options, since we approximate
the process at every time step of the Euler scheme, and the transition densities are
given directly by the algorithm, as shown in (7.34). This motivates us to show an
application of this methodology to the pricing of Bermudan options. Pricing such
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options can be done via a backward procedure on the multinomial tree obtained via
quantization, as presented e.g. in Bally et al. (2005, Proposition 2.1). The benchmark
used for comparison is a Longstaff Schwarz algorithm of Longstaff and Schwartz
(2001), since, up to our knowledge, there is no specific algorithm designed for the
pricing of Bermudan option under the SVJ model. The results in Table 7.4 show the
accuracy of the methodology.

Strike Benchmark price Quantization price Relative error (%)

K = 80 3.0410 2.9984 1.3997

K = 85 4.1040 4.1077 0.0899

K = 90 5.4579 5.5012 0.7931

K = 95 7.1493 7.2222 1.0199

K = 100 9.2192 9.3151 1.0404

K = 105 11.6984 11.8285 1.1120

K = 110 14.6035 14.7564 1.0470

K = 115 17.9352 18.0969 0.9015

K = 120 21.6788 21.8295 0.6951

TABLE 7.4: Pricing comparison between the benchmark price and the
price obtained via recursive quantization of a Bermudan Put option
for the SVJ model with parameters as in Table 7.1. The quantization

grids have size NS = 20, NV = 10 for every time step, and L = 12.

7.6 Conclusion

In this chapter we presented how to apply quantization techniques to polynomial
processes. In particular, we focused on the SVJ model, but our results can be ex-
tended to any polynomial model. Our analysis on SVJ quantization provided nu-
merical tools to develop fast exotic option pricing algorithms. We followed two ap-
proaches. Firstly, we exploited the polynomial property, and we provided theoretical
results to assess the approximation errors. As a result we obtained alternative pric-
ing tools for polynomial models, although limited to the dimensionality problems
arising in pricing path-dependent derivatives. Numerical examples were provided.
Then, we overcame these limitations by applying RMQ to polynomial processes,
by viewing them as a particular case of stochastic volatility processes. Numerical
examples for Bermudan options were described. We leave for a future work the
comparison of these two quantization solutions with Markov chain approximations
based on cubature techniques.
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7.7 Appendix

7.7.1 Proof of Proposition 7.3.1

Proof. We want to compute the expected value in (7.9). Please note that the function
f i(y) := (y − xi) 11

y∈
[

xi−1+xi
2 ,

xi+xi+1
2

] ∈ L2
w ∀i = 1, . . . , N. In fact

∫

R

(
f i(y)

)2
w(y)dy ≤

∫

R
(y − xi)

2 w(y)dy

=
∫

R
y2w(y)dy − 2xi

∫

R
yw(y)dy + x2

i

∫

R
w(y)dy

= σ2
w + µ2

w − 2xiµw + x2
i ≤ ∞ ∀i = 1, . . . , N.

Using the polynomial property in (7.5), we can rewrite it in the form of (7.10), where

f i
n =

∫

R
f i(y)Hn(y)w(y)dy

=
∫

R
y11[ xi−1+xi

2 ,
xi+xi+1

2

](y)Hn(y)w(y)dy

︸ ︷︷ ︸
ai

n

−xi

∫

R
11[ xi−1+xi

2 ,
xi+xi+1

2

](y)Hn(y)w(y)dy

︸ ︷︷ ︸
bi

n

We focus first on the computation of ai
n. Let us define

hn(K) =
∫

R
y11[K,∞](y)Hn(y)w(y)dy,

then ai
n = hn

(
xi−1+xi

2

)
− hn

(
xi+xi+1

2

)
. When n = 0 we have, integrating by parts,

that

h0(K) =
∫

R
y11[K,∞](y)w(y)dy

= σwφ

(
K − µw

σw

)
+ µwΦ

(
µw − K

σw

)
.

When n ≥ 1 we have that

hn(K) =
∫ ∞

K
yHn(y)w(y)dy

=
1√
n!

∫ ∞

K
yHn

(
y − µw

σw

)
1

σw
φ

(
y − µw

σw

)
dy

=
1√
n!

∫ ∞

K−µw
σw

(σwz + µw)Hn (z) φ (z) dz

=
σw√

n!

∫ ∞

K−µw
σw

zHn (z) φ (z) dz +
µw√

n!

∫ ∞

K−µw
σw

Hn (z) φ (z) dz.

We exploit the recursive relation between the Hermite polynomials for n ≥ 1, :
zHn(z) = Hn+1(z) + nHn−1(z), in order to get

hn(K) =
σw√

n!

∫ ∞

K−µw
σw

Hn+1 (z) φ (z) dz +
nσw√

n!

∫ ∞

K−µw
σw

Hn−1 (z) φ (z) dz +
µw√

n!

∫ ∞

K−µw
σw

Hn (z) φ (z) dz.
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The case n = 1 can be obtained directly using integration by parts, while Ackerer
et al. (2016, Theorem 3.7) proves that, for n ≥ 1,

∫ ∞

x
Hn (z) φ (z) dz = Hn−1 (x) φ (x) ,

so we have the result for hn(K). The bi
n coefficients can be computed similarly. In

fact, if we define

ln(K) =
∫

R
11[K,∞](y)Hn(y)w(y)dy,

then bi
n = ln

(
xi−1+xi

2

)
− ln

(
xi+xi+1

2

)
. The case when n = 0 is trivial, instead when

n ≥ 1 we have that

ln(K) =
∫ ∞

K
Hn(y)w(y)dy

=
1√
n!

∫ ∞

K
Hn

(
y − µw

σw

)
1

σw
φ

(
y − µw

σw

)
dy

=
1√
n!

∫ ∞

K−µw
σw

Hn (z) φ (z) dz

=
1√
n!
Hn−1

(
K − µw

σw

)
φ

(
K − µw

σw

)
.

7.7.2 Proof of Proposition 7.3.2

Proof. Remember that gT is the density of XT. We can then rewrite Ei(x1, . . . , xN) as

Ei(x1, . . . , xN) =
∫ xi+xi+1

2

xi−1+xi
2

ygT(y)dy − xi

∫ xi+xi+1
2

xi−1+xi
2

gT(y)dy.

This shows that Ei depends only on xi−1, xi and xi+1, so that the Jacobian matrix J is
tridiagonal. Moreover the lower diagonal has components:

Ji,i−1 =
∂Ei

∂xi−1
(xi−1, xi, xi+1) = −1

2
xi−1 + xi

2
gT

(
xi−1 + xi

2

)
+

1
2

xigT

(
xi−1 + xi

2

)

=
1
2

(
xi − xi−1

2

)
gT

(
xi−1 + xi

2

)
.

The upper diagonal:

Ji,i+1 =
∂Ei

∂xi+1
(xi−1, xi, xi+1) =

1
2

xi + xi+1

2
gT

(
xi + xi+1

2

)
− 1

2
xigT

(
xi + xi+1

2

)

=
1
2

(
xi+1 − xi

2

)
gT

(
xi + xi+1

2

)
.
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We can deduce immediately that Ji,i−1 = Ji−1,i, so that J is also symmetric. Finally
the diagonal has components:

Ji,i =
∂Ei

∂xi
(xi−1, xi, xi+1) =

1
2

xi + xi+1

2
gT

(
xi + xi+1

2

)
− 1

2
xi + xi+1

2
gT

(
xi + xi+1

2

)

−1
2

xi

(
gT

(
xi + xi+1

2

)
− gT

(
xi−1 + xi

2

))
−
∫ xi+xi+1

2

xi−1+xi
2

gT(y)dy

= Ji,i−1 + Ji,i+1 −
∫ xi+xi+1

2

xi−1+xi
2

gT(y)dy,

and the integral in the last equality is exactly the weight of the i-th Voronoi cell. The
expression for the density in (7.14) comes from the following fact: the pricing of a
derivative with payoff f is, see (7.5),

E [ f (XT)] = ∑
n≥0

fn`n

= ∑
n≥0

∫

R
f (y)Hn(y)w(y)dy`n

=
∫

R
f (y) ∑

n≥0
Hn(y)`nw(y)dy,

where the fact that we can change the order of the infinite sum and the integral is
proved in Ackerer et al. (2016). Since the price of the derivative can be seen also as

∫

R
f (y)gT(y)dy,

(7.14) follows. Finally, the expression for P (XT ∈ Ci(Γ)) comes immediately from
the proof of Theorem 7.3.1.

7.7.3 Proof of Lemma 7.3.3

Proof. First of all remember that

∣∣∣π(M)
f − π̂

(M,N)
f

∣∣∣ =
∣∣∣∣∣e

−rT
∫

R
(ex − K)+ g

(M)
T (x)dx − e−rT

N

∑
i=1

∫

Ci(ΓX)
(exi − K)+g

(M)
T (x)dx

∣∣∣∣∣ .

By introducing s := ex (notice that the payoff (s − K)+ is Lipschitz with respect to s
and this will be crucial), we have

∣∣∣π(M)
f − π̂

(M,N)
f

∣∣∣=e−rT

∣∣∣∣∣
∫ ∞

0
(s − K)+

g
(M)
T (ln s)

s
ds −

N

∑
i=1

∫

Ci(ΓS)
(si − K)+

g
(M)
T (ln s)

s
ds

∣∣∣∣∣

where S
(M)
T is a random variable with density h

(M)
T (s) := g

(M)
T (ln(s))

s for s ∈ (0,+∞)

and where ΓS = {s1, . . . , sN} is an N-quantizer for S
(M)
T . We denote by Ŝ

(M,N)
T the

quantization of S
(M)
T on ΓS. We have

P
(

Ŝ
(M,N)
T = si

)
=
∫

Ci(ΓS)
h
(M)
T (s)ds.
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Thus, working on the error
∣∣∣π(M)

f − π̂
(M,N)
f

∣∣∣ corresponds to estimating the error com-

ing from pricing a European Call option on S
(M)
T via quantization. Now, for every

Lipschitz function f with Lipschitz constant [ f ]Lip, using twice the tower property,
we have the following (classic) result:

∣∣∣π(M)
f − π̂

(M,N)
f

∣∣∣ =
∣∣∣E
[

f
(

S
(M)
T

)
− f

(
Ŝ
(M,N)
T

)]∣∣∣

≤ E
[∣∣∣E

[
f
(

S
(M)
T

) ∣∣Ŝ(M,N)
T

]
− f

(
Ŝ
(M,N)
T

)∣∣∣
]

≤ [ f ]Lip

∣∣∣
∣∣∣S(M)

T − Ŝ
(M,N)
T

∣∣∣
∣∣∣
1

≤ [ f ]Lip

∣∣∣
∣∣∣S(M)

T − Ŝ
(M,N)
T

∣∣∣
∣∣∣
2

,

where

||S(M)
T − Ŝ

(M,N)
T ||r =

(
N

∑
i=1

∫

Ci(ΓS)
|s − si|r h

(M)
T (s)ds

) 1
r

is the Lr distance between the random variable with density h
(M)
T and its quantiza-

tion with N points. The Lipschitz constant for the payoff of a Call option is 1, and
we have the result.

7.7.4 Proof of Theorem 7.3.4

Proof. It is worth noticing that in this polynomial setting, by definition (recall Equa-

tion (7.17)), the density g
(M)
T (s), s ∈ (0,+∞), behaves like sMe−

s2
2 , so that h

(M)
T (s)

behaves like (ln s)M e−
(ln s)2

2 1
s =: h̃

(M)
T (s) at 0 and at infinity.

The proof of Callegaro et al. (2017b, Theorem 2.11) (Theorem 6.2.6) consists of five
steps, from zero to four. We now adapt it to our setting and in the case of quadratic
quantization, namely in the case when p in the cited paper is equal to 2. The first
three steps remain the same, so we sketch them.

Step 0

We have to prove that ||h(M)
T || 1

p+1
= ||h(M)

T || 1
3
< +∞. We hence study the conver-

gence at 0 and at +∞ of the integral of
(

h̃
(M)
T

) 1
3
. In the rest of the proof, without loss

of generality, we will assume that M is a multiple of 3, so that computations will be
explicit. If we denote by M := M

3 , then, a primitive function is

∫ (
h̃
(M)
T (s)

) 1
3

ds = βM Er f

(−2 + ln s√
6

)
+

M

∑
n=1

αn s
2
3 e−

1
6 ln2 s (ln s)M−n =: H̃M

T (s),

where Er f is the error function, defined as Er f (s) = 2
π

∫ s
0 e−t2

dt, and the coefficients
αn, n = 1, . . . , M and βM can be explicitly computed, e.g. using a symbolic program-
ming language as Mathematica. Given that

lim
s→+∞

H̃M
T (s) = βM,

and
lim
s→0

H̃M
T (s) = −βM,
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we obtain the finiteness of ||h(M)
T || 1

3
.

Step 1

Here it can be shown the following estimation for the distortion function D associ-
ated to S

(M)
T and calculated in a generic grid Γ = {s1, . . . , sN}:

D(s1, . . . , sN)≤
∫ s1

0
(s1 − y)2h

(M)
T (s)ds +

N−1

∑
i=1

h
(M)
T (ξi) + h

(M)
T (ξi+1)

3

(
si+1 − si

2

)3

+
∫ +∞

sN

(y − sN)
2h

(M)
T (s)ds,

for some ξ1, . . . , ξN ∈ R.

Step 2

There exists a grid Γ = {s1, . . . , sN}, and ζ1, . . . , ζN−1, with ζi ∈ [si, si+1], such that

∫ s̄i

0

(
h
(M)
T (s)

) 1
3

ds =
∫ +∞

s̄N

(
h
(M)
T (s)

) 1
3

ds =
1

2N
||h(M)

T ||
1
3
1
3
,

and

(si+1 − si)
2 =

||h(M)
T ||

2
3
1
3(

h
(M)
T (ζi)

) 2
3

N2

.

Step 3

We provide the following bound for the quantization error:

||S(M)
T − Ŝ

(M,N)
T ||22 ≤

||h(M)
T ||

2
3
1
3

24N2

N−1

∑
i=1

h
(M)
T (ξ̄i) + h

(M)
T (ξ̄i+1)

(
h
(M)
T (ζi)

) 2
3

(s̄i+1 − s̄i)

+
∫ s̄1

0
(s̄1 − s)2h

(M)
T (s)ds +

∫ +∞

s̄N

(s − s̄N)
2h

(M)
T (s)ds.

Step 4

In Step 2 we have proved that

1
N2 =

4

||h(M)
T ||

2
3
1
3

(∫ s̄i

0

(
h
(M)
T (s)

) 1
3

ds

)2

=
4

||h(M)
T ||

2
3
1
3

(∫ +∞

s̄N

(
h
(M)
T (s)

) 1
3

ds

)2

,

So in order to prove that, when N → ∞,
∫ s̄1

0
(s̄1 − s)2h

(M)
T (s)ds and

∫ +∞

s̄N

(s− s̄N)
2h

(M)
T (s)ds

are o

(
1

N2

)
, we just need to prove that

lim
y→+∞

∫ +∞

y
(s − y)2 h

(M)
T (s)ds

(∫ +∞

y

(
h
(M)
T (s)

) 1
3

ds

)2 = 0,
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and that

lim
y→0

∫ y

0
(s − y)2 h

(M)
T (s)ds

(∫ y

0

(
h
(M)
T (s)

) 1
3

ds

)2 = 0.

Since, both at 0 and at infinity, h
(M)
T ∼ h̃

(M)
T , we can equivalently prove that

lim
y→+∞

∫ +∞

y
s2 h̃

(M)
T (s)ds − 2y

∫ +∞

y
s h̃

(M)
T (s)ds + y2

∫ +∞

y
h̃
(M)
T (s)ds

(∫ +∞

y

(
h̃
(M)
T (s)

) 1
3

ds

)2 = 0,

and that

lim
y→0

∫ y

0
s2 h̃

(M)
T (s)ds − 2y

∫ y

0
s h̃

(M)
T (s)dz + y2

∫ y

0
h̃
(M)
T (s)ds

(∫ y

0

(
h̃
(M)
T (s)

) 1
3

ds

)2 = 0.

Up to a constant, we have that, for ` = 0, 1, 2,

∫
s`h̃

(M)
T (s)ds = β`,MEr f

(−`+ ln s√
2

)
+

M−1

∑
n=0

α`,ne−
1
2 (ln s)2

s` (ln s)n =: H̃
(M)
`,T (s),

where, as before, Er f is the error function and α`,n and β`,M can be computed, for

` = 0, 1, 2, with Mathematica in closed form. Please note that limy→+∞ H̃
(M)
`,T (y) =

β`,M and limy→0 H̃
(M)
`,T (y) = −β`,M, for ` = 0, 1, 2. We have than that

lim
y→+∞

∫ +∞

y
s2h̃

(M)
T (s)dz − 2y

∫ +∞

y
sh̃

(M)
T (s)ds + y2

∫ +∞

y
h̃
(M)
T (s)ds

(∫ +∞

y

(
h̃
(M)
T (s)

) 1
3

ds

)2 =

lim
y→+∞

β2,M − H̃
(M)
2,T (y)− 2y

(
β1,M − H̃

(M)
1,T (y)

)
+ y2

(
β0,M − H̃

(M)
0,T (y)

)

(
βM − H̃

(M)
T (y)

)2 = 0,

and, in a similar way,

lim
y→0

∫ y

0
s2h̃

(M)
T (s)ds − 2y

∫ y

0
sh̃

(M)
T (s)ds + y2

∫ y

0
h̃
(M)
T (s)ds

(∫ y

0

(
h̃
(M)
T (s)

) 1
3

ds

)2 =

lim
y→0

H̃
(M)
2,T (y) + β2,M − 2y

(
H̃

(M)
1,T (y) + β1,M

)
+ y2

(
H̃

(M)
0,T (y) + β0,M

)

(
H̃

(M)
T (y) + βM

)2 = 0.
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Since
N−1

∑
i=1

h
(M)
T (ξ̄i) + h

(M)
T (ξ̄i+1)

(
h
(M)
T (ζi)

) 2
3

(s̄i+1 − s̄i) → 2||h(M)
T ||

1
3
1
3
,

when N → +∞, we conclude that

lim
N→+∞

N2||S(M)
T − Ŝ

(M,N)
T ||22 ≤ 1

12
||h(M)

T || 1
3
.
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Chapter 8

Conic quantization

This is a joint work with Wim Schoutens.

In this chapter we introduce a new technology for the pricing of European options
under a wide class of price processes. The method is based on an evolution of
the quantization technique introduced in Callegaro et al. (2017b) (Chapter 6), and
is quick and accurate enough to calibrate on financial data. Moreover, it allows to
introduce the concept of market implied liquidity, linking the pricing under stochas-
tic volatility with the Conic Finance theory of two prices, studied in Madan and
Schoutens (2016). As a motivating example, we construct for the first time the mar-
ket implied liquidity surface under stochastic volatility.

8.1 Introduction

We introduce an alternative technique for the quantization of a stochastic process
which has a characteristic function in closed form. Using some ideas from Fourier
analysis, as already seen in Chapter 6, it is possible to compute the (optimal) quan-
tization of a stochastic process at a given maturity in a fast and accurate way. This
quantization technique can be used, together with the theory of Conic Finance, to
compute bid and ask prices for European put and call options in every model for
which the characteristic function can be computed.
As studied in Callegaro et al. (2017b) (Chapter 6), it is possible to derive the den-
sity of the process directly from the characteristic function, and this result, together
with the knowledge of the optimal quantizers for uniformly distributed random
variables, leads to the computation of the quantizers for the process at a given time
(usually the maturity of the European option). This quantizers are optimal in the
sense that they are the best approximation of the time process at maturity using a
finite number of points, where every point has the same weight of the others.
The Conic Finance theory deals with the existence of two prices in the market for a
derivative, i.e. the best ask and best bid prices. These prices are computed by using
a transformation of the distribution of the underlying, via the so-called distortion
functions. The pricing of bid-ask prices for European Calls and Puts under non triv-
ial dynamics for the underlying has been designed in a Monte Carlo framework, see
Madan and Schoutens (2016, Chapter 3.3). In this chapter we introduce the applica-
tion of the distortion functions to the optimal quantizers of a given model at a given
maturity. Up to our knowledge, this is the first technique which considers the pres-
ence of a liquidity factor in the pricing of a derivative under stochastic volatility.
The chapter is organized as follows: in Section 8.2 we recall some notion on Conic Fi-
nance, especially in the distortion of the distribution density of the price. In Section
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8.3 we introduce the new quantization algorithm, and we connect Quantization and
Conic Finance. In Section 8.4 we show the performance of the method on pricing
options and bid-ask spreads. Finally, in Section 8.5 we present a calibration exercise
on market data, and we introduce the concept of implied liquidity under stochastic
volatility. Section 8.6 concludes.

8.2 Conic Finance and the bid - ask spread pricing

Let us consider a filterered probability space (Ω,F , (Ft)t∈[0,T], Q), equipped with
a risk-neutral measure Q and such that the filtration (Ft)t∈[0,T] satisfies the usual
assumptions and models the randomness in the dynamics of the models considered.
We also work under the assumptions of zero cost cash flows and constant interest
rate factor r. When pricing a derivative, that in our case will be a European Call
option on the underlying S, with strike K and maturity T, we typically look at zero
cost cash flows of the following form:

(ST − K)+ − erTb,

in the case we agree to pay at time T a cash amount erTb, i.e., equivalently, a cash
amount b at time 0, and receive the payoff, or

erTa − (ST − K)+,

in the case we agree to receive at time T a cash amount erTa, i.e., equivalently, a cash
amount a at time 0, and payout the payoff. We will call b the bid price, that is the
price the market wants to pay for the risk (ST − K)+, and a the ask price, the price
that the market wants to receive for the risk (ST − K)+. Any price higher than b and
any price lower than a will make these prices unacceptable. Under this construction,
the risk neutral price will be lower than the ask price and greater than the bid price.
In fact, let us consider the set of zero cost cash flows Z defined as

A∗ = {Z|e−rTEQ[Z] ≥ 0},

The set A∗ is an half space containing all the non-negative random variables. This
means that we are considering all the possible arbitrages, but we need to take into
consideration also zero cost cash flows that are not necessary arbitrages, in our set
of acceptable cash flows. Note that the non-negative random variables constitute a
convex cone, and also A∗ is a convex cone. The half space A∗ is then too big for our
purposes, and in our two price economy we will consider a set A for the acceptable
zero cost cash flows such that A contains all the arbitrages and A ⊂ A∗. It is shown
in Artzner et al. (1999) that the elements of A can be defined by a convex set of
probability measures M where

Z ∈ A ⇐⇒ e−rTEQ[Z] ≥ 0 for all Q ∈ M.

As we have seen, the market accepts the risk to buy at the best bid price b and the risk
to sell at the best ask price a, this means that the zero cost cash flows (ST −K)+− erTb
and erTa − (ST − K)+ are acceptable. Equivalently this means that for all Q ∈ M

(ST − K)+ − erTb ∈ A ⇐⇒ b ≤ e−rTEQ[(ST − K)+],
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and
erTa − (ST − K)+ ∈ A ⇐⇒ a ≥ e−rTEQ[(ST − K)+].

This construction shows the intuition that the risk neutral price of the European
option will be between the bid and the ask price. Finally, the best bid and the best
ask price at time zero for the European call are given by

bid((ST − K)+) = e−rT inf
Q∈M

EQ[(ST − K)+], (8.1)

and
ask((ST − K)+) = e−rT sup

q∈M
EQ[(ST − K)+]. (8.2)

We refer to this construction as Conic Finance, since the prices are defined by convex
cones of acceptable zero cost cash flows.
A market model can then be constructed giving a specification of a set of supporting
measures, and the bid and ask prices can be computed as in (8.1) and (8.2). In Cherny
and Madan (2009) the authors define operational cones, and make use of concave
distortion function in order to construct bid and ask prices for European options.
A concave distortion function is a concave function which maps the unit interval to
itself. It is shown in Kusuoka (2001) that the bid and ask price must be an expectation
under a concave distortion. More specifically, it is possible to prove that there exists
a concave distortion Ψ(u) from the unit interval to itself such that the price of a Call
option on the underlying S with strike K and maturity T is given by

bid((ST − K)+) = e−rT
∫

R
(x − K)+dΨ (FST

(x)) ,

where FST
(x) is the risk neutral distribution of S at time T.

In this work we will use only the MINMAXVAR distortion function, studied in
Cherny and Madan (2010), defined as

Ψλ(u) = 1 −
(

1 − u
1

λ+1

)1+λ
,

where λ is a positive real value.

This is all we need from the Conic Finance theory. The interested reader can found
additional details in Madan and Schoutens (2016).

8.3 The uniform Fourier quantization algorithm

The link between Fourier analysis and quantization techniques has been already
studied and implemented in Callegaro et al. (2017b) (Chapter 6). Here we use a
different approach, in order to improve the efficiency of the pricing algorithm, as
the numerical results in Section 8.4 will show.

8.3.1 A simulation result

We consider an R-valued random variable X. We call F the distribution function of
X, i.e.

F(x) = P(X ≤ x), x ∈ R.
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F is always non-decreasing, cadlag and such that limx→−∞ F(x) = 0 and limx→+∞ F(x) =
1, and it is possible to associate to F the canonical left inverse F−1

l :

F−1
l (u) = inf{x|F(x) ≥ u}.

Then F−1
l (u) is non decreasing, left continuous and satisfies

F−1
l (u) ≤ x ⇐⇒ u ≤ F(x)

It is then immediate to see that, if U is a uniform random variable in [0, 1], then

F−1
l (U)

d
= X. This means that, for every measurable function h ∈ L1, the following

holds:

E [h(X)] = E
[

h(F−1
l (U))

]
. (8.3)

8.3.2 Optimal quantization of uniform random variables

The link between the distribution of a generic random variable and (a modification
of) the distribution of a uniform random variable has important applications also in
quantization. It is easy to prove, see Graf and Luschgy (2000, Example 4.17), that
the optimal quantization grid of size N, Γ = {u1, . . . , uN}, for a uniform random
variable U ∼ U([0, 1]) is given by

uj =
2j − 1

2N
, j = 1, . . . , N.

Let us define the optimal quantizer ÛΓ of U in the canonical way, i.e.,

ÛΓ =
N

∑
j=1

uj11Cj(Γ)(U),

where Cj(Γ) is the Voronoi cell associated to uj, namely

Cj(Γ) =

[
j − 1

N
,

j

N

]
j = 1, . . . , N.

Note that, because of the geometric construction of the Voronoi cells, it follows im-
mediately that

P
(

ÛΓ = uj

)
= P

(
U ∈ Cj(Γ)

)
=

1
N

∀j = 1, . . . , N.

Motivated by these properties, we can approximate the expectation of a generic mea-
surable function g : [0, 1] → R in the following way:

E [g(U)] ≈
N

∑
j=1

g(uj)P
(
U ∈ Cj(Γ)

)
=

1
N

N

∑
j=1

g(uj),

so the expectation in (8.3) can be approximated, setting g = h ◦ F−1
l , as

E [h(X)] = E
[

h(F−1
l (U))

]
≈ 1

N

N

∑
j=1

h
(

F−1
l (uj)

)
. (8.4)
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The study of the error boils down to the study of the convergence of the optimal
quantizer to the original random variable. As seen in Theorem 1.1.1, it is possible
to have an a priori estimation of the convergence, which is linear. This is a reason
why quantization should be preferred to Monte Carlo simulations, where the rate of

convergence is of order o
(

1√
N

)
, where N is the number of simulations.

8.3.3 A Fourier quantization approach

The issue now is how to derive F−1
l in a closed form or, at least, efficiently. From

now on we will consider X as the value of a log price process S at maturity T, and
h as the payoff of a derivative at maturity (for example, in the case of a call option
with strike K, h(x) = (ex − K)+).
In the case where S follows a Black Scholes dynamics, it is possible to compute the
distribution function F of the log process at time T using the log normal property of
S, but this is not always possible when we consider more complicated models, such
as affine or Lévy processes. We will focus on processes for which the characteristic
function can be easily computed.
Suppose that the characteristic function of the log process

φT(u) := E
[
eiu log(St)

]
, u ∈ R (8.5)

is known in closed form, or it can be easily computed. We omit the dependence from
the initial value of the price process at time 0.
The characteristic function can be seen as the Fourier - Laplace transform of the
density of the price process, so it can be proved (see e.g. Shephard (1991)) that

F(x) = P (log(ST) ≤ x) =
1
2
− 1

π

∫ +∞

0
Re

(
e−iuxφT(u)

iu

)
du. (8.6)

If we assume enough regularity of the characteristic function φT(u), the distribution
function of the log price F(x) is continuous, so the canonical left inverse is exactly
the inverse. Up to our knowledge it is not possible to write F−1 in a closed form
using the characteristic function φT, but we can find a numerical way to solve the
problem. Motivated by (8.4), we need to compute

yj := F−1
(

2j − 1
2N

)
∀j = 1, . . . , N

The determination of the values of the vector y = (y1, . . . , yN) boils down to solve
the following system:

Gj(y) := F(yj)−
2j − 1

2N
= 0, j = 1, . . . , N. (8.7)

This system can be easily solved computing the function F in a fine grid of points,
and then the solution y = (y1, . . . , yN) can be obtained via interpolation. This ap-
proach is much faster then the Newton - Raphson algorithm implemented in Calle-
garo et al. (2017b) (Chapter 6). In fact we are able to compute prices for European
options in milliseconds, improving by a factor 15 the performance.
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8.3.4 Conic pricing via quantization

The idea is similar to the one in Madan and Schoutens (2016, Chapter 5.3) but instead
of simulating the stock price paths using Monte Carlo, we use the quantization ap-
proach. Note that, since the function F is non-decreasing, and since u1 ≤ u2 ≤ · · · ≤
uN , then also y∗1 ≤ · · · ≤ y∗N . If we consider the pricing of a call option with strike K,
maturity T, and considering a risk free interest rate r, then we get that

callK,T = Ee−rT
[
(elog(ST) − K)+

]
≈ 1

N
e−rT

N

∑
j=1

(ey∗j − K)+. (8.8)

In the case of Call options, if we define payoffj = (ey∗j − K)+, then payoff1 ≤ · · · ≤
payoffN . This observation is important because in conic pricing we need to attach
higher weights to lower payoffs and lower weights to higher payoffs in order to
calculate the bid price.
In order to compure the ask and the bid prices, instead of assigning a weight 1

N to
payoffj, we assign a distorted weight to it. Let us call Ψ a generic distortion function.
Then, according to the conic pricing theory, payoffj receives the weight

p∗j = Ψ

(
j

N

)
− Ψ

(
j − 1

N

)
, j = 1 . . . , N, (8.9)

for the bid price and

p̃j = Ψ

(
N − j + 1

N

)
− Ψ

(
N − j

N

)
, j = 1 . . . , N, (8.10)

for the ask price. So we have that

callbid
K,T ≈ e−rT

N

∑
j=1

(ey∗j − K)+p∗j , callask
K,T ≈ e−rT

N

∑
j=1

(ey∗j − K)+ p̃j.

8.4 Numerical examples

In this section we will show that this pricing technique, when computing the mid
price of a Vanilla option, is comparable to a standard FFT approach, and then we
will show how we can create bid-ask smiles. The quantization method previously
developed is very general, in the sense that the pricing algorithm is not tailor-made
for a particular model. Instead, as long as the characteristic function is known, then
it is possible to price European options on every underlying. This allows us to price
a huge set of models, and we present here a (non exhaustive) collection:

• Stochastic volatility:

– Heston model of Heston (1993).

– Bates model of Bates (1996).

– Bi Heston model of Christoffersen et al. (2009).

– Hull - White model of Hull and White (1987).

– Stein - Stein model of Stein and Stein (1991).

– Wishart model of Da Fonseca et al. (2008).
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• Exponential Levy:

– Variance Gamma model of Madan et al. (1998).

– Normal Inverse Gaussian model of Barndorff-Nielsen (1997).

– CGMY model of Carr et al. (2002).

– Tempered Stable model of Koponen (1995).

• Non affine:

– 3
2 model of Platen (1997).

– 4
2 model of Grasselli (2016).

8.4.1 Pricing exercise

We present here a numerical example for the pricing of a European option. We recall
that the price of a Call option on the underlying S with maturity T and strike K can
be approximated as

callK,T ≈ 1
N

e−rT
N

∑
j=1

(ey∗j − K)+,

where y∗j are the solution of the system (8.7). We present here two examples for the
Heston model, which is the most famous and most used stochastic volatility model,
and the Tempered Stable model, which generalizes exponential Lévy models. The
application of our methodology to other models is straightforward.

The Heston model

The Heston model considers the following dynamics for the pair of price and volatil-
ity (S, V):

dSt

St
= rdt +

√
Vt

(
ρdW1

t +
√

1 − ρ2dW2
t

)
,

dVt = κ(θ − Vt) + ξ
√

VtdW1
t ,

where V denotes the instantaneous variance of the price process and it is modeled
as a CIR process. Here W1 and W2 are two independent standard Brownian motions
and r is the interest rate. The parameters of the models are θ (the long-run average
variance), κ (the speed of the mean reversion of the variance), ξ (the vol of vol pa-
rameter) and the correlation ρ.

The Tempered Stable model

The Tempered Stable model has been deeply studied in Cont et al. (1997), assumes
that the stock has the dynamic of an exponential Lévy process:

St = S0 exp[(r + γc)t + Xt], t ∈ [0, T], (8.11)

where γc is needed to ensure under the risk neutral measure and X denotes a Lévy
process associated with a tempered stable distribution. Tempered stable distribu-
tions form a six parameter family of infinitely divisible distributions. They include
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Strike Bench.price Q price Rel. error (bp) ImpVol sqdiff (10−8)

K = 80.0 25.9677 25.9587 3.4800 14.4584

K = 85.0 22.2394 22.2316 3.4921 7.5735

K = 90.0 18.7952 18.7877 4.0037 5.4109

K = 95.0 15.6696 15.6632 4.0685 3.1682

K = 100.0 12.8884 12.8821 4.8749 2.6873

K = 105.0 10.4650 10.4585 6.1758 2.6531

K = 110.0 8.3985 8.3910 8.8745 3.5080

K = 115.0 6.6730 6.6667 9.4736 2.6618

K = 120.0 5.2601 5.2517 15.9185 5.1973

TABLE 8.1: Pricing comparison between the benchmark price and the
price obtained via quantization of a Call option for the Heston model
with parameters κ = 2.3924, ξ = 0.6903, V0 = 0.0719, θ = 0.0929,
ρ = −0.8210, r = 0.04, T = 1. The quantization grids have size
N = 1000, and the computational time is around 30 milliseconds.

The benchmark price is computed using an FFT pricer.
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the Variance Gamma distributions of Madan et al. (1998), the bilateral Gamma dis-
tributions of Kuchler and Tappe (2008) and the CGMY distributions of Carr et al.
(2002). Here we assume that X ∼ TS(c+, α+, λ+, c−, α−, λ−). The parameters λ+

and λ− describe the rates of the tail decay, α+ and α− involve positive and negative
jumps, and c+ and c−are the arrival rate of jumps of given size.

The Variance Gamma model, introduced by Madan et al. (1998), is an important
specification of the tempered stable family. In this framework, the Conic quanti-
zation approach is a generalization of Madan and Schoutens (2016, Example 5.7),
where the authors compute bid and ask prices for European Put and Calls under the
VG model in a semi-closed form.

Strike Bench. price Q price Rel. error (bp) ImpVol sqdiff (10−7)

K = 80.0 28.5214 28.4966 8.6903 8.0272

K = 85.0 25.2837 25.2592 9.7120 6.2545

K = 90.0 22.3119 22.2878 10.7988 5.0239

K = 95.0 19.6104 19.5870 11.9197 4.1266

K = 100.0 17.1775 17.1541 13.6605 3.7794

K = 105.0 15.0054 14.9824 15.3371 3.4267

K = 110.0 13.0812 13.0569 18.6174 3.7360

K = 115.0 11.3883 11.3643 21.0614 3.6304

K = 120.0 9.9072 9.8813 26.1757 4.3594

TABLE 8.2: Pricing comparison between the benchmark price and
the price obtained via quantization of a Call option for the Tem-
pered Stable model with parameters α+ = 1,λ+ = 0.5,c+ = 6,
α− = 1,λ− = 0.5,c− = 4, r = 0.04, T = 1. The quantization grids
have size N = 1000, and the computational time is around 35 mil-

liseconds. The benchmark price is computed using a FFT pricer.

The computational time in our examples prove that this method is precise and com-
putationally comparable to a FFT approach, that we used as benchmark. We used
two measures for the error. The first one is the relative error |Benchmark−Quantization price|

Benchmark
that we present in basis points (1bp = 0.01%), while ImpVol sqdiff is a measure that
involves the implied volatility of the prices, i.e. (impvolBenchmark − impvolQuantization)

2,
and is mostly used in the industry practice.
The two examples here study the behavior of the pricing of European call options for
a given choice of the size N of the quantization grids. Note that the computational
time is composed by:

1. The solution of (8.7), which is the most computationally intense.
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2. The finite sum in (8.8), which is just a finite sum and is immediate to compute.

The benchmark price is computed using a Fourier approach as in Carr and Madan
(1999). This pricing exercise shows that the uniform Fourier quantization technique
can price different types of models in a fast and precise way. The interesting part
of this technique is that it can be easily implemented in a Conic pricing framework,
as we will see later. Up to our knowledge, it is not possible to do the same using
the technology of Carr and Madan (1999) for a generic model with a characteristic
function in closed form.

8.4.2 Conic quantization pricing

We show here the possibility of recreating a implied volatility smile using our method-
ology with the conic pricing theory. We choose the same model as the pricing exer-
cise, the Heston model, and we use the generalized distortion function MINMAX-
VAR defined as

Ψλ,γ(u) = 1 −
(

1 − u
1

λ+1

)1+γ
, (8.12)

where both λ and γ are two real positive numbers. We present here a plot of the im-
plied volatilities presenting the mid, the ask and the bid price. The implied volatili-
ties of call option are on the left of the smile, while put options are on the right. The
parameters λ and γ are chosen to be γ = λ = 0.01. Figure 8.1 shows that we are able
to price with a smile, using in this particular example the Heston model.
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0.24
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FIGURE 8.1: Bid - Ask smile using the MINMAXVAR distortion func-
tion with parameter λ = 0.01 in the Heston model as in Table 8.1 and

N = 1000 points for the quantization grid.
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8.5 Calibration on market data

In this section, we perform an exercise of the calibration on bid and ask prices under
stochastic volatility, taking into consideration a factor linked to the liquidity of the
market. We use, as an example, the Heston model, but we could in fact use every
model that has a characteristic function in closed form. The market data are taken
from the SP500 index as of date July, 11th 2017.

8.5.1 Global fit

A first approach to calibration of the bid-ask smile is considering a generalized MIN-
MAXVAR distortion function where the parameters λ and γ are fixed for every strike
and maturity. This approach gives a global value of this liquidity parameters in the
market.
The book of options considered includes 8 maturities with 18 different strikes, for a
total of 288 options, since we are considering both ask and bid prices in the calibra-
tion routine. The calibration algorithm that we implemented consists in finding the
minimum of the average square implied volatility error, i.e. we minimize

1
#strikes × #maturities

#strikes

∑
i=1

#maturities

∑
j=1

[(
IVbid,mkt

i,j − IVbid,mod
i,j (param)

)2
+
(

IVask,mkt
i,j − IVask,mod

i,j (param)
)2
]

,

(8.13)
where IVbid,mkt

i,j and IVask,mkt
i,j are the bid and ask implied volatility taken from mar-

ket data, while IVbid,mod
i,j (param) and IVask,mod

i,j (param) are the bid and ask implied
volatility computed using the conic quantization technique, where param contains
both the model parameters and the distortion function parameters. In Table 8.3 we
present the results of the calibration exercise, while Figure 8.2 and 8.3 provide the
squared errors for both bid and ask implied volatilities.

8.5.2 Implied liquidity

It is also possible to consider the calibration of the bid-ask spread under a different
perspective. Using the usual MINMAXVAR distortion function, we assume that ev-
ery derivative has a different parameter, so there is a different λ for every strike and
every maturity. We define the market implied liquidity as the parameter λ which,
for every strike and every maturity, minimizes the difference between the model
ask/bid prices and the market prices.

In this case the calibration is done on the mid price, and then the parameters λK,T are
obtained minimizing the distance between the model bid ask prices and the market
bid ask prices. This calibration approach is more flexible, and it leads to a better
fit of the volatility smiles. In analogy with the implied volatility surface, we call
the surface composed by λK,T the implied liquidity surface of the market. Note that
this surface depends on the choice of the model, in this case the Heston model, and
on the choice of the distortion function, in this case the MINMAXVAR function.
With different models and distortion function we could expect a different shape of
different levels of implied liquidity. Figure 8.4 shows the implied volatility surface
of the market. It shows that the implied liquidity is decreasing for increasing values
of the maturity and of the moneyness.
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Parameters Conic Quantization

κ 2.2299

ξ 0.4574

ρ −0.6452

θ 0.0308

V0 0.0163

λ 0.0001

γ 0.0108

Res Norm 1.8460 × 10−4

TABLE 8.3: Heston model calibrated on a book of bid and ask vanil-
las on the SP500 index as of date July, 11th 2017. The book includes
8 maturities (from 6 weeks to 3 years) with 18 strikes, for a total of
288 options. Res Norm indicates the average square error on implied

volatilities.
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FIGURE 8.2: Plot of the square of the difference between the calibrated
model implied volatilities and the market implied volatilities on bid
prices, for all the 18 strikes and the 8 maturities of the book of vanillas

on the SP500 index.
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FIGURE 8.3: Plot of the square of the difference between the calibrated
model implied volatilities and the market implied volatilities on ask
prices, for all the 18 strikes and the 8 maturities of the book of vanillas

on the SP500 index.
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8.6 Conclusion

The presence of liquidity in the market of derivatives is an important feature that
has to be taken into account when calibrating a model to financial data. Indeed,
the mid price is a price that does not exist in reality, so calibration exercises can be
biased. The theory of two prices, studied in Madan and Schoutens (2016) tackles this
issue and allows us to consider the bid and ask prices for a European derivative. It is
then possible, using the new quantization algorithm, to consider the liquidity of the
market and the presence of stochastic volatility in the same pricing mechanism, and
we can consider for the first time in literature the implied liquidity surface under
stochastic volatility.
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