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“It is no good crying over spilt
milk, because all the forces of
the universe were bent on

spilling it”

W. Somerset Maugham

“Invincibili sono quelli che non
si lasciano abbattere,
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Abstract

In the last decade, we have been assisting tokalgledefinition of the world energy system.
Firstly motivated by severe concerns about enviemiad health and global warming, it
found its real impetus in a more complex questiddthough commonly considered as tightly
related to oil depletion, it is rather a multifamgtinterconnection of different issues, which
could be generally labelled as the supply secugitgstion, and of which the oil shortage
represents a contributing part. Thus, asking whiemnuas out is not the only question and
definitely not the main concern related to energppdy. As wisely stated by the Sheikh
Ahmad Zaki Yamani about thirty years ago, “the &té&ge did not end for lack of stone, and
the Oil Age will end long before the world runs aiftoil”. In our opinion, this intriguing
prediction represents the hot-spot of the questlwow vital is it for policy makers to
accelerate the end of the oil age and how that ihiglachieved?

After a fierce debate centred on the most viablg teamanage the transition, renewable
energy sources were eventually indicated as astieadilternative to the conventional fossil
sources. In particular, biomass conversion intduals was promoted as the best suitable
option within the transport sector. At the governmtaé level, ambitious policies were
conceived to drive the transition toward the neanfier. For example, the EU commission
was determinant in pushing its Members throughirtigosition of minimum blending quotas
of biomass-based fuels within the conventionalifassrived ones. The latest EU guidelines
also fixed new environmental standards settinghé&b #he minimuntGreenhouse GaGHG)
emissions savings to be performed by biofuels wedpect to the fossil-based ones they are
meant to substitute.

Among the possible choices to reach the targetgtinol is currently acknowledged as the
most appropriate solution for a short-term gasosuobstitution, although during its history
has known some discredits and oppositions by bléh public opinion and part of the
academic community. The core of the question stamdgeather the ethanol production is
actually capable to give the right answer in terofisenergy supply security (as global
warming mitigation and market penetration).

Therefore, decision makers should be driven byiipdgools capable of steering the design
of the novel biofuels systems considering productmpsts and environmental impact
minimisation (or profits and financial sustainatyilmaximisation) as undisputed paradigms.
They should also adopt wider approaches which gormethe limited company-centric view
of the business and extends the scope of the analythe entir&Supply Chain(SC).



Very limited work was found in literature addregsithe use of quantitative methodologies
for the strategic design of biofuels infrastructur€herefore, the research project was thought
to cover this lack of knowledge through the deveiept an original methodology to embody
the Supply Chain ManagemerfS8CM) tools application and mathematical prograngmi
within a biofuels SCs optimisation framework.

Accordingly, the aim of this Dissertation was tanttdbute in providing for modelling tools
capable of steering the design of first generatiomethanol SCs through a full set of
optimisation features. The work focused on the hbgment of Mixed-Integer Linear
Programming(MILP) models to assist the policy-making on biddumdustry at strategic and
tactical level. The final objective was to deliaesuitable design and planning tool based on
the approaches commonly applied to SC strategicgulesnd planning under economic,
financial and environmental criteria. Agriculturgractice, biomass supplier allocation
(domestic or foreign), production site location arapacity assignment, logistic distribution
and transport characterisation were simultaneotsken into account within the same
modelling framework. This also included differematures for spatially explicit siting of
supply networks nodes, capacity planning and ahstic formulation was implemented to
handle the effect of market uncertainty. Finalljthmconcerns to the environmental impact of
cultivation practice a further aspect was deepédne@ssessing and minimising the global
warming effect of fertiliser application in cropgirbiomass. The economics of the entire
network was assessed by meansSaopply Chain Analysi§SCA) techniques, whereas the
environmental performance of the system was ewaduat terms of GHG emissions, by
adopting awell-to-Tank(WTT).

The emerging Italian corn-based ethanol was chasendemonstrative real world case study
SO as to assess the actual model capabilitie®arisg strategic policies on different interest
level.



Riassunto

Gli ultimi due decenni sono stati caratterizzati jpiefondi cambiamenti negli equilibri
economici e geopolitici mondiali. Uno dei motorigliesta trasformazione é stata sicuramente
la crisi del sistema di approvvigionamento eneogegjlobale, di cui riscaldamento globale e
carenza di petrolio sono solo due delle moltemdfeiccettature. Il cuore della questione puo
essere riassunto da una dichiarazione dello Scéikbnomad Zaki Yamani (all’epoca presidente
dellOPEC), il quale, circa trent'anni fa, assedrec|’Era della pietra non fini per la mancanza
di pietra, cosi come I'Era del petrolio finira nwiprima che il mondo esaurisca il petrolio”.
La vera domanda, quindi, non e tanto quando ilglietterminera, ma in che termini agire
nell'interpretare e guidare il profondo cambiamematto. Tutto cio ha generato in tutto il
mondo un acceso dibattito per stabilire quale féasea migliore per gestire la rivoluzione
del settore energetico mondiale e individuare guatlorse di energia rinnovabile in grado di
rappresentare l'alternativa piu plausibile al sistedi approvvigionamento tradizionale. Tra
queste, l'utilizzo della biomassa per la produziode combustibili liquidi e stata
universalmente indicata come la miglior alterna@vavettori fossili comunemente utilizzati
nel settore dei trasporti.

Recentemente, la Commissione Europea ha assunteolondeterminante nell'incoraggiare
gli Stati Membri all’'adozione di programmi ambizioslti alla promozione dell’utilizzo di
combustibili alternativi: questo si e tradotto ilipche di vario tipo, caratterizzate da
un’immissione obbligatoria sul mercato di quote permaggiori di combustibili prodotti da
biomassa. Standard europei ne regolano la qualitdfodo da garantire il perseguimento degli
obiettivi energetici e ambientali comunitari. Inrfeolare, un requisito fondamentale e la
capacita di riduzione delle emissioni del 35% rigpalla produzione dello stesso quantitativo
energetico di combustibile fossile che andrannostitsire.

Tra le alternative possibili, il bioetanolo € gealarente considerato la soluzione piu pratica e
perseguibile (almeno in un’ottica di breve-mediorige#o) per sostituire la benzina
convenzionale. Nonostante alcuni evidenti vantaggiono, tuttavia, una serie di questioni di
tipo economico, ambientale e di accettazione sedhé ne hanno sinora rallentato I'effettiva
penetrazione nel mercato dei carburanti per awioina. 1l nocciolo della questione é |l
dubbio se effettivamente il bioetanolo sia in grddéornire la giusta risposta alle esigenze di
sicurezza di approvvigionamento imposte dalla qoestenergetica. La risposta a questa
guestione impone l'adozione di strumenti quantitati grado di valutare le reali prestazioni
del sistema di produzione. In particolare, questinenti dovrebbero essere pensati per
fornire supporto tecnico a livello politico e maesagle per gestire e progettare i nuovi
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sistemi di produzione di biocombustibili. Tali stmenti richiedono I'adozione di un approccio
piu esteso al problema che sia quindi in gradstdirelere I'analisi all'intera filiera produttiva
(Supply Chain SC). La ricerca bibliografica ha evidenziato ewvitl lacune in materia di
progettazione strategica di infrastrutture prodettper biocombustibili e, in particolare, in
termini di metodologie quantitative per affrontdrproblema.

Il progetto di ricerca discusso in questa Diss@rtaz ha avuto come obiettivo quello di
coprire questa lacuna e sviluppare una metodolmgggnale per I'accoppiamento di gestione
delle SC Supply Chain ManagemensCM) e programmazione matematica. Il lavoro si é
focalizzato sulla definizione di modelli a variabiliste lineari e intereMixed-Integer Linear
Programming MILP) per l'analisi di sistemi produttivi per ibioetanolo di prima
generazione, in grado di essere utilizzati comeadf strumenti di supporto alle politiche
decisionali in materia di biocombustibili. L'obietb finale & quello di realizzare uno
strumento di progettazione e pianificazione indakr basato sui comuni approcci alla
progettazione strategica di filiere produttive, s®to criteri di tipo economico, finanziario e
ambientale. | modelli MILP sono stati sviluppatuglizzati per descrivere e ottimizzare la
gestione delle fasi di lavorazione agricola pemptaduzione di biomassa, la strategia di
approvvigionamento della stessa (produzione autaah importazione), la locazione e le
dimensioni dei siti di produzione (di biomassa ecbmbustibile), la distribuzione logistica e
la tipologia del sistema di trasporti. Inoltre,dastruzione dei modelli € stata basata su una
georeferenziazione delle variabili di progetto. Unamulazione di tipo stocastico € stata
incorporata per gestire I'effetto dell’incertezzelld condizioni di mercato sulle prestazioni
finanziarie. Infine, & stato approfondito un aspettlativo all'impatto ambientale delle fasi
agricole della catena produttiva cosi da minimiezbe emissioni di gas serra derivanti
dall'impiego di fertilizzanti azotati.

Gli aspetti economici dell'infrastruttura produtivsono stati valutati mediante approcci di
analisi della filiera di produzioneS@pply Chain AnalysisSCA), mentre le prestazioni
ambientali del ciclo produttivo sono state stimaitieaverso un approccio di analisi del ciclo
di vita (Life Cycle AnalysisLCA) di tipo Well-to-Tank(WTT). | modelli sviluppati sono stati
applicati per studiare la possibile organizzazidela produzione di bioetanolo da mais in
Nord Italia.

La struttura della Tesi esposta segue lo schemeologortato nella Figura seguente.

Nel primo Capitolo sono presentate le basi bibkfighe del progetto di ricerca. Partendo
dall'analisi delle problematiche principali che uaggdano le recente crisi del sistema di
approvvigionamento energetico globale, il lettor@céompagnato attraverso un percorso che
porta alla descrizione delle principali soluziombogpettate per risolvere il problema in un
contesto piu specifico, che e quello del settoiietrdsporti. In particolare, la produzione di
biocombustibili viene analizzata ponendo partiomlattenzione al bilancio tra pro e contro
emersi nel valutare le sue effettive potenzialigh sostituire la produzione di combustibili
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tradizionali. Si passa poi ad un’analisi bibliogecaffocalizzata sulla produzione di bioetanolo
mediante tecnologie di prima generazione, voltaoaepin luce i principali problemi da
affrontare al fine di realizzare gli obiettivi ey in materia di biocombustibili.

—{ 3. Modelling Assumptions |

1. Literature Review
energy problems

biofuels era

bioethanol 4. Steady-State Design:

bioethanol SC T .
SC management A Costs Minimisation

mathematical programming

2. Modelling Techniques - -
9 Mpbac‘ﬂgmd | | 5. Steady-State Design: Multi-

MILP ¢— objective Optimisation
MoMILP ¢—e——1

8. Final Remarks
and Future Work

6. Dynamic Planning under
Uncertainty

7. Cultivation Management: a
— Critical Step in GHG Emissions
Reduction

Il Capitolo 2 e dedicato alla descrizione dellotestalell’arte della programmazione
matematica e a fornire una base teorica per lauviazione di modelli di ottimizzazione di
SC. Sono qui presentati gli approcci algoritmiciSLM, dando un rilievo particolare alla
formulazione matematica di modelli di tipo MILP kaacostruzione logica degli algoritmi di
soluzione. Infine, sono approfondite alcune teomicgpecifiche come la programmazione
matematica multi-obiettivo Multi-objective Mathematical Programming MoMP) e
I'ottimizzazione di tipo stocastico.

Il Capitolo 3 conclude la parte introduttiva delassertazione. In questo Capitolo, infatti,
sono dichiarate le principali ipotesi relative abao di affrontare sia la progettazione dei
sistemi di biocombustibili, sia la costruzione deodelli matematici per I'ottimizzazione
degli stessi. Viene presentata una descrizione rgkenelelle principali componenti della
catena produttiva di bioetanolo e sono discusstarcdi valutazione economica e ambientale
dei nodi della filiera. Il riferimento e il casoale considerato in questo studio, ovvero la
produzione di bioetanolo da mais in Nord lItalia.

Nel Capitolo 4 si affronta il primo problema di geitazione. Questo prevede lo sviluppo di
un modello MILP stazionario e georeferenziato perptogettazione strategica di SC di
bioetanolo secondo un criterio di minimizzazione desti operativi. Vengono descritti i
principali problemi legati alla progettazione destesma e la formulazione matematica
proposta per il modello di ottimizzazione. Il mddetostruito viene poi applicato all’analisi
del caso studio reale descritto al Capitolo 3.
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Il Capitolo 5 tratta lo sviluppo di modelli di attizzazione ambientale. 1l modello MILP
descritto nel Capitolo 4 &€ preso come base peplémentazione di criteri di ottimizzazione
ambientale considerati contemporaneamente a dlielipo economico attraverso tecniche
MoMP. Sono prese in considerazione differenti solizper lo sfruttamento dei sotto-
prodotti del processo di produzione di bioetaname possibili alternative tecnologiche per
I'abbattimento di costi ed emissioni.

Nel Capitolo 6 viene presentato un ulteriore s\pliglel modello al fine di renderlo adatto
alla pianificazione degli investimenti a lungo témm e a gestire il rischio d’investimento
dovuto all'incertezza delle condizioni di mercafi. descrive, pertanto, lo sviluppo di un
modello MILP di tipo dinamico e stocastico per Bdisi finanziaria e la riduzione del rischio
d’'investimento nella pianificazione della produzodi bioetanolo. L’'implementazione al
caso studio si focalizza sull'analisi delle dinangcdi mercato con riferimento ai costi
d’acquisto della biomassa e ai prezzi di venditatdnolo e sottoprodotti.

Il Capitolo 7 descrive lo sviluppo di un ulterioneodello matematico per il miglioramento
delle prestazioni ambientali del sistema produttimo esame, al fine di allinearne le
performance agli standard europei in materia dissioni di gas serra. Un modello di tipo
MILP é concepito per I'ottimizzazione delle pragchgricole (in particolare dell'utilizzo di
fertilizzanti azotati) e delle tecnologie di sfarttento dei sottoprodotti secondo criteri di tipo
ambientale e finanziario. Il modello sviluppatopplicato per la massimizzazione del profitto
e la minimizzazione delle emissioni di gas seri@ag®woduzione di etanolo da mais.

II Capitolo 8 conclude la discussione della ricesaluppata con la presentazione dei
principali risultati conseguiti e I'analisi di aloudei potenziali sviluppi futuri per proseguire
la ricerca sull’argomento.
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Chapter 1

Literature Review

The objective of the discussion presented in tHiaper is to provide a motivational and
literature background to the research project. Coreers, limitations and key challenges of
the European energy system are presented to tlersgavith a particular view on fuel supply
in the transport sector. The current status of ualsf production as conventional fuels
substitutes and the main shadows on the futurela@went are debated here, together with
the most promising solutions over the short andiomdong term. Next, a review of the
main literature on matter of bioethanol is reportéocusing the attention on the main
drawbacks affecting the first generation productgnwell as the best technological pathway
to achieve the European goals on biofuels. Sucedgsian overview of the engineering
approach developed to overcome the question raistak discussion is presented. Particular
focus is dedicated to the mathematical programniirads devised by th@rocess Systems
Engineeringcommunity. Finally, motivation and aim of the poj are declared in relation to
the background issues emerged from the previogsigison.

1.1 Energy outlook

Without any doubt, energy is the driving force Ihreatural phenomena. Every human being
and actor of our ecosystem exists and evolves lopnstiously feeding on several energy
sources at different levels so as to pursue itsgpel growth. As a consequence, energy
provision is, as it has always been, the core legsifior each society as it evolved through the
history.

Since the human civilization took shape, man has ladle to improve and expand his energy
consumption: wood combustion provided heat andilféissls in form of oil were used for
lightning, while wind, water and draught animal®oyded mechanical energy (Sgrensen,
1991). This energy system mainly based on renevsthleces was progressively displaced as
the industrial revolution broke through in thé"i@ntury. The following advent of the steam
engine and the steady boom of coal consumption sook over the conventional way to
produce energy with the renewable sources losingioder the fierce competition of cheaper
and higher-quality new forms of energy. Not onlgtsoand a higher energy density had been
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determining this transition toward solid fossil &ieAlso the intermittence of energy supply
through sun and wind led to the end of the game asking for a more stable degree of
provision. Another radical change of course ocaumgth the discovery of oil: its higher
energy density, a lower carbon-to-hydrogen ratiavall as its very adaptability to cheaper
and easier way of transport (e.g. pipelines an#éisfadetermined a progressive shift away
from coal to more suitable fluid fuels. Thus, oddame the world’s dominant energy source
by the middle 28 century (Ausubel, 2000). All the mentioned issteether with the great
versatility of oil as raw material for chemicalsoguction did let suppose the beginning of a
new golden era with oil playing the undisputed Ieggart on the world energy stage.
However, pretty soon it came to light the firstrsigf a deep lack of stability in the energy
system as conceived: the oil shocks of the 1970sated the heavy dependence of energy
supply on unreliable producers and determined atanbal weakening of the tight link
between energy consumption and economic growthgiia¢rated a global debate on energy
security (Goldembergt al, 2001). Hence, the inherent structure of an gnsygtem mainly
relying on importations was brought into questids.a consequence, the ensuing challenge
of trying to change the current paradigm brougttawide range of alternative solution to
provide energy in all its forms, also reformulatitite interests on renewable conversion
techniques. However, as the crisis phased out laedeiar faded all these viable solutions
were set aside and the world economy shifted bathet former energy supply system. There
had been several reasons behind this step backn#j@ are the cost of any of the new
alternative not even getting close to compete ¥a#isil fuels; besides, the transient nature of
the crisis posed certain limitations on the wayhiok about the future perspective of energy
guestion.

However, recent implications regarding the energgstjon have been calling back upon a
permanent shift of paradigm ruling a global redé&bn of the energy system. Renewed issues
about security on oil supply and the ever greatmahd of fossil source of energy from
developing countries along with more recent core@mglobal warming (and environmental
pollution in general) have been pushing the woddhmunity to put into focus alternative
energy systems: economical, environmental and lsociaria have been, hence, put together
to formulate a new way to conceive the global epaygtem not only as a paradigm of today
but also as a must-do for the future.

1.1.1 The energy supply question

The current status of the energy supply is quitbl@matic as the global revolution evolves.
The energy supply question is on the top of theldvpolicy agenda and a thorny debate is
still open on the most viable way to manage thesiteon. In order to better understand the
guestion, it is worth looking back to the rootstbé problem so as to throw light on the
present situation and onto the range of solutisopgsed for the near future.
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Possibly, the core of the problem brings back &dafe-old question of the market imbalance
between energy demand and supply capabilitiesaiticplar, in dealing with energy demand
there are several factors that affect its trends gingle country as well as across the world.
Population andsross Domestic Produ¢GDP) are probably the two major drivers of demand
growth. Concerning with global population, it haslvn a global increase of 66% since the
early 1970s so as to reach over 6.6 billion peopPler the same time period, global GDP
grew by 167%, twice as much as the increase inlptpo (IEA, 2009). According to the
existing link between energy and GDP (Reister, 198¥% abovementioned trend reveals an
unrelenting ascent of energy consumption overdkeylears that is doomed to continue in the
future. As a consequence, although the world ecgnioas become less energy intensive (an
average increase of 1.5% per year in the global @&Rcapita has been followed by a 0.5%
per year increase in energy supply per capita)wiid energy consumption is expected to
grow by 44% over the 2006 to 2030 period (EIA, 20@8 illustrated in Figure 1.1.
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Figure 1.1World total energy consumption, 2006-2030 (EIA,200

Energy consumption will slowly grow (2.2%) in thations belonging to the Organisation for

Economic Cooperation and Development-OECD (inclgdimong the others North America,

Mexico, Europe and Asia) but it will soar (4.9% pesar) in the non-OECD countries (China

and India) in order to feed the growing trend. Ewemsidering the effect of the current

world-wide economic downturn still dampening thended for energy, the upcoming return

to the normal standard, as anticipated after 2040 spark again the usual growth trend in

income and in energy demand.

So far, global energy needs have been mainly sghply harnessing fossil fuels (liquid fuels

and other petroleum, natural gas and coal) as pyimaergy source. As Figure 1.2 reports,
among the suitable alternatives, liquids (mainlyderived gasoline and diesel but also a quite
small part of biofuels) are expected to provideltrgest share of world energy consumption
over the projection period, although the slightrdaese of their share quota from 40% in 1990
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to 32% in 2030 (EIA, 2009). In particular, this gaas almost totally meant to supply the
needs of transport sector, which is also accouritinghe largest increment (about 80% of the
total) in total liquid demand as projected by 20B@teed, about the 70% (EIA, 2009) of the
world oil flow is used up to fuel automotive velgsl In light of this, it is easy to understand
how oil consumption is estimated to grow from 83lion to about 107 million of barrels per
day over the 2006-2030 time period.

700 ~
650 5 nuckear.

600 7o coal

550 - m Natural gas .
500 - @ Liquids (including biofuels)
450 m .
400 ]
350 ~
300 ~
250 ~
200 ~
150 ~

100 -
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10 Btu

1990 2005 2006 2010 2015 2020 2025 2030

Figure 1.2World total energy consumption by fuel source, 12080 (EIA, 2009).

Unfortunately, oil is not an endless good and recencerns about its actual availability have
been alerting the world community. For over 50 gemtot of studies have been focusing on
the longevity of petroleum reserves although ndnde@m can be deemed as the “definitive”
prediction on the peak of oil production (as evidieom the diagram depicted in Figure 1.3)
(ASPO International: www.peakoil.net).

As a conseqguence, this great uncertainty on fubilreeserves as well as the geopolitical
unreliability of many producers region have beentdbuting to characterise an uncertain
global scenario that has thereby progressivelyctdtethe oil price, which has skyrocketed in
the last few years only partially dampened by theent economic crisis (Figure 1.4 (Data
360: www.data360.0rg)).

In addition to this, severe concerns about enviremial health and global warming have
recently come into play: in particular, GHG emissiadesulting from the continuous use of
fossil energy sources are projected to increasectrbon dioxide concentration in the
atmosphere by 50% by 2020 (Service, 2004). Thisldvaworsen an already concerning
situation in which the carbon dioxide level of 33{@m has been deemed to be responsible for
the 0.6°C rise in the average global surface teatpez since the 19century (where the GO
level was about 280 ppm) (Service, 2004).
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Figure 1.3 Predictions on the peak of oil production accordiogdifferent studies (ASPO
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All these issues meet together within the labeltted energy supply security question.
Accordingly, a viable solution cannot overcome freblem by only relying on the future
possibility to find out new undiscovered oilfieldsad neither can it be extemporaneous and
fragmented. Thus, it poses the necessary challendeave society toward a gradual release
from the conventional reliance on fossil fuels, iailprimis, by adding new sources to the
existing energy supply options. This target wouldva achieving for both supply security
and global warming mitigation if met through a wikbught traded-off set of different
solutions aiming at renewability as well as certaduction of carbon dioxide emissions. It is
essential, then, for the world community to addtessmajor energy challenge, incorporating
different issues such as climate change, increas@épgndence on oil imports as well as the
access for all users to affordable and secure gnerg

Renewable energy sources (i.e. hydropower, soiad,weothermal, and biomass) have been
acknowledged as the most realistic alternative idato spark a new industrial revolution
that will deliver a low-energy economy, whilst miadfi the energy we do consume more
secure, competitive and sustainable. Their use dvdwlp reducing GHG emissions,
diversifying energy supply and reducing our depecdeon unreliable and volatile fossil fuel
markets (in particular oil and gas). The growthrehewable energy sources might also
stimulate employment in the industrial sector, t#reation of new technologies so as
improving our trade balance.

Among the other renewables, biomass has been etecmgnparticular interest due to its
versatility: energy plants (oilseeds, plants comtey sugars) and forestry, agricultural or
urban waste including wood and household wastebeansed as suitable option not only in
providing electric, mechanical and thermal enelgyt, also as a primary source to produce
liquid biofuels for automotive purposes. The usebimimass can significantly contribute to
reduce GHG emissions: in fact, the carbon dioxidgvies off when it is burned is traded-off
by the amount absorbed when the plant was growmeMer, generating net GHG savings
tightly depends on the cultivation practice as waslion the fuel production processes in use.

1.1.2 Energy policies

In this still vague energy scenario, governmentsage firms and research centres have been
called to translate the new shift of paradigm iatwell-advised policy steering the pathway
from the conventional system towards a sustainafée The EU Commission (EC, 2003), for
instance, has been determinant in driving its Mesibe a general effort to comply with the
commitments on climate change firstly pointed opthe Kyoto protocol. The new Directive
(EC, 2009) on renewable energy set ambitious tarfget all the EU Members aiming at
reaching a 20% share of energy from renewable ssuby 2020 and a 10% share of
renewable energy in the transport sector.
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The transport sector, indeed, has been addressewdeasf the key issues within the energy
agenda, accounting for the 67% of the overall @ahsumption (EC, 2002) and being
responsible for 21% of all GHG emitted in the Ewap Union (EC, 2004). The so called
Biofuels Directive (EC, 2003) and the following Egluidelines (EC, 2007) firstly set a
compulsory minimum blending quota of biomass-basets at 2% by energetic content of
the total conventional fossil-derived ones. Thahimum level has been then required to
increase to 5.75% in 2010 and up to the aforemeatid 0% level by 2020. According to the
latest EU standards laid out during the EuropeamCibheld in Brussels in December 2008,
biomass-based fuels are also required to causenemom of 35% (Londoet al, 2009)
(percentage that should increase up to 50% in 2GH}p emissions savings. Following the
Commission's Biomass Action Plan (EC, 2005), sévdember States have also produced
their own national action plans. Italy, for exampleas complied with EU guidelines by
setting the minimum blending fraction at 3% by g@egic content for 2009 and 5.75% for
2010 (Italian Government, 2007).

1.2 The biofuels era

In view of the above, it appears that the globargyn system will be shifting away from a
fossil-based provision toward a more compositeesgsivhere renewables and, in particular,
biomass will play a crucial role. Within the transpsector (in particular road transport),
notoriously exhibiting several limitations due te intrinsic need for liquid energy carriers,
biofuels have been indicated as one of the moshptly available options answering to the
global energy supply question (Solomon and John30@9). Converting biomass crops into
liquid fuels allows for air quality improvementse(j, reduction of CO and VOCs emissions)
as well as global warming mitigation by capturimgoi biomass a carbon-free and unlimited
energy source such as solar energy. Furthermamasis may ensure a gradual release from
oil dependence and a fair degree of supply secthtyugh a certain reduction of the import
bill as well as through supplier and technologyedsification. Eventually, the establishment
of a biomass based fuel system can lead to a yesdifect for the local economy by
stabilizing the agricultural sector as well as bjewng new development opportunities
(Dunnettet al, 2008).

Biofuels properly refer to liquid or gaseous fudisr the transport sector that are
predominantly produced from biomass (Demirbas, 2088 wide range of fuels can be
produced from biomass resources including liquidtmes, such as ethanol, methanol,
biodiesel, Fischer-Tropsch diesel, and gases, asi¢ctydrogen and methane. In these years, a
lot of interest has been directed toward the dereknt of feasible solutions to convert
biomass into suitable energy carriers, also drawimghe precious know-how dating back to
past history. Therefore, already existing techniel®dnave been adopted and brand new ones
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devised and then deeply assessed as suitableasiferto oil-based fuels. This did result in a
large number of feasible options each one harngsbfferent biomass as well as suitable in
different forms and mixtures within the conventibfzels. Liquid biofuels that have been
developed and then broadly used so far, may bsifitasaccording to the following product
categories: (i) alcohols; (ii) vegetable oils, Fisc-Tropsch diesels and biodiesels; and (iii)
biogasoline, bio-oils and bio-synthetic oils. Anethuseful classification is based on the
technology applied to produce biofuels. The feedsttypology is also an important way
classify biofuels (Table 1.1 (Demirbas, 2009a)).

Table 1.1 Classification of biofuels based on their producti@thnology
(Demirbas, 2009a).

Generation Feedstock Example

First generation Sugar, starch, vegetable oils, or alcohols, vegetable oil, biodiesel
animal fat:

Second generation Non-food crops, cereals straw, alcohols, bio-oil, Fischer—Tropsch
wood, solid waste, energy cr¢ diese

Third generation Algae Vegetable oil, biodiesel

Fourth generation Vegetable ol Biogasoline

First generation options include biofuels made frgugar, starch (i.e. bioethanol), vegetable
oils, or animal fats (i.e. biodiesel) using convemal technology. They are usually limited in
their ability to achieve targets for oil-productbstitution, climate change mitigation, and
economic growth (except for bioethanol from sugane), because their performance strictly
depends on the technological and geographical xbnitey refer to. Second generation
biofuels harness a wider range of suitable fee#lstamuch as lignocellulosic materials
including cereal straw, forest residues, bagasse, purpose-grown energy crops (i.e.
vegetative grasses and short rotation forests)y Exibit several advantages and avoid
many of the concerns facing first generation ogioffering greater cost reduction potentials
in the longer term. Algae fuel, also called thirdngration biofuel, is a possible solution
which envisages the use of algae-extracted oibs @®mpt fuel itself or in form of biodiesel
when processed via transesterification. Finallyappealing fourth generation option is based
on the conversion of vegetable oil and bio-diesgb ibio-gasoline using most advanced
technology (Demirbas, 2009b).

1.2.1 The dark side of biofuels

Despite the broad range of suitable alternativas their potential benefits, any biomass-
based pathway toward fossil fuels substitution lexhiseveral constraints on its effective
penetration within the conventional routes of thabgl energy supply system and has already
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known oppositions. As depicted in Figure 1.5 (US2A08), data regarding the European
global use of biofuels clearly reveal that the Ebalg on market penetration are still quite far
away.

current EU share goals
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Figure 1.5Estimated fulfilment of current share goals for E@-Biofuels (USDA, 2008).

The reasons behind this trend are manifold. Asaat,stirst generation technologies still
generate several doubts on whether they are sabtaifrom an economic and environmental
point of view (Granda, 2007). On the other hanaored generation technologies are still
economically immature to be competitive within ttimarket. Even worse, algae and fourth
generation options, although indicated by manyhaduture leading technologies, still suffer
of serious technological limitations. However, timost critical issue relates to the fierce
competition for land resources with other biomaasell energy sectors (i.e. biomass for heat
and power supply) as well as within the sectolfitgee. bioethanol vs. biodiesel) and even
more with the food industry. Land competition isded to be contributing to the recent rise
in food prices (EEA, 2009) (the OECD estimates thatent and proposed biofuel support
measures in the EU and US might increase averagatyborn and vegetable oil prices by
about 8%, 10% and 33%, respectively, in the medanmn). A similar rise is also observed in
the prices of non-food biomass used in other indsdapplication. Although equally or even
more important factors affect this trend (i.e. djlots in key producer countries, increasing
meat consumption and rising oil price), it did gerte a worldwide criticism against first
generation technologies and biofuels in generaalB, it is also worth mentioning that the
lay-down of radical new infrastructures usually uieg both great capital expenditures and
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potentially long time to be established as wellligsly difficulties raising from the new
system integration within the conventional one.

Notwithstanding this, the biofuels unquestionedeptiill to perform a unique range of
services within any future energy-system portf¢karrellet al, 2006), ranging from energy
carriers for automotive purposes to heat and posugply, as well as their undeniable
capabilities to offer real economic and environmakbenefits call for a new effort aiming at
the whole fulfilment of the EU share targets. To@al might be matched by using a wide
range of suitable alternatives, being them biodijdsemethanol, bioethanol, pure vegetable
oil, ETBE or any other energy vector that can bdeelied as biofuel. At the moment, only
sustainable biomass fuels however, such as etlzmbbio-diesel, can directly contribute in
decreasing oil reliance in the short term (Solorabal., 2007).

1.3 Bioethanol

Among the suitable alternatives, bioethanol isentty acknowledged as the most appropriate
solution for a short-term gasoline substitution atordingly it has assumed a leader
position within the biofuels market: in 2007, robgh5 Mt of bioethanol have been produced
for automotive purposes in the world, three quartdrwhich was generated in the United
States and Brazil by means of first generationrteldgies (Cardona and Sanchez, 2007), and
customers’ demand is expected to more than doubilleel next 10 years (Demirbas, 2009c).
On the other side, the European contribution kaebitate to take off accounting for 1.4 Mt
with a further production capacity of 2.4 Mt undmmstruction (European Bioethanol Fuel
Association. http://www.ebio.org/statistics.php).ifferent ethanol-gasoline blends are
suitable within the fuel market, ranging from E1® rhixture of 10% ethanol and 90%
gasoline by volume) to E85 (a mixture of 85% ethamwl 15% gasoline by volume). In the
US approximately 99% of ethanol is used in E10 {&A, 2003). Still, in Brazil all of the
gasoline put in the market must have at least a &Bydrous alcohol blend (E20) and about
40% of the total vehicle fleet run on pure ethgkalight, 2006).

Ethanol and ethanol-gasoline blends (gasohol) laailang history: it was in the late 1800s
that Henry Ford built the first engine and carg #t@uld be fuelled by ethanol. In 1908 the
Ford Model T was first equipped with a flexible fmngine capable of alternatively run on
alcohol, gasoline or gasohol blends (Kovaetkal, 1998). However, the actual expansion of
ethanol market dates back to the first boom ocdumethe late 1970s when an embryonic
ethanol industry was started-up in US as the rebhenanswer to the momentary shortage of
oil supply. However, this emergency solution to ¢hebal oil crisis was building up on frail
basis: modelled after the beverage industry and tiaracterised by small plant size and
poor design features, as the oil market scenarprer@established by the mid-1980s the corn-
based bioethanol production system begun to rum @donomic sustainability problems
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which determined a global failure notwithstandihg great governmental support (Jacqetes
al., 2003). Meanwhile in Brazil a similar revolutiomas occurring with the so-called
‘Proalcohol’ program (launched in 1975): initialromoting the use of a fuel blend (a
mixture named gasohol) of anhydrous ethanol (preddmom sugar cane) within gasoline, it
quickly changed its targets switching to hydroulsaabl used in its pure form as a fuel
gasoline substitute. The system, however, was stéffyand when the market got into spots in
the late 1980s, consumers began to switch backngentional cars in which gasoline (still
blended with a minimum level of ethanol) could B2d. To most, it looked like the gasohol
boom was over (Jacquestal, 2003).

However, in the 1990s some domestic as well asnatenal events combined together to
bring about the steady re-launch of the busindss.riiain driver was beyond doubt the Kyoto
Protocol in which most industrial nations agreedatte the first signs of global warming by
targeting a global GHG emissions reduction throagiubstantial cut down of the fossil fuels
consumption. Other national specific events, thoumho gave a big push: in the United
States, for instance, MTBE (methyl ter-butyl ethan oxygenated additive necessary to
substitute carcinogenic substances previously tsettrease the octane content) was banned
due to some concerns on its possible carcinogeaiar& as well as to its detection in
groundwater. The new laws provided for the sulsbiu of this substance with more
environmental-friendly oxygen boosters, such asthianol or bio-ETBE (Jacques al,
2003). All the rest is recent history: new concexbsut oil depletion and security on energy
supply brought to the actual status in which biaath industry is a well-established reality
within the liquid fuel sector.

1.3.1 Production technologies

Biomass-derived carbohydrates (hemicellulose afidlase) can be converted into sugars by
hydrolysis and then fermented into alcohol by tlhdoa of microorganisms, usually yeast
(Demirbas, 2008). First generation technologieswide use today, involves the direct
fermentation of sugars from sugar cane to ethasolall as the saccharification and
subsequent fermentation of cereals starch. Theefatation is then followed by distillation
and separation stages. The basic chemical reactiorisg biomass fermentation are the
followings:

n(C6H1005) + NH-0 - NCgH 1206 (1.1)
NCeH120s — 2NCH3CH,OH + 2nCO, (12)

They occur in presence of catalysts of various meatalthough the most common is
Saccharomices Cerevisia&his is the more mature and the only industeghntology and
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represents the easiest way to obtain bioethanolveMer, the less abundant biomass
availability and more expensive feedstocks togethigh other issues related to the harsh
conflict with food industry did contribute to spattke development of alternative production
technologies looking at more abundant and non-i@wd materials such as agricultural and
forestry residues, woody biomass, energy cropsagenic industrial waste, the so called
second generation technologies.

A wide variety of processes for the production thia@ol from cellulosic materials have been
studied so far and are currently under developn{micolo and Bezzo, 2009), and great
innovation have been made on the paradigm of ctingetignocellulosic biomass into
hydrocarbon fuels in general (Regalbuto, 2009). tMufsthe recent research efforts aim
toward the concrete endeavour to ensure a suslaiaald viable transition from the first
generation bioethanol system toward a second geme@ne.

1.3.2 Bioethanol: open issues

At the moment, bioethanol production through fgenheration technologies is at the highest
ever production levels, although during its histbas known many valleys and peaks as well
as some discredits and oppositions by both theiguginion and part of the academic
community. In particular, bioethanol productionrfrstarchy materials, i.e. corn and wheat,
was believed (Chambees al, 1979), and still is (Patzek, 2006; Cample¢lal, 2009), not to
perform efficiently from an energetic standpointdaio use more energy than it actually
provided as fuel. Many studies have been addresbegp issues (Marland and Turhollow,
1995; Lorenz and Morris, 1995; Graboski, 2002; Shaiet al, 2002; Pimentel and Patzek,
2005; Kim and Dale, 2005a), all of them estimatmger the entire life cycle (from the
biomass growth to the fuel distribution) the neemgy required to produce ethanol. This
resulted in a conflicting range of different corssin probably more suitable to tighten the
debate up than to clarify the question. In a forgsseview of these works, Hammerschlag
(2006) tried to look at the problem by a more otiyecpoint of view through the formulation
of a normalized performance indicator. In a quiteilar way, Eaves and Eaves (2007) also
took up the analysis by extending the review tadewrange of works. This way to assess the
problem allowed highlighting the reasons behindige variance of the studies outcomes:
first of all a great difference in the underlyingsamptions (in some cases even based on old
and biased data) was pointed out; on the other,l@mde studies did not take into account
the energy credits allocation to side-productiares ¢he distiller dried grains with solubles,
DDGS). Notwithstanding this, even using more focuselicators, the simple assessment of
the energy value of the production process may teddse the point out of the question: the
actual value of the service provided by bioethaa®lliquid fuel within the more general
context of energy supply security goes beyond iesenevaluation as a simple industrial
product. As asserted by Dale (2008), net energy laas been used in the media and as is
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generally understood by the public is both irrefgvand misleading. Net energy is irrelevant
because it falsely assumes that all energy caraessequally valuable. The core of the
guestion stands in weather the biomass conversiorai liquid fuel for automotive purposes
(i.e. ethanol) is actually capable to give the tigihhswer to the energy supply question,
involving more complex issues like global warmingigation and oil substitution within the
market.

In light of this, more insight on the real naturfetlee problem should be attributed to those
studies addressing the environmental as well asetomomic performance of bioethanol
production in relation to its capabilities to peaé& the fuel market in terms of both economic
sustainability and competitiveness.

In dealing with the environmental question, marseegchers agree on ascribing to bioethanol
production certain positive impacts, the most comrabwhich being the reduction of GHG
emissions. However, the actual carbon footprintswth a system is still debated and the
capabilities of first generation bioethanol prodomes to global warming mitigation have been
long scrutinised (Farredit al, 2006; Kim and Dale, 2005b; Delucchi, 2006; Madcal Freire,
2006; Reijnders and Huijbregts, 2007; Kim and Dal08; Romero Hernandez al, 2008;
Daviset al, 2009; Gnansounotet al, 2009; Petrou and Pappis, 2009). Most studies
concluded that ethanol derived from starchy biomsissh as corn and wheat, can sustainably
contribute to oil displacement (Farradt al, 2006), although the effective environmental
impact tightly relates to the technological andgyaphical context which the system perform
in. For example, GHG emissions from corn-based neth@roduction cab be estimated
between 3% and 86% (Daws al,, 2009) lower than the emissions from gasolinelpeotion,
depending on how the ethanol is produced. In pdaticit is broadly remarked how this wide
range of uncertainty is determined by the diffeeent options used to provide the energy
needs of the process (Granelaal, 2007) as well as by the great variability iniagjtural
production conditions, in terms of climate, promstof soil, cropping management and
cultivation practice in general (Kim and Dale, 2DR0&gain, an important role on the impact
of bioethanol production on global warming is afdayed by the end-use of valuable sub-
products and thereby by their emission creditscation as their market penetration may
avoid the production, and hence the related enmssiaf the goods they are going to replace.
However, the utilization of biomass for biofuelsa@lcounts for other negative impacts on
environment: for instance, it would increase aadiion and eutrophication particularly
because of nitrogen (and phosphorus) related bsrftem the soil during cultivation (Kim
and Dale, 2005b). Thus, particular importance reenlgiven to fertiliser application having
brought into question the sustainability of corrsdxh ethanol production (Robertsenal,
2008): it is also one of the primary sources fdaragien losses from soil (i.e..8, NGO and
NOs?) which can contribute to GHG emissions. For exanitle largest source 06 in the
United States is the agricultural soil managemenvity (e.g., fertilizer application and other
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cropping practices) (Kim and Dale, 2008). Besidhs, abundant use of chemical fertiliser
often relates to intensive biomass production prest this issue always entwine with the
ethical questions of biodiversity preservation anth the prevention of using GMO to boost
land yield.

To complicate even more this already knotty sitwrait also contributes the question related
to land use change. Delucchi (2006) in a very fedusell-to-wheel analysis of biofuels
production systems argued that the assignment ef ewre cultivated lands to intensive
energy crops would increase the overall GHG emissioth respect to the previous
production practice: this is due to indirect lanse uchange effects of the conversion of
undisturbed land elsewhere in the world and theltiag GHG emissions. However, although
it is acceptable to account for the direct effeciamd use change and on the consequent
emissions, on the other hand the indirect effetigbly controversial for many reasons. For
example, according to Searchingsral (2008), indirect land use change essentially doul
make biofuel industries responsible for the envimental consequences of decisions over
which they have no control.

The issue of economic feasibility of ethanol asiel has been under considerable debate, too
(Karuppiahet al, 2008; Hettingaet al, 2009). The economics of bioethanol production by
first generation technology strongly depends on feedstocks supply costs (ranging
approximately between 50 and 80% of the total pctdo cost according to the specific
biomass (Petrou and Pappis, 2009)) and thus suffarsthe strong market price variability
of raw materials. Although corn-based productiorbrieadly considered a mature industry,
fluctuating oil market prices calls for a strongvgonmental action through national subsidies
as well as through mandatory blending quota sooas8lltthe competitiveness gap with
gasoline. Besides, the business profitability deeplies on the side incomes coming from
DDGS production as animal feed substitute (or a#tevely from electricity produced using
DDGS to fuel a power station). As a consequencae ettpansion of bioethanol industry has
been tempered by changing market conditions (So#tnait, 2009) and, in particular, the high
variability of both DDGS and corn prices have beemshing companies through a
disinvestment decision trend.

Moreover, even though ethanol can be blended vagoline without significant difficulties

in using the existing distributing infrastructui&efnard and Prieur, 2007), the transition from
an oil-based fuel system to a biomass-based oneseps a complex strategic design
problem.

Despite all of these controversial issues, bioathénom starchy biomass represents a well-
balanced trade-off among very few alternatives tlat provide a certain degree of security in
energy supply. Hence, it likely represents the namstised option to achieve over a short-
term horizon the aforementioned European goalsattenof oil displacement. This is even
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clearer if first generation ethanol is viewed agreliminary step towards better performing
second generation biofuels.

As recently observed (Petrou and Pappis, 2009)e tlsea need for an integrated analysis
based on several issues that may help defining B mmomprehensive view of biofuels
production systems. Therefore, especially in thamentries where first generation production
is not yet established, a preliminary assessmesuicti systems is of the utmost importance in
order to overcome the abovementioned drawbacksctafe the bioethanol production
practice. Hence, decision makers and major stakeh®linvolved in biofuels policies
development should be driven by preliminary analysnd evaluations of the interactions
within the system under assessment. The minimisatigoroduction costs and environmental
impact or the maximisation of profits and financglstainability ought to be taken as
undisputed paradigms in pursuing a well-advisedtegry through a wider approach which
goes beyond the limited company-centric view of bnsiness and extends the scope of the
analysis at the entire supply chain.

1.4 Supply Chain Management

The term SC may be used to identify the integraextess wherein a number of various
business actors (i.e., suppliers, manufacturessilglitors, and retailers) works together in an
effort to: (i) acquire raw materials, (ii) conveitiese raw materials into specified final
products, and (iii) deliver these final productsrétailers (Beamon, 1998). As depicted in
Figure 1.6, the actors are connected through tve d&f products and information. In order to
provide end products to the customers, a networlaatbrs is involved in activities (as
purchasing, transforming and distributing) to proelgoods and/or services (Stevens, 1989;
Swaminatharet al, 1996; Coopeet al, 1997). All of these actors add value to the end
product (Lummus, 1999).

The management of these flows across the entirdr@, suppliers to manufacturers, from
final assemblers to distribution (warehouses ardilees), and ultimately to consumers, is
what is commonly called SCM (Silvet al, 1998). The term SCM is relatively new in the
literature, appearing first in 1982 (Oliver and Weh 1982). SCM is viewed by many as a
highly novel management concept, but comparisor wdrlier work reveals similarities.
Thus, the fundamental assumptions, on which SCNé rese significantly older (Coopet

al., 1997). Modern views of SCM can be classified diffierent levels, according to the
following categories (Papageorgiou, 2009):

i. strategic and tactical level: SC design (infrasture)

ii. tactical and operational level: SC planning aetieduling
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iii. operational level: SC control (real-time maeagent)

each one of the above characterised by a well eted time horizon as well as a precise
detail level. In a review focused on the advanecebsahallenges facing the process industry in
the future, Shah (2005) pointed out the vital int@oce to apply SC design to the “supply
chains of the future”, among which the biofuelgastructures are included, so as to provide
useful support to national and international polasywell as to strategic decisions in industry.
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Figure 1.6 General SC outline.

The author also defines SC networks design asategtc decision process about where to
locate new facilities (production, storage and dtigs), what supplier to use for each facility
(sourcing decision). Accordingly, one or more o ftbllowing decisions need taking:

i. number, size and location of manufacturing siesrehouses and distribution centres

ii. production decisions related to plant productmanning and scheduling

iii. network connectivity (e.g. allocation of supptk to plants, warehouses to markets etc.).

iv. management of inventory levels and replenishrpeticies

v. transportation decisions concerning mode ofsjpantation (e.g. road, rail etc.) and also
size of material shipments.

Since the beginning of SCM history, a wide rangéoofs have been developed so as to ease
the decision-making process involved in the stiatégsign of industrial SCs, in particular
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oriented toward a modelling approach to the probl8@ models can be classified according
to two main categories, (i) simulation-based angd rfiathematical programming. Both of
them represent a very useful approach to addregs Ievel problems such as the whole
design of industrial infrastructures, and the ca@t€ the best pathway depends on the task in
hand. For example, simulation-based models areactarsed by higher precision and
thereby they are more time consuming. Hence, thightnbe particularly indicated in facing
small-size problems concerning with a fixed setf@i possible network configurations
requiring a high level of detail in evaluating tdgnamic operation of the system. On the
other hand, mathematical programming models asefdexcise, but they are best suited when
unknown configuration are involved in the study awd broadly advised, especially in the
early stage of strategic design (Beamon, 1998)pdrticular, as stated by Kallrath (2000),
Mixed-Integer ProgrammingMIP) represents one of the most suitable tooldatermining
the optimal solutions of complex SC design problems

1.4.1 Mathematical Programming

Mathematical ProgrammingMP) approaches to design problems traditionadliioibg to the
history of theProcess Systems Engineeri(RSE) community. Firstly developed to assist in
the operation and design of chemical processeg,weee strictly focused on the company-
centric view of the production stage level. Howeviie increasing awareness of the real
opportunity of achieving efficiency improvementswasll as higher economic benefits that
may be obtained by adopting an integrated manageohéme interaction among the actors of
the entire production system, have been motivaanglobal trend driving toward the
extension of the paradigm boundaries in the PSEoagh to optimisation. As a result, supply
chain management has suddenly become a key isgshe RSE community. This has led to
the development of new generation tools specificditvised to provide decision-making
support within the scope of SCM (Guillén-Goséalbed &rossmann, 2009). The fundamental
concept behind these tools is the caption of tlstesy behaviour (in terms of manufacturing
sites, raw materials supply, logistics and distidiutasks) within the whole SC environment,
with the final aim being the optimisation of thetwerk topology according to some
predefined criteria. Thus, the core of the methogypllays on the definition of appropriate
performance measures so as to formulate consisfgimisation criteria to configure the
system on. Profits and economics in general, haes lraditionally pursued as optimisation
criteria, and then production costs and/or businessmes have become the most widely
used performance indicators (Beamon, 1998). Howeaxy soon it showed up the need for
other optimisation drivers so as to account forrthdtiple issues relating to the multifaceted
problem of SCM where conflicting aspects may conaur determining the optimal
configuration of the network. As a consequenceentioals have been added in the list of
performance indicators. Customer responsivenese @md Billington, 1993), flexibility
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(Voudouris, 1996; Georgiadis and Pistikopoulos, 998nd risk management (Aseeri and
Bagajewicz, 2004; Guilléret al, 2005) have been included as suitable criteritinele
according to the different stakeholders needs withé business.

In the past decade, restricting environmental @@ imposed by governments has
determined a global redefinition of industrial po#s so as to comply with the new mandates.
As a direct consequence, increasing attention le& ldirected towards the inclusion of
pollution mitigation as part of the optimisationteria driving the design of process systems.
In addition, this trend has been recently accederay the growing awareness that improving
the environmental sustainability of a productiorogass may also improve its economic
performance (e.g., sales may be positively affedigda better public perception of the
product or operating cost reduction may be achidwedmproving the process efficiency)
(Azapagic and Perdan, 2000).

In view of above, there has been a paradigm shifntderstand the design approach as well as
the scope of the analysis of process systemscinda pointed out by Cano-Ruiz and McRae
(1998) in reviewing the state of the art of envir@ntally conscious design of chemical
plants, a new approach that considers the envirotahperformance as a design objective
rather than a design constraint may lead to theodesy of unexplored solutions that not only
minimise ecological damage but also lead to ove@dnomic profits. Yet, limiting the scope
of the analysis to a company-centric view of thedpiction system may result in misleading
solutions, as may occur when a decrease of thé ilogemct determines an increase in the
overall ecological damage. These drawbacks have ®esrcome by including environmental
responsibility principles within a more compreh&esapproach analyzing the performance of
a production system across the entire SC so asrtergte a new branch of SCM, namely, the
Green Supply Chain Managemgi@rSCM). In an extensive review of over 200 safent
contributions encompassing various research aBasstava (2007) remarks the importance
of a more extensive use of mathematical programrtongpntribute to major advance in an
environmentally conscious SCM.

One of the main driver in using MP lies also in gussibility of performing a simultaneous
optimisation of different issues (Guillén-Gosaltsm Grossmann, 2009), thus enabling the
exploration of a balanced trade-off between cotifigz objectives. This requires the
incorporation of multiple criteria decision-makingechniques within the modelling
framework, namely Multi-objective Mathematical ProgrammingMoMP). According to
Mavrotas and co-workers (Mavrotas al, 2008), the methods for solving MoMP problems
can be classified into three categories accordinipe phase in which the decision maker is
involved in the decision process: thgriori, theinteractiveand thea posteriorimethods. In
both thea priori and thenteractivemethod the objectives are weighted and groupeetiieg

in a single optimisation criterion, thus imposiogdecision makers to express their preference
before the solution procedure. This representsnéddiion in the MoMP capabilities as the
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whole set of different solutions may not be anallyznd assessed. This drawback is
overcome adopting thee posteriorimethod, which provides a full set of feasible (oi@rior

or Pareto optimal) solutions so that the decisiakens can evaluate and decide the most
viable alternative according to their needs.

The application of MoMP within the specific field GrSCM is further motivated by the
approach that it adopts: the evaluation of the 8@opmance in terms of ecological damage
covers all the stage of the life cycle of the prddthus fitting with the needs affe Cycle
Assessmen(LCA) techniques, broadly acknowledged as the besthodology to rigorously
guantify the environmental burdens and their padéimpact of a process, product or activity
(Azapagic, 1999). However, including LCA techniquethin a MoMP framework poses the
problem to find the most appropriate approach taluwate the ecological damage of the
system. This issue asks for the adoption of ap@tgindicators capable of measuring the
environmental performance. To date much effortlbesen directed toward the analysis of the
problem (Azapagic, 1999; Azapagic and Perdan, 2606° Consultants, 2000) in order to
define a broadly accepted standard. However, eshean applying the LCA theory to the
SC optimisation, the best viable option is detesdiby analyzing the scope of the problem
of interest as well as by a trade-off between aildet and thorough comparison among
alternative products (as required by LCA) and theimisation of the calculation effort
(needed to carry out the SC optimisation).

The same problems come up in assessing the riskvastment as well as the financial
performance of a supply system. Moreover, this dsss further complicated by the
uncertainty affecting economic issues, i.e. feedkstopurchase cost and products market
price. The strong variability of such parameterghhiactually invalidate the modelling
outcomes and lead to erroneous results in the grosessing stage when strategic policies
should be formulated on those basis. Therefore, pileziously mentioned deterministic
modelling frameworks have been enforced by addmdabilistic features in a specific effort
to handle the uncertainty. Comprehensive reviewsoptimisation under uncertainty for
process systems engineering applications can bedfau the works by Sahinidis (2004),
Chenget al (2005) and Li and lerapetritou (2008). Most recagoplications to process SCs
are based on stochastic programming formulations @nd Sahinidis, 1996; lyer and
Grossmann, 1998; Tsiakét al, 2001; Guilléret al, 2005). This approach, albeit exhibiting
more thorough capabilities in addressing the uag@st on modelling parameters, usually
results in problem of considerable size and henifieudt to solve. As a consequence, the
most recent academic efforts have been directecrtbwthe development of alternative
algorithms devised for the conceptual simplificatmaf the solution procedure so as to make
these optimisation problems easier to solve and there appealing to a broader diffusion
within an industrial environment.
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1.5 Motivation and aim of the project

SCM tools have also been applied to the assessaiebibenergy systems with a broad
success. Both simulation-based (e.g., Nguyen andeé? 1996; De Mokt al, 1997; Allen et

al., 1998; Caputet al, 2005; Hamelincket al, 2005) and MP (e.g., Dunnedt al, 2007;
Bruglieri and Liberti, 2008; Ywet al, 2009) models have been exploited and tailored to
optimise the design of novel biomass-to-energy upptworks under both economic and
environmental criteria.

To the best of our knowledge, very limited work (v et al, 2006; Dunnetet al, 2008)
has been directed so far towards using MP optiiisaihodels to design a bioethanol supply
system. In fact, there are a lot of studies onettenomic and environmental performance of
bioethanol production from agricultural sourcesnikand Dale, 2005a; Morroet al, 2006;
Kwiatkowski et al,, 2006; Kim and Dale, 2008; Dunnett al, 2008; Karuppiatet al, 2008;

Yu et al, 2009). Some works (Kwiatkowskt al, 2006; Karuppialet al, 2008) have been
addressing the design of corn-based ethanol producbut limiting the analysis to the
company level: the plant topology optimisation mafrout in terms of unit connections and
flows in each network stream aimed at minimising #nergy requirement of the overall
plant. Other works (Kim and Dale, 2005a; Kim andld)a2008) have adopted LCA
approaches to evaluate both the economic and thieoemental performance of the ethanol
production from corn: however, notwithstanding theader boundaries of the analysis
embracing the entire life cycle of the productidmia, the assessment was limited to a
performance evaluation without tackling the degmgk. More comprehensive studies can be
found within the area of second generation bioaihgmoduction (Morrowet al, 2006;
Dunnettet al, 2008; Yuet al, 2009) aiming at the optimisation of whole infrasture
design. However, they seem to focus on the logtitomisation in terms of biomass supply
and product distribution rather than on the stiiatdgsign of the entire infrastructure.

It is therefore evident that all the research éffadevoted so far to the assessment of
bioethanol production, have never had as a primoajgctive the optimisation of the entire
supply chain in order to support the economic andrenmentally conscious strategic design
of corn-based systems. Besides, the use of MP matilon have been only recently applied
to the bioethanol SCs design, even though thidkas limited to the production from woody
biomass. This may be related to the opinion thiat §eneration technologies, and corn-based
production in particular, should be seen as a pieiry step toward the most promising
second generation ones, by which they will be sapgly phased out. However, as recently
observed (Hetting&t al, 2009), corn-based ethanol production might incusignificant
efficiency improvements due to the technologicatiéng in the coming years, so as to make
it competitive also against second generation telcigies. In any case, as grain-based ethanol
will remain in many nations’ energy portfolio fouite a long time (Robertsaet al, 2008), it
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is essential to propose a strategic approach aiminigoosting the overall economics and
softening its environmental impact.

The aim of the project is hence to contribute iaviting for decision-making tools capable
of steering the strategic design of first generatimoethanol production systems through a
full set of optimisation features. The work focusesthe development of MP models for SC
optimisation problems to assist the policy-makingotofuels industry at strategic and tactical
level. The final objective is to deliver a suitablesign and planning framework based on the
approaches commonly applied to the multi-echelons8&tegic design and planning under
economic, financial and environmental criteria (8alhs et al 1989; Tsiakiset al, 2001;
Hugo and Pistikopoulos, 2005; Almansoori and Si2896). Agricultural practice, biomass
supplier allocation (domestic or foreign), prodantisite location and capacity assignment,
logistic distribution and transport characterisatiwill be simultaneously taken into account
within the modelling framework to design the optimatwork configuration under different
optimisation criteria ranging from environmental fimancial and economics ones. The
framework will embody different features for sp#giaexplicit siting of supply networks
nodes (Almansoori and Shah, 2006) and capacitynpignof strategic fuel systems (Hugo
and Pistikopoulos, 2005). A stochastic formulatwifi also be implemented to handle the
effect of uncertainty (Tsargf al, 2007a). Finally, with concerns to the environtaéimpact

of cultivation practice a further aspect will beegened by assessing and minimising the
global warming effect of fertiliser application @nopping biomass.

The economics of the entire network will be assg$gsemeans of SCA techniques, focusing
on biomass cultivation site locations, ethanol paighn capacity assignment and facilities
location as well as transport system optimisatibhe environmental performance of the
system will be evaluated in terms of GHG emissidns,adopting a WTT (CONCAWE,
2007) approach in order to consider the operatimgact over the entire life cycle.

The emerging Italian corn-based ethanol will beesased as a demonstrative real world case
study so as to assess the actual model capabilitisgeering strategic policies on different
interest level according to the stakeholders foduasparticular, Northern Italy will be
considered as the geographical benchmark and thgroird process will be assumed as the
standard technology for ethanol production.






Chapter 2

Modelling Technigues

This Chapter aims at providing theoretical backgbaon the main modelling techniques this
research project have been dealing with. SC opditiois and related issues such as SC design
and synthesis are firstly introduced. Successivetgthematical programming tools are
briefly outlined as algorithmic approaches to SO, putting particular focus on MILP.
Next, a review of the main algorithms devised fdP [droblems solution is presented, with a
particular reference to MILP problems and to thanibh and bound solution algorithm.
Finally, more specific modelling features are addesl through a brief overview on MoMP
and on stochastic optimisation.

2.1 Supply Chain Optimisation

Strategic design and network planning of biofusisteams fall within the broader category
referred to as SCM. Within the various disciplirikat constitute SCM, optimisation based
methodologies have been recently attracting a gideat of attention from industry and
academia (Grossmann, 2004). In particular, thegh hMersatility to address a wide range of
problems, from strategic (i.e. logistics networkside) to tactical ones (i.e. inventory and
transportation decisions), all the way through apenal problems (i.e. production
scheduling and vehicle routing), have made thenelyidsed in decision-making support. SC
optimisation methodologies can, indeed, radicallyhance logistics and supply chain
performance through the effective coordination afious decisions concerning the planning
and the design procedure.

The design and planning of a supply network israfiby the set of activities springing from
the conceptual decision to establish a productistesn until its actual development by
selecting the proper sequence of activities andctireesponding network topology. The
topology comprises the selected activity nodes thedconnections between them. Network
configuration synthesis is a fundamental task efdbsign and planning process: it represents
the conversion of the conceptual idea into a moreete flowsheet through the evaluation
of alternatives. In order to gain insight into tt@ncept, two definition of synthesis are here
proposed:



Chapter 2 Modelling Techniques 36

a. Biegleret al (1997) in addressing process design describehegist as an iterative
process with several steps: (i) concept generati@iy alternatives generation; (iii)
analysis of alternatives; (iv) evaluation of altimes; and (v) optimisation of design.

b. Tveit (2006) states that the synthesis of (gnesgstems can be defined as the process of
generating many alternative conceptual flowshesten in the form of a superstructure,
and selecting the topology and system parametatsgitie rise to the flowsheet that is
optimal for a given objective or objectives.

Although referring to different system boundariéise(former is limited to process design
whereas the latter embraces the entire supply mysteoth definitions evidence a common
way to formulate the synthesis task within a genekesign process. In particular, the
suggested procedure revolves around two main ctscepmely the formulation of network
alternatives and the following selection accordinga predefined optimisation criterion.
Framing the problem through optimisation technigeietils the representation of the system
alternatives by sets of equations which are funetiof the design variables. Thus, the goal of
optimisation is to solve the equations and to fimel set of variables values that best satisfy
the performance criterion.

As observed by Shapiro (2004) in addressing thestopres facing supply chain planning, a
major challenge in this area includes the develapé specific modelling tools. This task
often lead to the generation of large-scale problemhose actual complexity strongly
depends upon which methodology is chosen to foriauke problem. Several methodologies
embracing hierarchical, simulation and hybrid (g the simultaneous use of simulators
and heuristic rules) approaches as well as matheahgirogramming (i.e. algorithmic
approaches) have been devised within the scop€ apimisation. As already mentioned in
the previous Chapter, simulation and algorithmiprapches (Beamon, 1998) are the most
extensively used in PSE.

Probably, the right answer to SC synthesis questg@mnot be found in any single ‘silver-
bullet’” modelling approach, but rather in an optirmambination of the different options. In
this work, however, the attention will be focused the algorithmic approaches as they
represent the most suitable option in the earlyestd systems design when the superstructure
of the network is completely undetermined, as oftappens when dealing with biofuels SCs.

2.2 Algorithmic approaches

When an optimisation problem is framed within tH@Msscope, algorithmic approaches are
among the most widely used modelling technique® ihhplementation of an algorithmic
methodology can be taken through the following ecnsive three steps:
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i. postulation of a superstructure of alternatig@siultaneously embedding all possible
topologies

ii. formulation of an optimisation model for thepgrstructure

iii. solution of the optimisation problem to defittee optimum configuration

The postulation of the general SC superstructur@sgohrough the mathematical
representation of the systems behaviour by meaasnoddel which combines the physics of
the network with logical relations, all expressesd adgebraic equations. To determine the
optimal configuration of the system the optimisatiproblem must be solved so as to
minimise a predefined objective function (optimisatcriterion) still holding the physical
constraints (material or energy balances) and #bgielations previously outlined. In other
words, the superstructure representation geneaali@3 problem that must be solved with an
ad-hoc solution algorithm.

As already mentioned MP problems deal with the mistétion of an objective function
representing the performance criterion (i.e. costsjironmental impact, financial risk, etc)
according to which the system should be configuidte algebraic formulation of a MP
problem has the following general form:

min f(X)

s.t.h(X)=0
g(x)<0
xogn

2.1)

where f (X) is the objective functionh(X) is the set of equations that describe the system
behaviour (material or energy balances and logomaistraints) andg(X) is the set of
inequalities that defines the logical constrairtie specific network is subjected to. The
variables arrayX represents the set of design decision that wiltéfned by the problem
solution (Grossmann, 2005a).

MP problems are usually divided into different skes depending on their characteristics and
inherent structure. For example, they may be refeto as (i)deterministicwhen all the
modelling parameters are known and specified, di)astochastiovhen at least one of them
Is uncertain and is assumed to follow a particplabability distribution (Beamon, 1998).
MP problems may also be regarded_amar ProgramgLP) orNon-Linear ProgramgNLP)
depending on whether the functions are linear or no
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2.2.1 Mixed-Integer Programming

In dealing with SC networks design and planningnynaf the decision that must be taken are
discrete in nature (i.e. whether an activity exsithin a node, or a transportation link has to
be established between different nodes). If thisk tes addressed through algorithmic
approaches, it raises the need to represent thesetd choices, along with the continuous
ones. Hence, a combination of discrete and conimwariables must be embodied within the
general mathematical formulation. As a consequeRgeation (2.1) now takes thdixed-
Integer ProgrammingMIP) form:

min f(X,Y)

s.t. h(X,y) =0
9(x,y)<0
xoo", yo{og™

2.2)

where X still represents the-set of continuous variables, whil§t is them-set of discrete
variables (which generally are binary variablesgjtttake 0-1 values to define the design
decisions. MIP models refer to as MILP models wiadinof the algebraic equations and
inequalities are linear.

Finally, it is also worth mentioning that MILP prdems, and their sub-sets, are usually
regarded as steady-state models operating witfiked time horizon. However, if a dynamic
modelling is needed the model can be built as adgtstate multi-period problem through a
linear formulation referring to a discretised tilm@rizon (Kouvelis and Rosenblatt, 2000).

2.3 Solution algorithms

Once the mathematical postulation of the netwogesstructure as well as the optimisation
model is built, the MP problem must be solved byanteof a dedicated solution algorithm.
To date there is no efficient method for solvinglgems of all classes, but many specialised
algorithms have been devised in relation to thennwategories which MP problems are
divided into, namely LP, NLP, MILP and MINLP. Acabngly, the choice of algorithm is
tightly dependent on the problem formulation andrelteristics.

SCM problems solution, especially with concerns bdmenergy systems (Hugo and
Pistikopoulos, 2005; Morrowt al, 2006; Dunnetet al, 2008; Bruglieri and Liberti, 2008;
Yu et al, 2009; Almansoori and Shah, 2009), has been tigcelominated by linear
modelling approaches (both LP and MILP). This Hae Been promoted by the availability of
reliable commercial software such as GAMS (Broekeal, 1998), AMPL (Foureet al,
1992) and AIMMS (Bisschop and Entriken, 1993) toe solution of optimisation problems.
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This section is in no way meant to cover the futlaaof MIPs algorithms. A fuller description
can be found in many textbooks (i.e. Williams, 109e further discussion will focus on
MILP-dedicated solution algorithms, which will bmplemented in this Thesis.

Unlike LPs with the simplex algorithm (and its resdl versions (Beale, 1968)), none
universal algorithm has emerged for the efficiesiison of all the MILP modelling range.
Different algorithms measure better against diffieréypes of problems due to the
computational complexities of the existing clasgaaong the wide range of suitable options,
most methods fall into one of the five categoregsorted below (Williams, 1985; Grossmann,
2005a):

i. Cutting planesmethods (Gomory, 1958; Crowdet al, 1983; Van Roy and Wolsey,
1986)

ii. Enumerativemethods (Land and Doig, 1960; Balas, 1965; Dakag5; Geoffrion, 1969)

iii. Pseudo-Boolearmethods (Hammer and Rudeanu, 1968; Granot and lamif72;
Hammer and Peled, 1972)

iv. Branch and boundhethods (Williams, 1993)

v. Benders decompositianethods (Benders, 1962).

All these methods, albeit with different featuresi aarious facets, are based on the common
underlying idea to transform the MILP problem imtset of LP sub-problems which can be
then solved through the simplex algorithm. Thisashieved through the LP relaxation
technique which allows transforming an integer peobinto a linear one by simply turning
the binary variables into continuous ones varyiegMeen 0 and 1 (8 y < 1, referring to
Equation (2.2)). All of the above methods preskatrtown pros and cons, although the most
common drawback relates to the prohibitive compartal efforts when the methods are
applied to large size problems. Consider, for eXamgn MILP problem counting only one
continuous variablen(= 1, with reference to Equation (2.2)) and twebityary variablesrf =

20, referring to Equation (2.2)): the enumerativetmods require the solution of more than
one million LP sub-problems T2

The branch and bound methods have proved the mosgéssful in general on practical large
scale MILP problems. They involve a well-thoughtntmnation of different features of the
abovementioned options (in particular, enumeradive cutting planes features), which allows
for the efficient solution of large size problemghout exceeding in the computational effort.
Commercial software for MILP solver (i.e. OSL, CPLEand XPRESS) are also available
and can be used to solve problems with millioniogky variables (if enough time and CPU
memory is provided).
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2.3.1 Branch and bound algorithm

The main idea behind the branch and bound algoiGtiprocedure is to use a divide and
conquer strategy to decision-making by generatiagigl solutions to the problem and
eliminating unpromising regions of the solution @paThe resulting algorithm would allow
for a limited, although still exhaustive, enumesatiof LP sub-problems within which is
guaranteed to find the optimal solution.

The branch and bound algorithm consists of a prnagedvhich rests on the LP relaxation
theory and is developed through different iteratsteps that will be described below
(Pistikopoulos and Adjiman, 2001).

LP relaxation theory

Consider the general MILP problem described by Egqog2.2). The LP relaxation entails to
change all them binary variables into continuous ones ranging witthe 0-1 interval.
Accordingly, Equation (2.2) takes the form:

min f(X,Y)

s.t. h(X,y)=0
g(x,¥)<0 (2.3)
xOgn,yoom

% 2{0}.{0} < y < {3}

Let us consider now two relaxed problerRs,andP;, in which a numbek’ and k (both
lower than m) of binary variabley’ and y" are fixed before relaxing the problem.
Accordingly, the two problems formulation can b@messed as:

min f(X,y)

s.t.h(X,y)=0
9(x,y)<0
xOoot,yood™
x={0}.{0} <y <{1)

y'OK,, fixed

P) (2.4)

and:
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min f(X,y)

s.t. h(X,y)=0
9(x,y)<0
xaot, yoo™
x=00<y<1
y'OK;, fixed

) (2.5)

with the set oK; fixed variables including the skt (Ki 0 K; and dim{;}< m). Let us define

f as the solution value of the objective functiontfie MILP problem (3.2), whil§" andf;’
denote the solutions of problentd)(and @;), respectively. Stated that the more a problem is
constrained (or the larger the number of fixed alalgs), the higher the optimal value of the
objective function to be minimised, then the follog properties must hold:

a. if P is infeasible, the®, is infeasible
b. if P is feasible, theR; is feasible
c. if P, is feasible, thefy” > f;

d. if anyy is integer in the solution &, thenfj* >f

The branch and bound algorithm takes advantageesktproperties to explore and reduce the
solution space into which to enumerate the LP soblpms. The basic methodology behind
the iterative procedure is described in the folloyvi(Figure 2.1 is taken as graphical

reference).

step 1: initialisation ---- relaxed LP

step 2: nodes creation -

Figure 2.1Branch and bound tree (Pistikopoulos and Adjimd(D).

The algorithm is initialised by solving the fullglaxed LP problen®,, defined by Equation
(2.3). Without fixing anyy variable the solution might entails two situatio(i$ f; is the
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solution of the MILP problem, if all the binary vables result to be integer; otherwise {ji)
represents thiewestof thelower boundof the solutions space (Property (d)).

The second step involves the creation of two sutipms (omode$ by fixing only one of
the binary variablesy, still keeping the other variables relaxed. Thietsans of the two sub-
problems gives two tighter lower bounds ({, = 0) andfy (y: = 1)), the minimum of which
constitutes thenew lower boundf the problem f,,) (Property (c)). If the solution of the
relaxation is integer, it provides apper boundf the problemf(a) (Property (d)). Iffmax -

fmin < € (convergence test), the solution is found. Othsewif one of thd, (y1) solutions is
greater tharfima, the whole branch deriving from the correspondingde (i.e. node A, if; (y1

= 1) >fmay cannot lead to the optimal solution anyway, ahdstmust be cut from the
solutions tree. On the other hand, any node withweer bound less thafyax is added to the
lists of nodes that need to be further analyseds irvolves the selection of a new node
among the remaining to be used to create two nedesby fixing another binary variable.
The procedure is re-iterated and repeated untitdm@ergence test is fulfilled.

It is worth mentioning that different performancetine algorithm can be achieved depending
on the alternative criteria that may be used alh ss&p to decide which node to be selected or
how to branch the tree (which binary variable 1.fThus, different approaches and methods
combinations can be implemented to adapt the dhgorperformance to the MILP problem
which needs solving.

2.4 Multi-objective optimisation

As already mentioned, the solution procedure ofdp@misation problems is ruled by the
minimisation of an objective function representihg single optimisation criterion previously
chosen to configure the system. In dealing with dlesign of biofuels systems, decision
makers can formulate a wide variety of design negments and objectives according to the
numerous stakeholders’ needs that should be taiteratcount through the design pathway
(i.e. network efficiency, environmental impact, Bomic performance in terms of cost
minimisation or profitability maximisation, and smn). Usually SC designers have been
adopting a modelling strategy envisaging the oltaint of a unique objective modelled after
the algebraic form represented in Equation (2.2weler, it is also possible to include more
than one objective in a more comprehensive andatikrsdesign process by embodying
multiple criteria embracing a wider set of desigguirements. These problems are referred to
as multi-objective optimisatioproblems and their main peculiarity is their inhrgreapability

to model possible optimisation criteria, or rathetakeholders’ preferences. These new
modelling features can be mathematically expresdedugh what is called MoMP
formulation, according to whichp optimisation functions are taken into account
simultaneously:
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min f,(X,y),0) 0{12.....,p}
s.t. h(X,y) =0

9(X,y)<0

xoo", yo{og"

(2.6)

Unlike single-objective problems, which always fesn a single solution(X,y)"” (when a
solution exists), MOMPs produce a matrix of mubigllutions, all likewise optimal (or sub-
optimal), due to conflicts between objectives. thes words, referring to the mathematical
formulation of Equation (2.6), the solution pbbjective functionsf, (X,y): O™ - Otis a
subsetZ of spacel® called feasible objective region. The element& afe called objective
vectors, Z = [(X,¥);,(X,¥),,..-, (X, y)p]T, which represent the whole set of sub-optimal
solutions. This calls for the definition of a newtimality criterion. A common way of
defining optimality is the Pareto optimality, whicdan be defined as follows (Miettinen,
1999):

Definition 2.1: A decision vector(X,y)"” is Pareto optimal if there does not exist another
(X, ¥) such thatf, (X,y)< f,(X,y) oralli=1,....,pand f,(X,y)< f,(X,y) for at least one
objectivej. Otherwise (X, y)" is non-optimal.

In other words, a solution is Pareto optimal ifistnot possible to find another feasible
solution so as to improve one objective withoutessarily worsening at least one of the
others.

There are usually many Pareto optimal (or non-iafgisolutions, and the whole set of them
is referred to as Pareto surface. All the solutidenging onto the Pareto surface are
mathematically equal and depend on the decisionersalo select as the “right” solution.

According to the design process stage in whichsi@timakers express their preference, it is
possible to distinguish three different familiesneéthods (Collette and Siarry, 2003):

i. A priori methods
ii. Progressivgor interactive) methods

iii. A posteriorimethods.

In the a priori methods, the trade-off between cibje functions is determined before the
execution of the optimisation model. This is ack@\by weighting the different objectives
within a single objective function. Although thesimplicity in terms of execution, these
methods have known criticism concerning with théfialilties to be able to accurately
guantify (either by means of goals or weights) @refces in advance. In the progressive
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method, interactive phases of dialogue with thesilme makers are interchanged with phases
of calculation so as to head, after few iteratidnsyard the most preferred solution. These
methods, although applying specific techniques tweh the decision makers requirements,
exhibit two main drawbacks: first of all, decisionakers need to be involved in the
optimisation process continuously in order to adjh® objective criteria as long as new
results become available; secondly, because ofitéhigtive process, decision makers never
see the whole range of possibilities, but onlydffect of their preferences at that stage of the
optimisation. On the contrary, the a posterioriimets do generate the whole set of efficient
solutions (all of them or a sufficiently broad repentation) and then the decision makers
select the preferred one. The only drawback thatmuest emphasize here is that the
computational effort needed to generate a fullespntative set of Pareto optimal solutions
might be prohibitive. However, with the recent dakility of ever better performing
computational facilities the a posteriori methodsvén been receiving more and more
attention.

2.4.1 The &constraint method

Among the available a posteriori alternative opdiotines-constraintmethod (Steuer, 1986)
resulted as the most widely applied in multi-ohbjeetoptimisation problems due to its
aptitude to be implemented into the MP modellinggizage and to fit with the available
solution algorithms. Thes-constraint method has several advantages overothers
(Mavrotas, 2009):

i. it allows obtaining a more rich representatidnhe efficient set of solution

ii. it allows producing unsupported efficient saduis in Multi-objective MILP(MoMILP)
problems (Steuer, 1986; Miettinen, 1999)

iii. it does not suffer of scaling problems for gping together the objective functions

iv. the number of the generated efficient soluticas be controlled by properly adjusting
the number of grid points in each one of the objedunction ranges

The mathematical formulation of this method builds the main idea (Cohon, 1978;
Chankong and Haimes, 1983) to optimise one of thective functions using the others as
constraints in the constraint part of the model.cédingly, Equation (2.6) can be
reformulated as:
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min f,(X,¥)
st f,(X,y)<¢,, 0#1
h(x,y) =0
9(X,y)<0 (2.7)
x00", yo{og"
g D{s},s}’}, Oj#1
jo{12......p}

where:

e =min f,(x,y), 0j0{12.....p}
s.t.h(X,y) =0

g(x,y)<0

x00", yo{og™

(2.8)

whilegﬁJ is the maximum value among the X) values forf, (X,y) when all f,(x,y) (Ui #

j, 10{1,2,...,p}) are minimised without constraints.

In the literature, several versions of theonstraint method have been proposed to improve
its performance or to adapt it to a specific tygepmblems (Ehrgott and Ryan, 2002;
Laumannset al, 2006; Hamachest al, 2007). This work will refer to the MoMILP solon
approach proposed by Hugo and Pistikopoulos (28fll)wing the works by Papalexandri
and Dimkou (1998) and Dua and Pistikopoulos (2008 proposed algorithm is illustrated
in Figure 2.2. It involves three preliminary stefigdq 3) in which the constraining parameters
(g) are evaluated, and the feasible range is sedplwng p single-objective problems. Next,
step 4 involves the discretisation of tlrgoarameter space intu Q®Y sufficiently small
intervals and the further application of teonstraint method at each parameter interval
realization. Accordingly:

min f,(X,Y)
st f,(X,y)<¢;,, 0#1
h(x,y) =0
9(x,y) =<0 (2.9)
xoo", yo{og™
£ D{s},...,s?,...,sf‘Q}, Oj#1
jo{12.....p}

where:
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Y —¢gt
g =g, €] =€ +qE—IJN—Q’ and &M = ¢V (2.10)
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MoMILP problem
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step 2
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parametric problem
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step 3

&€ parameters range discretisation
into NQ points

\ 4

step 4

solution of the &constraint problem for
each parameter range point (NQr'realisations)

4

step 5

infeasible solutions filtering
and
efficiency detection

Figure 2.2Information flux for the multi-objective optimisaii algorithm.

It is important to note that the-constraint method can neither guarantee feagibildr
efficiency and both conditions need verifying ortbe complete set of solutions has been
obtained. Therefore, an additional post-procesgihgse (step 5) for detecting efficiency
(based on the concepts of Pareto optimality) hasetancluded as part of the overall multi-
objective optimisation algorithm.
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2.5 Stochastic optimisation

The discussion addressed so far has been dealitty mvodelling issues regarding
deterministic optimisation techniques in whichta® model parameters are known. However,
it is quite common in designing biofuel systems, (odeed, any other system) to make
decisions in presence of uncertainty (i.e. on raatemal costs, market price and activities
burdens). Hence, decision makers have to measwmsagoptimisation problems which
depend on undetermined parameters sets. Withisdabpe of SC design and planning, the
PSE community has long been involved in the devetg of dedicated tools and a variety
of ways to formalize the uncertainty has been thensed, together with different approaches
for solving optimisation problems under uncertaintyhese include scenario-based multi-
period formulations (Tsiakigt al, 2001), stochastic programming (Dempseral, 2000;
Guptaet al, 2000; Gupta and Maranas, 2003; Lababtdal, 2004), supply chain dynamics
and control formulations (Bose and Pekny, 2000e&410pezt al, 2001; Cheng and Duran,
2004), and fuzzy decision-making (Petrogical, 1999; Chen and Lee, 2004). In a review of
state-of-the-art and opportunities for optimisatiomder uncertainty, Sahinidis (2004)
categorises all the existing modelling approachesthree main families:

i. Stochastic programming (recourse models, robust stochastiogrpmming and
probabilistic models)

ii. Fuzzyprogramming (flexible and possibilistic programming

iii. Stochastic dynamigrogramming

The main difference between these methods is teriying philosophy which they adopt to
handle the uncertainty. In the stochastic programyngase, for example, uncertainty is
modelled through discrete or continuous probabifilpctions. On the other hand, fuzzy
programming considers random parameters as fuzabers and constraints are treated as
fuzzy sets. Dynamic programming, instead, consitleesuncertainty as an inherent part of
the modelling environment: this involves the foratidn of a discrete time system that
evolves over a discrete time periods each one ctaised by different scenarios with a
defined probability.

Among the suitable alternatives, the use of stddhgsogramming for SC design and
planning has been showing increasing interest (Saddd Tang, 2009). The stochastic
programming approach adopted in this work is a Milikh fixed recourse, also known as
scenario analysis technique (Birge and Louveau®7)19This approach is based on the main
idea to consider simultaneously multiple scenawbsan uncertain future, each with an
associated probability of occurrence. Under theuraggion of discrete distributions of the
uncertain parameters, this approach seeks netwonkigarations that are good (nearly
optimal) for a variety of scenarios of the desigargmeters at the expense of being sub-
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optimal for any one scenario (Santedaal, 2005). Hence, optimisation entails maximisation
or minimisation of expected objectives, where themt “expected” refers to multiplying
performance measures associated with each scebgridgs probability of occurrence.
Accordingly, given a se$ of possible scenarios for the design parametées,stochastic
modelling features can be mathematically expretis@aigh the following MILP formulation:

min E(f(X,y))=Y @, F,(x,y), O sO{L..w

s.t.h(X,y) =0
9(x,y) <0
x00", yo{og™

(2.11)

where E(f (X, 37)) Is the expected objectivef (X, y) the single objective function related to
scenarios anda is the discrete probability value for the occuoemf scenarie parameters
conditions.



Chapter 3

Modelling Assumptions

The objective of the discussion presented in thigpel is to provide a comprehensive

description of the bioethanol SC in terms of ecolwoamd environmental issues. A general
outline of the production network components istlir drawn. The subsequent sections
specifically address the economic and environmestaluation of the network nodes of the
bioethanol SC in relation to a real world case gtudmely the emerging corn-based ethanol
production in Northern Italy. The detailed charastgion of the related SC node categories
in terms of modelling parameters through SCA andlt€hniques is finally reported.

3.1 The bioethanol SC

The objective of the work addressed in this Thissthe development of a general modelling
framework to design and plan strategic SCs sudiicdigels production systems. Dealing with
such an optimisation problem usually entails a wiaege of decisions with concern to the
best network configuration to be established ireotd achieve the desired performance.

As already stated in Chapter 1, SCs can be gepeialved as production networks including
a number of facilities, namely logistic nodes, sashsuppliers, production sites and demand
centres. In a similar context, a biofuel SC is wedi as a network of integrated nodes that are
mutually connected and work together in the endeatm satisfy the customer demand of a
specific fuel. As depicted in Figure 3.1, a gendiafuel supply network can be divided into
two main substructures: the first one concerns thighupstream fuel production and involves
biomass cultivations, biomass delivery and fueldpition sites; the latter is related to the
downstream product distribution to the demand esniBetween the end-nodes there can be a
broad variety of production technologies, transgash modes, and logistic choices.
Therefore, the decision process toward the beste€¥gn involves the optimal choice among
the possible combinations of these network nodesalfeady evidenced, the design outcomes

! The topic addressed in this section is part ofipations Franceschiat al (2007a), Franceschit al (2008),
Zamboniet al. (2009a) and Zambost al (2009b), Zamborgt al (2009c) and Zambowet al (2009d).
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are not unique as they strongly depend on the fipeonversion technology and even more
on the geographical context in which the systegoisg to be operating.

Accordingly, the modelling framework developmenhwat be exempted from a preliminary
work oriented to a rigorous characterisation ofgiheduction system under assessment which
reckons with specific geographical and technoldgssaies. The methodology adopted in this
work refers to the classical SCA (for economic aatibns) and LCA techniques (in relation
to environmental analysis).

/
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fuel
production —

g1 g1

; " demand
centers
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9n

upstream downstream

9n

Figure 3.1.Biofuels network superstructure.

3.2 Case study

The specific features which the entire projecteifered to reckon with the formulation of a
representative case study embodying the geogrdplasawell as the technological

benchmarks which the modelling framework has besed on.

The emerging corn-based ethanol production systerNdrthern Italy was chosen to the
scope. First of all, in complying with EU guidelsy@n biofuels, the current Italian energy
policy sets the minimum blending fraction of bicatbl within gasoline at 3% by energetic
content for 2009 and 5.75% for 2010 (Italian Goveent, 2007). Moreover, the region under
investigation represents a self-sufficient area tetms of conventional fuel supply

infrastructure as well as a promising biomass peodn belt with concern to soil conditions,

corn yield and farming practices. Additionally, testing distribution infrastructure includes

a full-scale range of transport options availalde ihdustrial purposes. These are likely
reasons why some Italian companies have been plgtine establishment of first generation
ethanol production facilities scheduling corn agtafle biomass. Presently, four ethanol
plants are under planning and their probable looatind size was considered in this work. In
particular, a 110,000 t/y production plant is asedrto be built up in the industrial area close
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to the Venice harbour (elemegt= 32 in the grid that will be later described), zmal
160,000 t/y facility should be established in Porfim (g = 43), a 160 kt/y plant is proposed
in Tortona ¢ = 37) and, finally, a 100,000 t/y plant should bestoucted in Triestey(= 34).

3.2.1 Spatially explicit features

An important step in implementing a spatially egplmodelling framework is the territorial
characterisation required to map all the possilgevark configurations within the area of
study as well as to set a geographical benchmartkéomodel parameters. Northern Italy was
discretised into a grid of 59 homogeneous squajiems of equal size (50 km of length); each
one represents an element identifiedgl¥he grid is illustrated in Figure 3.2). One adial
cell (g =60) was added as a pseudo-region to represenptlmn of importing biomass from
foreign suppliers. The actual land surface of esghared regiondS) was measured by
considering the specific geographical configuratminthe area (the estimated values are
reported in Table A.1). Element 60 was assignedct#idus (very large) value so as to
represent a pseudo-region capable of an “unlimitedinass production that may satisfy the
domestic demand.

24 25 26 27 28 29 30 31 32 33 34

35 36 37 a8 39 a0 a1 42 43
] = -
[ ] depots

44 45 46 47 48 49 50 51 52

Figure 3.2Grid discretisation and Northern Italy.
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3.2.2 Demand centres

The characterisation of demand centres is anotgiidsue in the preliminary assessment of
SC systems as they are likely to represent the ararer of the optimisation process. When
dealing with biofuels, it is very important to dsliah at which SC stage the conventional fuel
is blended with a biomass-derived one. A recent gauwental report (INDIS, 2007)
outlining the Italian fuel-for-transport infrastituce, highlights two important issues
regarding gasoline distribution. First of all, te@ght main companies operating in lItaly
(covering more than 95% of the whole market) exhiihighly integrated SC; besides,
present regulations make it very difficult to ingse the storage facilities location and
capacity. The Italian fuel SC is therefore a stagbwvork, within which the main bottleneck is
represented by the storage structure. As a resbltpmpanies are forced to share terminals
and to tightly schedule their product delivery toaf customers. Secondly, downstream
products (gasoline, diesel and LPG) are storegramary depots mainly located along
seacoasts, and are then distributednternal depotslocated in the neighbourhoods of the
main transport nodes (rail stations or highwaysg)means of pipelines. Finally, products are
distributed from internal depots to filling stat®mainly by road tankers. Furthermore, the
hygroscopic nature of ethanol-gasoline mixturesgssts that ethanol should be added and
blended with gasoline just before the final disitibn stage.

Accordingly, the internal depots are assumed asatiteal demand centres for bioethanol.
Provided the usual demand driven nature of thelpnolof study, the demand assignment to
blending centres must be solved before the SC ggaition as a typical secondary distribution
problem carried out to define the ethanol demanthatblending nodes. The mathematical
formulation, reported in details in Appendix B, hlasen based on the MILP modelling
approach commonly applied in the optimisation @ fdistribution systems (Kong, 2002) and
solved in GAMS (Rosenthal, 2006).

Northern Italy grids (regional elemergsas defined above) have been hence characterised by
a homogeneous blended fuel demad&Nlg). Internal depotsd are fuel suppliers that have
to be assigned a certain number of drop zonesrte 98EMy values have been extrapolated
from provincial gasoline demand, and the maximumieal throughput allowedTHR}™)
has been derived from internal depots throughppaacty. The actual throughpuDEMT,) is
assigned to each terminal by implementing the apétion model. Onc®EMTy is known,
the ethanol demandD{y) can be easily derived by fixing the blending eetage that
characterise each demand scenario.

Data about provincial gasoline demand perspective2009 and 2010 as well as internal
depots location and maximum distribution capactayenbeen collected from Governmental
web sites (Italian Government, 2008). It is impott# discuss here a fundamental underlying
assumption related to demand definition: the tiragant nature of ethanol demand is mainly
determined by biofuels regulation rather than miarRéis justifies the approximation of
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blended fuel demand to a mean constant value @utaas an average of the 2009 and 2010
demand perspective. Accordingly, Table A.2 resurhes input values oDEMy used to
implement the secondary distribution optimisatioodel. On the other hand, Table 3.1
reports theTHR[™ values, while Figure 3.2 depicts the geograpHmedtion of the internal
depots.

Table 3.1Values for maximum depot throughput capacity (JHR

depotd regiong THR;™

(t/d)
a 22 1500
b 25 2000
c 27 4000
d 32 5300
e 37 2000
f 39 2000
g 41 1500
h 46 3000
i 52 4000

The optimal configuration of the logistic distrilart from blending terminal down to demand
centres (elementy, as resulting from the optimisation outcomesejorted in Figure 3.3.

2 o o
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Figure 3.3Blended fuel distribution system: optimal configioa for Northern Italy.
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3.3 Supply Chain Analysis

Once the geographical location is characterisedgaleith the market features in terms of
gasoline and biofuel demand, a detailed SCA is eeedhis allows tailoring the modelling
framework to the specific case study under assessraad involves the definition of the
economics of the system in terms of modelling p&tans related to the technological choices
which the case study entails. Accordingly, theal and scopeof the system have to be
defined with the necessary precision required leyrépresentative value of the assessment
that is going to be approached. Within the scopmathematical programming this has to be
carried out with a double purpose. The first onmiperform the economic, and successively
environmental, optimisation: SCA (and LCA consedlygrare needed as an endogenous tool
to compare alternative topologies of the same prtialu network. The second goal is to use
the results obtained through optimisation to coraptdre performance of the obtained
production system with that of an exogenous supplyvork (e.g., the conventional process
that is aimed to replace). The unit for the perfance measures, i.e. thenctional unitof the
system, needs to capture the nature of the sepvmeded by products. Accordingly, when
referring to alternative fuels, this should be defl as an absolute benchmark suclkras
drivenor GJ of energyprovided using those fuels in a combustion endgdrethe other hand,
to obtain a satisfactory estimation of the systerfggmances, special attention has to be
given to the choice of the SC stages to be includedthesystem boundariegefinition.

Hence, the set of SC stagesonsidered in the evaluation are given by biontasvation
(bc), biomass transporb{), fuel productionff) and fuel distributionff), and expressed as:

s S={bc, bt, fp, ft}.

3.3.1 Biomass cultivation

As first generation production technology is assdnte represent the most convenient
solution over a short-term horizon within the aliindustrial context, corn is recognised as
the most suitable biomass for ethanol productigrati@lly specific data regarding corn yields
(CYg) and corn crops fractions of the overall availalaled (BCD;™) were retrieved from
territorial data (ISTAT, 2007), whereas land availity (ADg) were obtained through a GIS
system (Corine Land Cover 2000APAT, 2006). Corn production costtJRCh,) were
derived from actual data (CRPV, 2007): fixed costse separated from yield dependent ones
SO as to create a grid-dependent set of paramasetiustrated in Figure 3.4, where every
diamond represents the production cost as a funofithe crop yield. The approach was also
validated through actual data.
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Table A.3 reports the whole set of input parametsssgned to describe biomass cultivation.
To characterise imported corbJPChsg was estimated from actual data representing the
production costs of corn in Eastern European cas{deemed to be the most viable option
for Italian ethanol producers).

The available corn cultivation data are not clasgiin terms of corn final utilization (either
food or industrial purposes), and, therefore, a imam biomass utilization quota was
assumed: paramet&usPwas set equal to the estimation reported by théednStates
Department of Agriculture for corn production (USP2005), in which the corn amount
deployed for industrial purposes was projectecexih an asymptotic threshold of about 14%
of the entire domestic production. The assumptesns quite reasonable considering that the
region of study presents some similarities to thmefican corn belt with respect to soil
conditions, corn yield and farming practices.
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Figure 3.4 Unit production costs for corn cultivation (UPgb parameters values are
assigned by relating cost to the actual crop yield.

3.3.2 Transport system

The Northern Italy industrial infrastructure inckgla full-scale range of available alternatives
such as trucks, rail, barges and ships, which baea defined as possible delivery means for
both corn supply and bioethanol distribution. Trahgping was also included as a viable
transport option for biomass importation. Finatlye internal transfer of biomass within each
production elemeng was described assuming the employment of smadl taakers. In this
work, the transport system is assumed as an additgervice provided by existing actors
already operating within the industrial/transparfrastructure. As a consequence, transport
costs only refer to the rental fees necessary tl af the service. Transport related
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parameters, such as unit transport cadiB,) and transport means capacifyCap,) have
been gathered from the literature (Buxton, 2008) ten validated with respect to available
industrial data. Table 3.2 reports the transpddted parameters as defined in the case study
under assessment.

Table 3.2Transport system input parameters.

UTG, TCap;,

(€/t-km) ®
meanl ethanol corn ethanol corn
small truck - 0270 - 5
truck 0.500 0.540 23.3 21.5
rail 0.210 0.200 59.5 55
barge 0.090 0.120 3247 3000
ship 0.059 0.064 8658 8000
trans-ship - 0.005 - 10000

TUTC referring to the notations adopted in the next @&rap
*TCap referring to the notations adopted in the next @Gvap

Distances between elememsandg’ (LDyy) were evaluated by measuring the linear route
linking the centres of each square cell (if allowedhe geographical context, otherwise the
shortest viable route was considered). The avedigi&ance within a grid element was
assumed proportional to the actual region surféteorder to better represent the actual
delivery distance in relation to the transport meantortuosity factor %, y) was also
introduced to take account that the actual prodiaisport route is not linear (but rather
depend on the transport characteristicg)gy, is a multiplication factor to be applied to the
local linear distancelLDg,¢) and depends on the transport mbdes a matter of example, the
delivery distance is generally different if covet®dtruck rather than by ship.

With reference to Figure 3.5, the definition igf o for trucks is based on the assumption that
the maximum distance betwegrandg’ is the circle lineb, whereas the shortest distance is
the straight linea (i.e., LDg ). Accordingly, 7y, o Should range between 1 and 1.6. The value
of the tortuosity factor was set equal to 1.2 whdrighway linkingg andg’ is available (the
same value was chosen for the tortuosity factordiways), whereas its values was set equal
to 1.4 if only local roads exist. In defining tharge and ship tortuosity factors, as the actual
distance between harbours was known (and beingiiteti number of them), ally, sy were
specifically calculated (and are reported in T&bh&.
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Figure 3.5 Tortuosity factor estimation.

Table 3.3Tortuosity factor for barge and ship delivery ragite

elements linked T

barge

3839 1.9
3940 1.0
4042 1.4
4243 1.8
ship

3234 0.85
3243 1.18
3252 1.06
3443 0.66
3452 0.68
4352 1.54

3.3.3 Ethanol production

The most common processes in conventional corndbatbanol production are known as Dry
Grind Process (DGP) and Wet Mill. The DGP (Kwiatlgkwvet al., 2006) is usually the
preferred choice and hence assumed in this worgh&vacterise the production facilities.
Ethanol production costs are sensitive to planacey due to the economy of scale effect on
capital and operating costs. This important issa® lbeen taken into account in estimating
production and capital costs in devising a purpibssigned financial model.

This model avails of a process simulator (AspersPluto provide a sensible base case for
the sensitivity and financial analyses. The base gafers to the standard fuel production
capacity of 110,000 t/y which superstructure isrespnted in Figure 3.6. The raw material
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(corn) is converted into the two products, ethaarad the DDGS, through five main process
steps:

i. Grinding, Cooking and Liquefaction
ii. Saccharification and Fermentation
iii. Distillation & Dehydration

iv. Water evaporation and recycling

v. Drying of the non-fermentable fraction

In the first plant section, the corn is milled dov¥mthe required particle size (< 2 mm) in
order to facilitate the subsequent penetration atiewand is sent to a slurry tank where it is
also added with water. The slurry is “cooked” byngdow-pressure steam: this allows for the
simultaneous sterilisation of the slurry and thealllage of starch-hydrogen bonds so that
water can be absorbed. The following liquefactitapss performed by the action of enzymes
(a-amylase) on the exposed starch molecules. Thecteifea random breakage of the
carbohydrates linkages thus decreasing the vigcdsie mash from the liquefaction vessel is
added to a backset stream and then cooled doway, feathe fermentation step.

In the fermentation reactor, a simultaneous sadatetion and fermentation occurs (SSF):
starch oligosaccharides are almost completely hysied (99%) into glucose molecules by
glucoamylase enzyme which action is catalysed by#asts$accharomices Cerevisige

The outlet stream from the fermentéeé) contains also small quantities of sub-products
such as acetaldehyde, methanol, butanol, aceticaaci glycerol.

Note that a large quantity of carbon dioxide i®glsoduced: while most of it is immediately
purged, the rest is supposed to be removed in asdegdrum prior to the distillation section.
Since the gas purge stream is not free of ethamogbsorption column is used to recover it
and clean the gas before venting. The scrubbingmstecycled upstream to the slurry tank.
It is assumed that the distillation section invalwéree columns: the fermentation broth is
split into two streams fed to two stripping columatsdifferent pressure conditions (1.7 and
0.5 bar). The distillate products (with an ethacmhtent of about 50% by weight) are sent to
the final rectifying column (5 bar). This last umst designed to obtain a 92% w/w ethanol
purity in the distillate, so that a molecular si@astion downstream can dehydrate ethanol up
to required fuel grade (99.8%).

The condensing heat of the rectifier column sugplie reboiler energy demand at the 1.7 bar
stripping column; in cascade, the heat of condemsalf the distillate in this latter column is
exploited to boil up the bottoms of the vacuumpgting column.
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Figure 3.6Block Flow Diagram of the Dry Grind process.

The non fermentable products of the feedstock (kn@swhole stillage, consisting of
suspended grain solids, dissolved materials (bolidssand liquids) and water, are sent to a
centrifuge where a wet cake (35% of solids by wigind athin stillage (8% of solids by
weight) are obtained. Part of this last streamecycled abacksetwhile the rest is sent to a
multiple-effect evaporator. Here it is concentratgul to a final solid content of 35% by
weight Gyrup. The syrup and the wet cake are mixed togethdrdaied up to produce the
main by-product, namely DDGS, with a moisture cahtef about 10%, suitable as animal
feed substitute or as a valuable fuel to produed &ed power. The process overall mass and
energy balances are summarised in Table 3.4 anld Bdh

Since energy is the second largest terms amongugtiod costs, the process optimisation
should first consider the possibility of meetingtbelectricity and steam demands by means
of solutions able to increase the process enerfjgiegfcy. Combined Heat and Power
generation (CHP) has been identified as a suitalbdenative that could be applied to current
technology in reaching solid cost savings and nstuAccordingly, we have been formulating
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and evaluating three different options, which balgycdiffer in the fuel choice: natural gas,
vegetable oil and the DDGS itself. The main techhassumptions and fuels properties are
summarised in Table 3.6.

Table 3.40verall mass balance.

[ka/h] [kg/kg eron]
water 8,107 0.597
cooking steam 8,400 0.619
corn 41,875 3.085
enzymes (dry basis) 68.34 5.034°10

Table 3.50verall energy balance.

natural gas 1.15 [t/h] 0.085 [ka/kepH]
electric power 7 [MW] 515 [W/kgoH]

A different solution is represented by a vegetalllgpower station, designed to meet electric
power requirements and part of the heat power needact, such plants are not as efficient
as gas CHP and it is not reasonable to get fromm thléthe process steam, as a huge power
station would be needed. Several commercial solstaye available, among which an engine
capable of producing 8 MW of electric power and #hlof steam has been chosen (Wartsila,
2006). The oil consumption is about 1,613 t/y. His tcase, an additional gas-fed boiler for
matching the steam demand is needed. Assumindpetsnal efficiency equal to 80%, the
natural gas consumption is equal to 3,565 t/y.

As a third choice the possibility of using the emiDDGS production (about 105,500 t/y) as
fuel to provide both process heat and electricag been taken into account. This solution
allows producing 20 MW of electric power and aletheat power required by both the
ethanol production and the DDGS drying sectiors iinportant to highlight that, whereas the
previous CHP solutions allowed the implementatib@a esigorous computation thanks to the
availability of technical data required, in the €af a DDGS burner the estimation of the
biomass needs and energy outputs have been basesetf efficiency parameters retrieved
from the literature (Morewt al, 2006). For instance, the electricity productioasvassessed
by means of generation parametedefined in terms of kWe per litre of ethanol prodd. A
schematic flowsheet of the DDGS heat and powert plenpresented in Figure 3.7.
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Table 3.6Summary of the technical assumption and data fat Aed power

stations.
data value
steam requirements 35.8t/h 26.6 MW
electric power requirements 7 MW
DDGS drying power 11 MW
DDGS dryer efficiency 80 %
LHVgas 802 MJ/kmol
LHV o 40.4 MJ/kmol
LHV ppes (dry basis) 20.9 MJ/kmol
exhausts Specific Heat 1.084 kJ/kg K
exhausts Temperature limit <100 °C
gas turbine
electric power 25.2 MWe
thermal efficiency 34.6 %
exhausts mass flow 92.2 Kgls
exhausts temperature (after turbine expansion) °g88
vegetable oil engine
electric power 8 MWe
thermal efficiency 46 %
fuel flow 0.448 kg/s
exhausts mass flow 15.5 Kg/s
exhausts temperature (after engine) 347 °C
boiler efficiency 80 %
DDGS burner
electric energy production 1.15 kWelloy
heat energy productién 9.67 MJ/Lgon
DDGS required 0.31 kg/kgm

8 discharge temperature high enough to meet prowesis

DDGS

Gasses

Exhaust

To Dryhouse

O

Air

P

Electric
Generator

Turbine

Steam to
Process

Water

Figure 3.7CHP Station: DDGS burner.
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The main goal of this part of the work was to asshe business scenario of a standard DGP
so as to quantify the economics of the process. gutatification has been carried out by
means of a financial analysis for both the base aasl the alternative solutions proposed. A
financial model (Douglas, 1988; Petasal, 2003) capable of both evaluating production

costs (capitéland operational) and assessing the economic @diiy has been developed.

Table 3.7Summary of the parameters and data for financiadefiong.

data value

total capital investment (M€)

standard process 70

gas turbine CHP plant 14.15

oil engine CHP plant 7.41

DDGS burner CHP plant 20.25

prices

ethanol denaturated 0.58 €/L
DDGS 300 €/t

electric energy (sold to the grid) 25.9 €/MWh
corn 160 €/t

process water 0.041 €/t
denaturant 0.26 €/l
yeasts 0.516 €/kg
enzymes 5 €/kgo(-amylase) 3.5 €/kg (g-amylase)
urea 132.74 €/t
sulphuric acid 69.32 €/t

lime 51.62 €/t
utilities

steam 14.31 €/t
natural gas 0.268 €/kg
electricity 0.103 €/kWh
vegetable olil 501 €/t

other costs

labours 33,500 €/labour
maintenance 3% TCI
administration 2 % Total Revenue
start up 10 % TCI

% The capital annualising has been done by meaassthight line methodlistributed in a 10 years plant life

time.
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Main parameters and data utilised in model fornmoheére reported in Table 3.7.

In the case of conventional corn-based ethanolymtoeh, incomes result from ethanol and
DDGS sales (no electricity is sold to the grid),iletproduction costs derive from the overall
capital (annualized TCI) and operating costs (ramtemals, chemicals, utilities, M&Os and
general expenses). On the other hand, if a CHR @antegrated to the process, electricity is
potentially an additional product to be sold to tharket. In the base case, it has been
assumed that electricity and steam are acquired B external supplier, so that the gas
requirements are due exclusively to DDGS dryindesys

If a renewable fuel is used then there is the pdagito obtain a financial support in terms of
Green Credits. They represent the basic driverdoptaa CHP technology based on a
renewable fuel. As a matter of example, let us iclemghe Italian situation (GSE, 2009): if a
natural gas turbine is used, the selling pricelierelectricity is about 91.34 €/ MWh (and it is
permitted only for 15 hour a day, corresponding5t694 hly); on the other hand, if a
renewable fuel is chosen, a grant of 180 €/ MWh2Zé&rhour a day (corresponding to 8,150
hly) for at least 12 years is awarded.

In order to complete the economic analysis orietdechlculate the model parameters, a last
analysis has been carried out by considering thextedf the plant capacity on the overall
profitability. Previous data were based on an ethproductivity of about 110,000 t/y (that is
the production capacity of the first corn-basedapti plant that is supposed to be operating
in Italy). However, production costs are sensitvg@lant capacity as there is an economy of
scale effect on capital and operating costs. Ecantdmories (Douglas, 1988) agree about the
fact that operating costs increase proportionattis the plant size, whereas this does not
happen with capital cost that increases less napfdicommonly used relationship between
capital cost PCQO) [€] and plant capacityPCap in this formula expressed as [ktly]) is as
follows:

PCC=alPCag (3.1)

wherea is a constant andis the increasing factor, whose value ranges fochto 0.9 (Peters
et al, 2003). Recent works (Gallaghet al, 2005) suggest a power factor of 0.836 for the
ethanol industry, whereasis (from industrial data) to be equal to 1.132.

To achieve a linear formulation (required by thetheanatical modelling features as defined
in the following Chapters}he plant capacity was discretised into four cayaaiervalsp.
The operating limits IPCad;‘axandPCap’;““) were deducted from current industrial design
(beyond those limits, operating a plant is eithesn-practicable or economically
unsustainable). Once the discrete intervals wefiaate the nominal size®Cap,) were used

to estimatePCG, The unit production costsUPCf) for each different interval were
estimated by using the economic model describedeabo
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Biomass costs and capital investment depreciatitewrges were deducted from ethanol
production costs as they will be comprised in tiverall SC operating costs assessment.
Table 3.8 summarises the model parameters relateach plant capacity size.

Table 3.8Ethanol production stage parameters.

plant sizep | PCap, PCap,™  PCap,™ PCC UPCH,

1 110 120 80 70 0.160
2 150 160 140 91 0.154
3 200 210 190 115 0.151
4 250 260 240 139 0.149

It is also noteworthy to assess the effects oretdmmomics when either one of the two options
for DDGS end-use (as animal feed substitute orratevely as fuel for a CHP station) is
adopted. Selling DDGS as an animal feed substifatanstance, entails a cost allocation of
20% to discount from the entire SC overheads (Harschéag, 2006). The situation changes
if it is used for CHP production as the cost altamadecreases to about 15% (according to
the outcomes coming from the economic evaluati@vipusly described); however, also the
unit production cost&JPCf, reduce substantially thanks to the energy savihigs required
the redefinition of th&JPCH, for each plant capacity range. Table 3.9 summstise model
parameters related to the biofuel production inséeeond instance.

Table 3.9 Ethanol production costs when DDGS is used to peo¥iad the
process energy needs.

plant sizep | UPCf,
1 0.060
2 0.049
3 0.041
4 0.029

3.4 Life Cycle Analysis

The environmental evaluation of the system perforweaequires an LCA assessment. This is
carried out according to the principles and statsldaid out by the International Standards
Organization (ISO, 1997). The environmental perfamge measurement involves the GHG
emissions bill, evaluated by adopting a WTT appho&@CONCAWE, 2007) in order to
consider the supply network operating impact onbglowarming from the biomass
production all along toward fuel distribution tostomers. Issues such as potential differences
in vehicle conversion efficiency (fuel energy to ahanical energy) as well as in vehicle
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technology related to the substitution of gasolittee so called Tank-to-Wheel (TTW)
contribution to the overall impact, were not deglth in accordance to two assumptions: i) in
a novel biofuel system the new fuel should be usddends that do not need specific engines
or equipment; ii) carbon dioxide emissions resgltirom the combustion of the biofuel are
assumed to trade-off part of the carbon dioxidgwagd during crop growth and are therefore
not included in the total count.

The bioethanol production system layout depictedriggure 3.1 must be now extended to
include the biomass drying and storage stage (@usly counted as part of the conversion
process) within the set of LC stages. Accordingig, extended set (represented in Figure 3.9)
considered in evaluating the environmental perforcezof bioethanol production system is:

s S={bc, bds bt, fp, ft}

wherebdsstands for biomass drying and storage stage.

biomass biomass biomass fuel fuel
cultivation drying and storage transport production distribution

Figure 3.9Life cycle stage of a biomass-based fuel SC: Wellatak approach.

The last step in outlining the general featurethefLCA analysis is themissions inventory
Here we list the set of environmental burdens tedagted for evaluating the total ecological
damage associated to the SC operation within thedsaries previously defined. In particular,
the GHG contribution on global warming was captupgdnventorying the following set of
burdens:

b 0 B={CO,, CHs, N,O}

which were grouped together in a single indicatortarms of carbon dioxide equivalent
emissions (C@eq). The derivation of carbon dioxide equivalentissions is based on the
concept of 100-year global warming potentials (GV@®specified by the International Panel
on Climate Change (IPCC, 2001).

The global emission factors definition has beencttugial point of this part of the work: it is
only through a rigorous set of parameters thatrteeds for accuracy and thoroughness
required by the abovementioned exogenous compadanrbe met. To comply with these
requirements, it has been made the use of an atitexaspreadsheet based tool specifically
developed to investigate the GHG emission relateaviieat-to-ethanol production in UK
(Brown et al, 2005). This rigorous tool uses default valuesedaon a typical production
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chain. The default input values have been modifiad adapted in order to calculate the
specific emission factors for corn-based ethanodipction in Italy.

3.4.1 Biomass cultivation

Actual data regarding the lItalian corn cultivatipractice and, in particular, crop yields,
mineral (N, K and P) and organic (cattle manuredjlizers requirements, seeds and pesticides
usage, and diesel fuel for irrigation were retrégefeom both literature and Governmental
institution databases (Grignani and Zavattaro, 2@®@Ggnaniet al, 2007; Gueriniet al,
2006; Locatelli, 2007; Marchetat al, 2004; Saccet al, 2003). As important differences
exist between wheat and corn cultivation practitles,actual values of the global emission
factors for corn cultivationfi, o) were calculated adopting the equations recomntkehygéehe
IPCC guidelines (IPCC, 2006).

Global emission factors are calculated with refeeeto one hectare of cultivated land. In
order to match the needs of the mathematical faatiul adopted, the set df, 4 is assumed

to be grid specific (and to refer to the units adnbass produced). This is not a trivial unit
conversion exercise, because just a subset ohtheg parameters depends on the corn yield.
As a consequence, the conversion was based oalkhwihg assumptions:

i. mineral fertilizers usage was described as figedgependent on the corn yiéidhe larger
the local yield the larger the amount of minerattilieers per unit of land (and the
emissions due to fertilizers production);

ii. organic fertilizer usage per unit of cultivatéehd was set constant: the larger the corn
yield the lower the soil emissions due to manuegas

iii. diesel usage for irrigation per unit of cultited land was set constant: the larger the corn
yield the lower the emissions due to diesel usage.

As a result, a grid-dependent set of parametersgeasrated as illustrated in Figure 3.10,
where every diamond represents the global emidsictorsfy,, g as a function of the crop
yield. In this way, it was possible to represerg tieal situation adequately: the optimal
impact per unit of biomass produced comes fronadetioff between usage of resources and
effective corn yield.

The global emission factor identifying the foreigapplier ¢ = 60) was calculated by
assuming a hypothetical corn yield that was setletjuthe averag€y, valueweighted on
the Italian data. Under this assumptiggeo turns out to be equal to 359.9 kg £€y/t. This
approximation is needed to overcome the lack otiadctlata for the supplier countries

® This is not generally true, but it is a reasonailmpromise in the corn yield range consideredim study.
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considered in the SC analysis. However, our aralyslicates that this assumption does not
affect the quality of the results in a significavey.
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Figure 3.10Global emission factors for corn cultivation,(§): the emission factor depends
on the actual crop yield.

3.4.2 Biomass Drying and Storage

With respect to the GHG emissions related to biemds/ing and storage, the set of
parameters was derived from the spreadsheet résuilisplementing the model with country
specific data. In particular, the emissions relatediesel and electricity usage in Italy were
taken from DEFRA (2008nd EME (2003), respectively. Accordingly, the \ealf frgswas
set equal to 63.34 kg Geq/t.

3.4.3 Transport System

Global emission factors specific to each transpption were taken from DEFRA (2008).
Table 3.10 reports the resulting transport relamsussion factors for biomass delivery and
ethanol distributionff;; andfs, respectively).

3.4.4 Ethanol Production

Given the existing similarity between the wheatdshsind the corn-based technology to
convert starch into ethanol, also in this casedlobal emission factors have been directly
calculated from the spreadsheet. Default valuedaelto raw materials and utilities needs for
wheat-based production have been replaced witrethpscific for corn-based production as
evaluated in the previous section. Accordingly, ghebal emission factor for fuel production

(fp) resulting from the spreadsheet calculation isaétpu1052.23 kg C&eq/t.
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Table 3.10Global emission factors ffor different transport modes.

meanl| fs)
(kg COz-eqg/t-km)

small trucl 0.591

truck 0.123

rail 0.021

barge 0.009

ship 0.007
trans-ship 0.006

3.4.5 Emission Credits

In this work, according to Delucchi (2006), no atedhave been assigned for land use. In fact,
considering the conversion from crop-for-food tmpfor-fuel this raises a gap into the
market that has to be filled by either buying ctsam other markets (resulting in even higher
impact) or cultivating other lands (resulting insgeimpact in case of set-aside land).
Therefore, it makes sense to consider the averagggisn in which no credits come from
land use.

Hence GHG emission credits are only associatedadycts displacement by using DDGS as
valuable product for other markets. In particuRBDGS has value either as substitute of soy-
meal as animal feed or as fuel in CHP generatibe.formulation adopted in this stage of the
project allows for the alternative choice betweasse two options on the use of DDGS, and
then calculates credits for the GHG emissions aditirough product displacement.

In Italy soy-meal for animal feed is usually impdtirom Brazil. Unfortunately, limited data
are available on life cycle emission from productamd importation of Brazilian soy-meal to
Italy. Therefore, the default data set regardingarted soy-meal from the USA has been
used. They have been retrieved in CONCAWE (2008grev it is reported that each kilogram
of DDGS is supposed to replace 0.78 kg of soy-nwathe basis of relative protein content.
Production in the USA and transport to EU of eaitbgkam of meal result in emissions of
0.46 kg CQ-eq.

Concerning with DDGS used as fuel in CHP generatioedits have been calculated under
the assumption (Moregt al, 2006) that burning the all production of DDGSeisough to
satisfy the production process utilities needgd€mms of both electricity and natural gas) plus
a surplus of electricity that can be sold to the.grhis corresponds to a displacement of 12.3
GJ of natural gas and 5.2 GJ of electricity forhetmn of ethanol produced (assuming a fixed
yield of 0.954 kgpcgkgeton).



Chapter 4

Steady-State Design: Cost
Minimisation

This Chapter deals with the description of the steady-stateiaipa explicit MILP model
devised for the strategic design of biofuels SCsleauncosts minimisation. A general
description of the biofuels SC design issues istljirpresented. Next, the mathematical
formulation of the main body of the model is draimndetails. The SC optimisation is then
carried out referring to the case study presemiedhapter 3 and considering two instances:
an unconstrained optimisation and a case whereuh@nt industrial plan for bioethanol
production is taken into account. This is followag a discussion of the results. Some final
remarks on the model capabilities and shortcomiode overcome conclude the Chapter and
introduce the issues treated in the next one.

4.1 Problem statement

The design process involving a general biofuel SGally entails a wide range of decisions
relating to the best network configuration to bé&abkkshed in order to achieve the desired
performance. Referring to bioethanol systems gratedesign, decisions deal with

geographical location of biomass cultivation silegjstic definition of transport system and
location as well as capacity assignment of prodadicilities. The design problem discussed
here can be stated as follows. Given the follovwnuoyts:

> geographical distribution of demand centres;
> fuel demand over a fixed time horizon;

> biofuel market characteristics;

! Portions of this Chapter have been published inttaniet al (2008), Zambonét al (2009a) and Zamboei
al. (2009b).
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> biomass geographical availability;
> biomass production costs;
> biofuel production facilities capital and opengticosts;

> transport logistics (modes, capacities, distanmeailability and costs),

the objective is to determine the optimal systemfigoration in terms of SC operating costs.
Therefore, the key variables to be optimised are:

> geographical location of biomass production sites

> biomass production for each site;

> supply strategy for biomass to be delivered tmpction facilities;
> biofuel production facilities location and scale;

> distribution processes for biofuel to be sertlending terminals;

> SC management costs.

The general modelling framework has been formula®@n MILP problem and a spatially
explicit approach (based on the grid introducedCimapter 3) has been adopted so as to
consider the well-known geographical dependenceackerising any biofuel system. The
model has been developed under steady-state cmmgjititherefore assuming all the
parameters and variables invariant with time. Alidfo biomass based systems are inherently
dynamic, a static representation allows for a mdetailed description and a lighter
computational burden. As a result, biomass prodagivarying along the year) was averaged
on a daily-based set. On the other hand, the tiannt nature of the product demand was
addressed by formulating different demand scenagpsesenting the SC evolution pathway
over the time horizon under investigation. A dynampproach will be discussed in Chapter
6.

4.2 Mathematical formulation

The mathematical formulation of the proposed fraowwis based on the modelling
approaches adopted in the strategic design of &i-ealelon SCs (Sahinidist al, 1989;
Tsiakiset al, 2001); it also embodies different features foatmlly explicit facilities siting
(Almansoori and Shah, 2006) and for capacity plagriHugo and Pistikopoulos, 2005) of
strategic fuel systems.
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4.2.1 Objective function

The mathematical formulation of the MILP being istigated commences with the definition
of the optimisation criterion upon which the systesmould be configured. The single
objective considered here is the minimisation eftibtal daily cost3DC [€/d] in establishing
and operating a biofuel supply chain. As a consecglietheTDC definition needs to embody
the one-time investment to establish new produdaailities as well as the overhead coming
from the supply chain operation in terms of botbnéss and fuel production costs along with
transport expenses:

toc=CC eer+ pe+TC (4.1)
a

where the facilities capital coskCC [€] is annualised through a capital charge faGQf
(0.333 y") and divided by the network operating periw@340 d/y); the additional terms are
the production cost®C [€/d], accounting for both biomass and fuel prdgut and the
transport cost$C [€/d].

Once the optimisation criterion has been defineld, tlee terms included within the
mathematical formulation have to be expressed plicéXunctions of the design variables.

4.2.1.1 Facility capital costs

The FCC term accounts for the capital investment requicebduild up a new fuel conversion
plant; this means that no other facilities (e.ge biomass production related equipments or
the product delivery transport means) are consitl&yecontribute to the overall investment.
The underlying assumption is that a biofuel sysiemot a completely ex-novo process but
can be integrated to (part of) the existing proumcsystem. Therefor&,CC can be evaluated
by simply summing up the capital cd3CG, [€] of each single conversion plant sizé the
territory, as expressed by the following equation:

FCC=> PCC, LY, (4.2)
g.p

whereY, g is the binary decision variable controlling wheth®establish a production facility
of sizep in regiong: a value of 1 allows the construction of a newdmaiion plant, otherwise
0 is assigned. It is worth stressing that this &égoaallows taking into account the plant scale
effect on the capital costs as a discrete funatibtihe production capacity (Gallaghet al,
2005), as described in Chapter 3.
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4.2.1.2 Production costs
Production cost®C relate to the net expenses required to operatectuwversion plants as
well as to manage biomass cultivations. Therefii@final expression is given by:

PC:Z[UPCQ le}iomass g+z UPC[] pfpgj (4.3)
9 p

whereUPCly [€/t] is the local (in elemerg) biomass production (:os’t';:iomasg)g [t/d] is the
local biomass production ratdPCf, [€/t] is the biofuel production costs for plantep, and
Pt [t/d] is the biofuel production rate from a platsizep situated irg.

4.2.1.3 Transport costs

In this work, the transport system is treated asadditional service provided by existing
actors already operating within the industrial/s@ort infrastructure. As a consequenteg,is
evaluated as follows:

TC= Z[UTCI | DZ NTU, ,, » TCanp; DADDI,Q,Q.] +UTC > NTUI, (TCap 1D, (4.4)
I 9.9 g

whereUTG;, [€/(t-km)] is the unit transport cost of producvia model, NTU 4, iS the
number of transport units of modeneeded to transfar between two elementy andg’,
TCap; [t/trip] is the transport capacity fowial, ADD, gy [km] is the actual delivery distance
for model betweeng andg’, UTC [€/(t-km)] is the unit transport cost for biomass transfe
within g, NTUIy is the number of transport units (trucks of sroapacity) for internal transfer
within elementg, TCap [t/trip] is the internal transport capacity forobiass transfer, and
LDgy,g [km] is the average delivery distance within eatdmen.

The above formulation is very convenient as it aeWedges the modular nature of a
transport system even without using time dependariables. In fact, the product
NTU g, TCap in Equation (4.4) forces the model to opt for Byfloaded transport unit for
products delivery. Also, it can be observed thatmalogous formulation is used to represent
the costs related to the transfer of biomass wainirelemeng; that is necessary, for example,
to account for the collection of corn before thdivdey to other network elements or to
supply the conversion plant sited within the saeggan.

DistanceADD, 4 ¢ is further decomposed as:

ADD, . =LD

(4.5)

9.9' [Tl,g,g'
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whereLDgy g [km] is the local distance, resulting from the sw@ment of the straight route
between the centre of each network elengerindzy o is the tortuosity factor depending on
the different transport mode

Here, we also introduce two constraints:

NTU,,, 2 Sesbo (4.6)
909 TCap,
and
=
NTUI, > —Tbc”‘s 9 (4.7)
ap

with Qig,g [t/d] the flow rate ofi via | between two grid elementsandg’. They simply
impose that the number of transport units mustuficgent to transfer all of the product to be
delivered.

4.2.2 Logical constraints and mass balances

All the cost terms in the objective function (4dBpend on the design variables related to the
fuel and biomass production, the product demandthednass fluxes between grid points.
The SC behaviour is then captured through the tiefinof mass balances as well as logical
constraints that must be satisfied in each of tipply chain nodes.

4.2.2.1 Demand constraints

As usual in SC management, the driver of the dgsigness of a biofuel supply network can
be identified in the system capabilities of saiisfythe product demand imposed by markets.
Therefore, the superstructure capturing processadas initiated through the biofuel demand
definition in terms of the logical relation to théher main variables. According to this, it can
be stated that the product demaihﬂ:ig [t/d] must be satisfied either by local productmmby
importing the commodity from other regions. Thislefined by the following condition:

DiT,g = Dil,g + Di%g Di' g (4-8)

WhereDi"g [t/d] identifies the amount imported @to fulfil the demand of product and Difg
[t/d] the demand obtained through local productiBarthermore, the following constraints
must hold:
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D, <P, Oig (4.9)

D'ig<> Qg 09 (4.10)

i.e., the actual local productio®’, has to be at least equal By, and D/ cannot exceed the
mass fluxes entering the region.

Biomass demand is bounded by the technologicaltdirderiving from capacity of the
production facilities to convert raw materials intioel. Therefore, the local demand of
biomass can be determined by applying a conversamtor y (set equal to 0.324
kgeto/KObiomasg 10 the fuel production rate, as shown by theofeihg equation:

Dl;l-iomass g: I:ﬂ;uel g/y Dg (411)

Finally, a global constraint is placed on the sypmtwork capabilities to satisfy the market
requirements. This means that total production khatover the overall demand of
commodity, as defined by the following equation:

TP>TD. O (4.12)

where total productiomP,; [t/d] and total demandD; [t/d] of producti are obtained by adding
up the local production and demands, respectively:

TD => D', Oi (4.13)
9

TP=Y PR Oi (4.14)
g9

4.2.2.2 Production constraints
A new set of relations is formulated to constréi@ tommodity production rate. In particular,
a global mass balance needs to be written for pamtucti and elemeng:

Pu=Dlg*+> Qg Qg 0Dig (4.15)
1,9'

Fuel production can be achieved through converglants of different sizes. Therefore, the
total amount of fuel produced in each elemgrgsults from the sum of the production rate of
all plants of sizgp established in that same region:
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Preg =2 Pfo,  0Od (4.16)
p

Furthermore, Pf, g must fall within certain limits PCaﬁ;aXandPCapi;‘“[t/d]) defined
respectively as the maximum and minimum producataie allowed:

Y,, PCag" <Pf <Y, [PCag™  Op,g (5.17)

It is also assumed that only one conversion fgcddan be established within the territorial
element and, therefore, we have that:

dY,,<1  Og (4.18)
p

Condition (4.18) reduces the model complexity withaffecting the optimisation results
significantly: in fact, note that a single largeup represents a less costly option than two or
more smaller plants adding up to the same ovearal s

Biomass production, too, cannot exceed the limitgpased by the effective regional
production capability, which depends on agronoreleted factors such as maximum and
minimum biomass cultivation fractioBCD;* and BCD&nin of cultivated land over arable
land in elemeng, and the cultivation yieldCYy [t/(d-km)]; additionally, the geographical
characteristics such as the actual surface inemeitGS, [km?] and the related percentage
of arable landADy contribute to define the biomass productivity. $hahe following
condition must hold:

GS,[CYUJAROBCR"< P ..~ G CYl AQ BCP O (4.19)

In order to avoid the potential risk of a local imh between “biomass-for-food” and
“biomass-for-fuel”, a maximum biomass utilizationaga should be assumed to limit the total
domestic production and is formulated as an utibsafactor SusP to be applied to the
overall potential domestic biomass producfidtot [t/d]:

TR iomass < SUSHTPOL (4.20)

where:

TPot= Y GS, [CY, TAD, [(BCD!™ [CF, (4.21)
g
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with CFy the binary parameter for the domestic biomassivation sites (a value of 1
identifies domestic regions; otherwise 0 is asgijne

4.2.2.3 Transport constraints
The last set of variables to be constrained idedlto the transport system. First of all, it must
be ensured that:

QlTin |:)(i,g,l,g‘ SQi,g,l,g‘ Ser,rllax |:Xi,g,l,g' DI 'lig'g' (422)

where Q7" and Q"™ [t/d] represent the logical capacity limitationseded to justify the
establishment of a transport link between elemeifats:instance, considering the case of
transport via railways, the minimum and maximunnlate allowed through a single route
have been set equal to four and sixteen railcaferively, according to common practice in
the Italian rail systemX;q, ¢ is the decision variable: its value is 1 if thansfer of produci
betweerg andg’ via moded is allowed, and 0 otherwise.

The flow rate of a specific producbetween adjacent elements is expected to occyrionl
one direction, either to satisfy the local demamdoocross an element towards a further
destination. Accordingly, we have:

D Xigrgt 2 Xigigsl  0i,g.9:g%g (4.23)
| |

The following condition:
22 Xigg 09 (4.24)
i |

is added to avoid internal loops of product witthie region itself (which may occur because
of numerical issues).

Finally, the representation of the logistics bebaviis completed by a transport feasibility
condition (e.g., transport by barges cannot benatbif a waterway is not available):

3 Xig1e =0 Oi,g,l,g'# Total

ilg.g'

(4.25)

1,9.1.9

4.2.2.4 Non-negativity constraints
The last constraints simply impose that a numbevasfables should maintain a physical
meaning, i.e. they must be non-negative:
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Dig>0 0Oi,g (4.26)
D y>0 Oi, g (4.27)
Pig>0 Oig (4.28)
Pfog=0 Op.g (4.29)
Qiglg=>0 Oil,9,09:9#¢ (4.30)

4.3 Case study

The case study described in Chapter 3 has beentasesess the modelling framework and
to demonstrate the applicability as well as theeptial capabilities of the proposed approach
in steering the strategic design of energy systmh as biofuels supply networks.

Two demand scenarios (derived from the ethanol etgsknetration imposed by the current
Governmental policy) have been considered:

A 3% penetration by energy content for 2009;

B 5.75% penetration by energy content for 2010.

The related bioethanol demand has been calculgteglying the methodology described in

Chapter 3. Table 4.1 shows the ethanol demand vd&tuesach blending terminal in the two

scenarios.

The Italian industrial plan (involving the estahlisent of four plants, as described in Chapter
3) was compared to the best SC design obtainalblewutiimposing any constraints on plant

location or capacity. Accordingly, for each sceoativo optimisation instances were carried
out:

1 optimisation by fixing plant locations and capi@s according to the Italian Industrial
plan;

2 optimisation without plant location and capacionstraints.

An additional analysis has been performed to agbessffective implications entailed in the
use of domestic biomass rather than imported ohe.pbssibility to import ethanol was not
considered in this work, following the national ipgl(common in most EU countries) aiming
at supporting an energy security objective throlagial fuel production. Note that importing
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corn does not affect such goals substantially, h@set exists an internal corn production
(which, if needed, may substitute imports).

Table 4.1Bioethanol demand valuesmassigned to the blending centres
of Northern Italy.

scenario A 3% scenario B 5.75%
regiong  D'g regiong D'y

(t/d) (t/d)
22 65.10 22 120.53
25 87.12 25 179.35
27 185.56 27 348.02
32 87.73 32 179.64
37 43.04 37 57.2
39 92.73 39 178.88
41 61.68 41 123.23
46 64.74 46 112.69
52 94.56 52 148.86

4.4 Results and discussion

The developed modelling framework has been usepetéorm a SC optimisation of the
emerging bioethanol Italian production system. M™i&P models were solved through the
CPLEX solver in the GAM3 modelling tool (Rosenthal, 2006).

As abovementioned, two demand scenarios definedr@iog to the market penetration
imposed by the biofuels regulation have been coatpainitially, Italian corn only was
considered as suitable raw material.

Instance A.l fixes the plant location accordingthe most likely industrial plan, i.e. two
production plants sited in Venicp £ 1 andg = 32) and Porto Virof =2 andg = 43). Figure
4.1 shows the graphical representation of the opdéition results. Truck delivery is the
preferred transport option for high-density produ@.g. ethanol) and for short distances; rail
is chosen when large amounts of product need toramsported (corn from crop fields to
production plants or ethanol from plants to trugtribution nodes).

Instance A.2 does not impose any constraints osyteeem configuration. Plant locations and
capacity assignments are optimised to define tte¢ tvade-off between production costs
(favouring high capacity centralised plants) ameh$port costs (reduced by a more distributed
system). Two production plants are situated in eleisg = 32 andg = 27 (Figure 4.2).



Chapter 4 Steady-State Design: Cost Minimisation

79

terminal
plant
crop

truck
rail

Figure 4.20ptimal network configuration without constraintssiance A.2

terminal
plant
crop

truck
rail



Chapter 4 Steady-State Design: Cost Minimisation 80

The first facility matches exactly with both the#tion and the capacity planned for the plant
under construction in Venice (110,000 t/y). Theosekone is set at a capacity of 160,000 t/y
and is placed in a more central area. From thdtsesummarised in Table 4.2, it is evident
that instance A.1 is a suboptimal solution: thealtaiperating costs increase by about 4%
mainly as a direct result of the transportationttisat are 35% higher than in instance A.2.
The non-optimised plant location also results slight worsening of the biomass production
site locations (accounting for a 1.1% increasé@facilities operating costs).

Instance B.1 requires all the four plants envisaigethe Italian industrial perspective. The
unconstrained instance B.2 proposes two plantargélcapacity=4) in regiongy = 26 and

g = 32. Given the contiguity of elemerds= 26 andg = 27, a nearly optimal solution could be
obtained by considering only two of the facilit@srently envisagedy(= 32 andg = 27) and
making them larger.

Table 4.2Demand scenario A: results of the SC cost mininusaflhe third
column indicated the differencel)(of costs in the A.1 constrained instance
with respect to the A.2 unconstrained instance.

demand scenario A instance A.1 instance A.2 A

(€/d) (€/d) (%)
total daily costs (TDC) 671,255 648,056 3.6%
facilities capital costs (FCC) 157,827 157,827 0.0%
facilities operating costs (FOC) 442,894 437,873 %l.1
biomass production costs 320,355 315,430 1.6%
ethanol production costs 122,539 122,443 0.1%
transport costs (TC) 70,534 52,356 34.7%
marginal costs (€/Gglon) 25.5 24.6 3.6%

Table 4.3Demand scenario B: results of the SC cost miningsafl he third
column indicated the differencél)(of costs in the B.1 constrained instance
with respect to the B.2 unconstrained instance.

demand scenario B instance B.1 instance B.2 A

(€/d) (€/d) (%)
total daily costs (TDC) 1,256,672 1,161,580 8.2%
facilities capital costs (FCC) 315,655 272,522 15.8%
facilities operating costs (FOC) 817,331 802,543 %l1.8
biomass production costs 590,594 586,732 0.7%
ethanol production costs 226,737 215,812 5.1%
transport costs (TC) 123,686 86,515 43.0%
marginal costs (€/Gdon) 25.7 23.8 8.2%
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Results for scenario B are summarised in Table @m3aller plant capacities (B.1) cause a
significant increase in both capital and operaticmsts (corresponding to an ethanol
production costs increase of about 5%); note thatsport costs rise by about 43%. An
overall increase of more than 8% in the SC opeagatiosts occurs when instance B.1 is
chosen instead of instance B.2.

Additional discussion can be based on the marginats evaluated from the entire supply
system operating costs. Instances A.1 and B.1mdé&tera marginal cost for operating the
whole system equal to 25.5 €fh and 25.7 €/Gson, respectively; the breakeven with
gasoline production costs occurs with the oil pateabout 100 $/bbl (the breakeven value
represents the oil price determining a gasolinaypecton cost per energy unit equivalent to
the bioethanol one). In scenarios A.2 and B.2ntheginal values turn out to be 24.6 €#cd
and 23.8 €/Gslon, respectively (corresponding to a breakeven pafimbout 97 $/bbl and 94
$/bbl). Thus, as long as the oil price stays bedoweh thresholds, the ethanol industry would
need a substantial government intervention to enalbé penetration of ethanol in the
automotive fuels market. The Italian Governmeritden on issuing a regulation imposing a
minimum ethanol content in the gasoline blend. Haavethis kind of policy is likely to cause
an increase in the fuel price. Alternatively, datiént form of subsidy might be the reductions
on renewable fuel taxation (Solomet al, 2007). The current regulations set the inland
duties for biofuels at 13.5 €/GJ against the quuitd 7.7 €/GJ applied to gasoline. This
produces the obvious outcome to reduce the gapekeetwasoline and ethanol production
costs (the breakeven point is for an oil price 4f&bbl considering instance A.1 and B.1,
whereas it results equal to 80 $/bbl and 78 $iblshstance A.2 and B.2), but with the social
effect of using financial resources.

A possible alternative aiming at the reduction leé bverall SC operating costs is to allow
foreign suppliers to provide the required biomdsee effect of external imports was assessed
for all previous instances. Results are summaiisd@ble 4.4 and Table 4.5.

The results clearly show the economic conveniencavailing of foreign suppliers: despite
the higher transport costs due to the corn shippsgell as to the consequent distribution to
conversion plants, the lower purchase cost entailoverall operating costs reduction of
about 4% in instance A.1 and 5% in instance B.le Wlarginal costs lower down to 24.5
€/GEon for both cases, and that corresponds to a breakgei@t with gasoline at about 96
$/bbl (80 $/bbl considering the mentioned subs)diésthe model were optimised without
any plant location constraints, the economic bérwfiimporting biomass from a foreign
country would increase even further: if instance B.considered, the breakeven point would
be about at 90 $/bbl (74 $/bbl if the subsidiesenmmsidered).
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Table 4.4Demand scenario A.1 with biomass importation: resoftthe SC
cost minimisation. The third column indicated th#edence ) of costs in
the A.1 instance without importation (Table 4.2) wi#spect to the A.l1
instance with importation.

scenario A.1 with importation A

(€/d) (%)
total daily costs (TDC) 645,065 4%
facilities capital costs (FCC) 157,827 0.0%
facilities operating costs (FOC) 399,190 10.9%
biomass production costs 276,688 15.8%
ethanol production costs 122,502 0.0%
transport costs (TC) 88,047 -19.9%
marginal costs (€/Gglon) 24.5 4%

Table 4.5Demand scenario B.1 with biomass importation: resoftthe SC
cost minimisation. The third column indicated thHedence () of costs in
the B.1 instance without importation (Table 4.3) widspect to the B.1

instance with importation.

scenario B.1 with importation A

(€/d) (%)
total daily costs (TDC) 1,197,056 4.9%
facilities capital costs (FCC) 315,655 0.0%
facilities operating costs (FOC) 739,650 10.5%
biomass production costs 512,913 15.1%
ethanol production costs 226,737 0.0%
transport costs (TC) 141,751 -12.7%
marginal costs (€/Gdop) 245 4.9%

45 Conclusions

The results show that to meet the Government reongnt for 2009 the best solution is to
establish ethanol plants in Venice and in the itrthlsarea of Milan with a production
capacity respectively of 120,000 t/y and 150,090 For the 2010 perspective, the optimal
supply network configuration suggests a capacityrease for the plant in Venice up to
240,000 tly, and the construction of a similar catyaplant east of Milan. This solution
would allow about an 8% saving on the total daipemting costs when compared to the
likely planned scenario. The modelling tool canused to provide consistent results in order
to drive political decisions about energy polidiesthe future biofuels industry. For instance,
the representation of production costs in termsosts per unit of service provided by a fuel
can be a consistent indicator to assess the dctelaperformance. These metrics have been
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used as terms of comparison between different [daitaptions: in particular, the domestic
corn supply has been compared with the imported Besults show that as long as the oil
price follows the current trend (in October 2009c@rwas about 87 $/bbl (Data 360:
www.data360.org)) the economic performance meadordtie Italian bioethanol industry do
not seems to be competitive within the fuel markigtwever, biomass importation may allow
mitigation of the social cost of a biofuel systemdasupporting market penetration.
Furthermore, this seems to be the only viable opfithe production target is to be increased
(unless second generation technologies were alail@abindustrial production). On the other
hand, importing corn from Eastern European Coumttiemeet biomass demand poses the
guestion on the effective environmental performavidbe system as conceived.

Another important conclusion, which can be drawonfrthe abovementioned results, is that
the economic feasibility of the business under ssswent tightly depends on the cost
allocation assigned to DDGS when used as animal fadstitute due to its effect on
operating costs reduction.

Notwithstanding the fairly acceptable economic perfance of the system under these
conditions, we still do not have any guaranty abihg environmental behaviour of the
bioethanol SC. This is though a foremost issus Warth to be investigated, especially when
bioethanol acts within the EU market requiring doiite strict GHG emissions saving (set to a
minimum quota of 35%).

According to this, the next Chapter will deal witfe environmental features which have been
embodied within the modelling framework here dds=li The main aim is to investigate on
the best trade-off between economic and environaher@eds so as to evaluate the systems
capabilities to comply with the EU regulation.






Chapter 5

Steady-State Design: Multi-objective
Optimisation

The core of this Chapteiis to address the development of an environmgntahscious
decision making tool for the strategic design lewélbiofuels systems. The steady-state
spatially explicit MILP model described in Chapt#rhas been enhanced by embodying
environmental issues to the optimisation critenasidered. A general description of the new
design issues is firstly presented. Next, the amtht mathematical features associated with
the MoMILP part of model are presented in detail.the successive section, the multi-
objective SC optimisation is then carried out taHar assess the main issues ensuing from
the discussion on the economic optimisation resDif$erent suitable biomass supply options
are compared relating to the 2010 demand scenariaddition, the use of valuable sub-
products (specifically the DDGS coming from the rcoconversion into ethanol) is
investigated as a suitable alternative to impréneanvironmental performance of the system.
Some final remarks on the model capabilities amitsbmings conclude the Chapter.

5.1 Problem statement

Chapter 4 addressed the development of a spagafjicit MILP model for the strategic

design of biofuels production systems. The integtahanagement of the whole SC including
agricultural practice, biomass supply, fuel productitind logistics of transport was taken into
account. Costs minimisation was adopted as thenggation criterion to configure the system
according to the traditional approach assuming @ébenomic benefits as main drivers to
motivate and drive the design process. Howevergtmmomics of the system should not be
the only issue to focus on in pursuing a detaikskasment of biofuel SCs where conflicting
aspects may concur in determining the optimal cométion of the network: the latest EU

! Portions of this Chapter have been published intarret al (2009c) and Zamboeit al (2009d).
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regulation, indeed, requires the biofuels usageetform a minimum GHG emission savings
of 35% (quota that should increase up to 50% V201

Accordingly, the design process of bioethanol SKisukl be conceived as an optimisation
problem in which the production system is requitedccomply with both costs and GHG

emissions minimisation criteria.

Therefore, the design problem is here reformulagetbllows. Given the following inputs:

> geographical distribution of demand centres;

\%

fuel demand over a fixed time horizon;

> biofuel market characteristics;

> biomass geographical availability;

> biomass production costs;

> biofuel production facilities capital and opémgtcosts;

> transport logistics (modes, capacities, distapaeailability, costs);
> environmental burden of biomass production;

> environmental burden of biofuel production;

> transport means emissions,

the global objective is now to determine the sebpifimal system configurations resulting
from the trade-off between operating costs and Gitssion for the entire SC. Therefore,
the key variables to be optimised are:

> geographical location of biomass productionssite

> biomass production for each site;

> supply strategy for biomass to be deliveredrampction facilities;
> biofuel production facilities location and scale

> distribution processes for biofuel to be serttlending terminals;
> supply chain management costs;

> supply chain impact on global warming.
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5.2 Mathematical formulation

The new modelling framework builds on the spatiatkplicit MILP problem addressed in the
previous Chapter. The model has been developedhbsneing the previous mathematical
formulation according to the new core drivers. Bleitional environmental frame as well as
the MoMILP solution algorithm are based on the apph proposed by Hugo and
Pistikopoulos (2005) following the works by Papaledri and Dimkou (1998) and Dua and
Pistikopoulos (2000).

5.2.1 Objective function

The mathematical formulation of the MoMP problemmeoences with the definition of the
environmental criterion to be coupled with the ewmoic one. The objective is the
minimisation of the total daily impadiDI [kg CO,-eq/d] resulting from the operation of the
biofuel SC. Thus, the definition dfiDIl needs considering each life cycle stage contobuti

as expressed by the following equation:

TDI=) I, (5.1)

The environmental impadt [kg CO,-eq/d] resulting from the operation of the singlages
Is calculated as follow:

l,=>d, G F V sOS (5.2)
b

where the reference flows[units/d], specific for eaclife cycle stages, is multiplied by the
emission coefficient,s, representing the quantity of substabeamitted at stage per unit of
reference flow, and by the damage fadgrcharacterising the contribution of each burbden
to the global warming in terms of carbon dioxideisgsions equivalent per unit of burden
emitted, namely the GWPs.

This formulation, although broadly acknowledgedaasgorous and comprehensive practice,
may nonetheless turn out to be too onerous in teyMmisoth calculation effort and data
collection. For this reason, the mathematical fdation was simplified by grouping the
emission coefficientg,s, together with the damage factdg, thus devising a global emission
factor fs, which represents the carbon dioxide emissionsvabpnt at stages per unit of
reference flow. Accordingly, Equation (5.2) takke form:

I.=f[F, V sOS (5.3)
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As will be further detailed in the following seati®, bothfs andFs might be either grid- or
transport-dependent according to the specific bfecle stages they refer to. As a
consequence, Equation (5.3) can be expressed agher

I,=> f,,[F,, ¥ sO{bgbdsfp} (5.3a)
9

or as:

S,

I, =Y f, OF, V sO{bt ft} (5.3b)
t

5.2.2 Life cycle stages impact

The stage-related environmental impacts as repwsein Equation (5.3) are generally
defined for the entire set of life cycle stageswdwer, the reference flows as well as the
impact factors may depend either on the specitiation (grid elemeng) or on the transport
model. Thus, it is necessary to uniquely define theresfee flows for each individual life
cycle stage and express them explicitly as a fanctif the design variable controlling the
optimisation problem.

5.2.2.1 Biomass production

GHG emissions resulting from the production of bém® notoriously depend on the
cultivation practice adopted as well as on the gaalgcal region in which the biomass crop
has been established (Romero Hernaredet, 2008). In particular, the actual environmental
performance is affected by fertiliser and pestisidesage, irrigation techniques and soil
characteristics. The factor may differ strongly niroone production region to another.
Accordingly, the form of Equation (5.3) for the bmass production stage is defined as
follows:

I bc :Z fb(;g Dqug (54)

g

wherefyc g is the carbon dioxide emissions equivalent per efbiomass produced in element
g [kg COx-eq/t] andFuc g is the daily biomass production in elemgnte.Rj .. . [td].

5.2.2.2 Biomass drying and storage

The environmental performance of this stage haladion with the geographical location of
the dedicated facilities but rather depends onteébknology adopted to process the biomass.
This last issue was simplified by considering aprage emission factofiqs[kg CO,-eq/t],
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estimated with reference to the performance of mhe@st common practices adopted.
Therefore, the total emission of the drying andeagje stage is only influenced by the amount
of biomass processed:

las = fbdslil:bdsg (5.5)
9

5.2.2.3 Transport system

The global warming impact related to both biomagsgply and product distribution is due to
the use of different transport means fuelled wabsil energy, typically either conventional
oil-based fuels or electricity. The resulting GH@issions of each transport option depend
both on the distance run by the specific means @ndhe freight load delivered. As a
consequence, the emission fadigrepresents the total carbon dioxide emissions etgnv
released by transport uhiper km driven and ton carried. Thlsis evaluated as follows:

I, =Y, F, ¥ sOfbtft (5.6)

with the reference flows now representative of the delivery distang®D, 4 4) and the load
of goods transportedXy,4), as defined by the equation:

Fs,l ZZZQ,Q,I,Q‘ |}‘DDgg Vs D{bt’ ﬁ} (57)

5.2.2.3 Fuel production

The environmental impact of the biofuel productgiage is related to raw materials (other
than biomass) and utilities required in operating tonversion facilities. Accordingly, the
GHG emissions resulting from this life cycle stagere assumed proportional to the total
daily amount of biofuel produced,, , [t/d] (taken as reference flo, o and independent
of location, as shown in the following expression:

I ="fo EEFWg (5.8)
[¢]

5.2.2.3 Emission credits

The effect of by-products, some of which are valeigoducts in other markets, is essential
to allocate the total impact associated with ai@aer production chain. Currently, there is no
accepted best method to cope with this issue. iBwhork, allocation by substitution was

chosen following the recommendations of Rickeetrél (2004): this method assigns to the
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primary product the total GHG emissions minus treglits derived by the emissions avoided
due to displacements of alternative goods by thprbgucts.

In first generation bioethanol systems based omgjréhe main by-product is a high-protein
meal coming from the solid fraction of the postgess residues (DDGS). This is a valuable
substitute for cattle feed, and may also be used fa®l for CHP generation (Morest al,
2006). The modelling framework was developed sotcagake into account these two
alternative options in order to calculate crediisdmissions avoided through displacement of
equivalent amounts of cattle feed productiem)(or electricity and heat generatioan).
Following Delucchi (2006) no credits were assigfedland usage. In fact, the conversion
from crop-for-food to crop-for-fuel generates a gaphe market that has to be filled either by
importing corn (resulting in a higher impact) or diftivating other lands (resulting in a lower
impact in the case of set-aside land). Thereforis, advised to consider an average situation
in which no credits arise from changes in the lasalge.

The by-product credits allocation was included ime tmathematical formulation by
considering the emission credits as a negativeribomibn to the life cycle stage impact
calculation. This means that the sum on the rigig ef Equation (5.1) needs to comprise one
more competitive contribution that can be altenredy:

L= = Fsn D Famg (5.9)
[¢]

where fsy, is the carbon dioxide emissions equivalent creasigned to cattle feed
displacement per unit of fuel produced dng 4is the daily fuel production in elemegt
Pie [/d]; or:

len == Fen D Fong (5.10)
g

with fen representing the Gequivalent emission assigned to energy produchigplacement
per unit of fuel produced arft, g still indicating the daily fuel production in elemtg.

Note that according to the formulation adoptedhis tvork the two alternatives are assessed
independently as a pseudo life cycle stageCset{sm, e¢. Accordingly, Equation (5.3) is
reformulated as follows:

I.=f,[F, V sOSOC (5.11)
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5.3 Case study

Results reported in Chapter 4, showed that impgrtiorn allowed for a more economical
design of the overall SC. However, biomass impamafrom Eastern European Countries
poses the question on the effective environmemdbpmance of the system as conceived. In
fact, one may ask how the best design in terms ast ceduction performs from an
environmental standpoint. Thus, the case studywallp for corn importation described in
Chapter 4 was taken as reference to formulate a cese study for the multi-objective
modelling framework addressed here. The ethanokehgrenetration imposed by current
Italian regulations for 2010 was assumed as thg daimand scenario to design the corn-
based ethanol SC considering both operating cost&#G emission minimisation criteria.

As a first instance, we considered that the DDGSildvdbe used as animal feed with the
corresponding allocation of SC operating costs @Rl emissions. Results were compared
to a second instance where DDGS is assumed toaf@@HP station providing the utility
requirements of the conversion facilities.

5.4 Results and discussion

The two objective functions problem is solved thyloithe CPLEX solver in the GAMS
modelling tool (Rosenthal, 2006).

Figure 5.1 shows the resulting trade-off set of-mdarior solutions. The shape of the curve
reveals the expected conflict existing betweenrenwnental and economic performance. The
optimum in terms of economic performance (case Aeg®rted in Figure 5.1) involves a
marginal operating cost value of 23.03 &/gd against an overall environmental impact of
79.15 kg CQ-eq/G¢ion corresponding to a GHG emissions reduction of aBéticompared
to gasoline (the GHG emissions factor for gasolas assumed equal to 85.8 kg ££0/GJ,
according to Browret al (2005)). Table 5.1 resumes the details of themogation outcomes
of case A, whilst Figure 5.2 shows the correspamdiatwork configuration. The graphical
representation reveals the SC general structu@m@s demand is met by importing corn
from Eastern European Countries. Corn is diredtlpged to the two production plants of the
maximum capacity (about 250 kt/y) and located wiitthie industrial areas close to the main
ports of Veniced = 32) and Genoay(= 46). This configuration allows for the best earic
performance in terms of both biomass supply cakis, to the lower price of the imported
corn, and of ethanol production costs, positivéfgaed by the scale factor.

In terms of environmental performance, an 8% of Gi@uction in the emissions is not
enough to meet the latest EU standards which reduafuels to have a minimum of 35% of
GHG emissions savings. However, even minimisingithgact (point B of Figure 5.1) the
resulting GHG emissions are still too high to m#et minimum requirements, albeit the
substantial economic effort required to reach #ingdt: reducing the marginal impact down to
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74.88 kg CQ-eq/Gion (equal to 13% of GHG reduction) results in an éase of the overall
operating costs up to 25.80 €4zJ.
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Figure 5.1Pareto curve: simultaneous optimisation under ofiatpcosts and GHG
emissions minimisation criteria.
Table 5.1 Costs-optimal solution: results of the SC optimigatiCase A:
cost minimisation.
operating costs GHG emissions
€/GJ kg CO,-eq/GJ
biomass production 13.12 41.21
biomass drying and storage - 7.25
transport system 3.16 4.34
fuel production 12.51 39.04
allocation credits 5.76 12.70
total 23.03 79.15
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Figure 5.3Emissions-optimal solution: supply network configima. Case B:
environmental optimisation.
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In fact, when moving along the Pareto curve (Figad from point A to point B, we see a
gradual transition towards a network configuratidtustrated in Figure 5.3) proposing a
more decentralized fuel production system thatirequthe establishment of four conversion
plants: one of large capacity € 4) located in the neighbourhood of Venige=(32) and three
other plants of smaller sizgp = 1) sited in the most convenient area in relationthe
domestic biomass productiog £ 26, 43 and 52).

Comparing the related costs details reported ineral? with those of case A, it is evident
that the supply solution outlined in case B wouldwge a better environmental performance
in terms of biomass distribution and corn produttimpact, but also a clear deterioration of
the system economics due to the negative scalerfantethanol production costs as well as
to the unprofitable biomass supply conditions. Rkemnore, even achieving a more
sustainable supply system does not satisfy the tabdard requirements in terms of GHG
emissions saving.

Table 5.2 Emissions-optimal solution: optimisation results. s€aB:
environmental optimisation.

operating costs GHG emissions
€/GJ kg CO,-eq/GJ
biomass production 15.21 39.64
biomass drying and storage - 7.25
transport system 3.84 1.64
fuel production 13.20 39.04
allocation credits 6.45 12.70
total 25.80 74.88

The second instance considers DDGS as a fuel fdP Gtdtions. This alternative use of
DDGS would entails a production costs reductione do substantial savings on utilities
supply costs, but also a considerable capital invexst for the power station installation. The
surplus of electricity production (globally amourgito 3.2 MJ for each ton of ethanol
produced) can be sold to the national grid so agato some emission credits assigned for
electricity displacement. The Pareto curve is simib the one in Figure 5.1 and is not
reported here. In fact, the optimal network confedion defined by the costs optimisation is
identical to the one illustrated in Figure 5.2stlg quite expected, as cost minimisation would
still favour low cost corn (imported from abroad)dalarge plants. However, the marginal
operating costs value is now lower and equal to4@2€/Ggion against an overall
environmental impact of 38.85 kg G@®q/Gion. As reported in Table 5.3, this reduction on
the entire SC overheads is due to the decreasbana@ production costs, notwithstanding a
slight reduction in the allocation credits (now @acting for the 15% of the overall SC
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operating costs). On the other hand, the subslgnimaproved environmental performance
occurring with this system configuration is attridble to the larger emission credits coming
from the alternative use of by-products. This sohyt indeed, would allow for a GHG
reduction of about 55% compared to gasoline.

Table 5.3Costs-optimal solution: results of the SC optimisationsidering
DDGS as CHP fuel.

operating costs GHG emissions
€/GJ kg CO,-eq/GJ
biomass production 13.12 41.21
biomass drying and storage - 7.25
transport system 3.18 4.30
fuel production 10.05 39.04
allocation credits 3.95 52.96
total 22.40 38.85

If the optimisation is forced toward the minimisatiof the environmental impact, the SC
performance in terms of GHG emissions is even npooeising. As reported in Table 5.4,
the optimisation results in an estimated envirortiadeburden reduction of about 60%
(corresponding to a marginal value of 34.58 kgy@@ G¢ion). However, in this situation the
marginal operating costs increase up to 26.81 £bGihus exceeding the value calculated in
the first instance. This depends on the lower cafitcation that is not balanced by the
utilities supply costs reduction.

Table 5.4 Emissions-optimal solution: results of the SC ogsation
considering DDGS as CHP fuel.

operating costs GHG emissions
€/GJ kg CO,-eq/GJ
biomass production 15.17 39.63
biomass drying and storage - 7.25
transport system 3.44 1.62
fuel production 12.93 39.04
allocation credits 4.73 52.96
total 26.81 34.58

Additional remarks are drawn by analyzing the docw@sts of bioethanol production. As
mentioned in Chapter 4, Italian regulation provif@sa taxation discount on inland duties
amounting to 4.2 €/GJ with respect to other corivaat automotive fuels. This involves a
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reduction of the breakeven point with gasoline dawi@4 $/bbl. However, if the objective is
to promote maximum GHG mitigation, then either &éiddal subsidies would be needed or a
higher breakeven point is to be expected. The tw$iridge this gap amounts to about 3
€/GEion (0.10 €/lgion) Wwhen DDGS is used as animal feed substitute DGB is used CHP
fuel the difference is about 4 €/&sl (0.12 €/lgon). However, note the second instance
allows for a breakeven point of about 72 $/bbl whptimised under costs minimisation.

This last situation would allow for a better usefiobincial resources: the system might be
supported with the same amount of subsidies so aade the market penetration and still it
would be possible to match the EU regulation irterof GHG reduction for biofuels
production processes. Therefore, in the particalse of the Italian corn-based ethanol
production a well-advised strategy would addressdiisign process under economic criteria,
especially adopting a system configuration in whighproducts are used to provide the
energy needs of the production facilities.

5.5 Conclusions

The non-inferior set of viable solutions indicatdsat the most interesting alternative
proposes: i) the design of the bioethanol suppstesy under costs minimisation, and ii) the
usage of DDGS as fuel to produce the heat and posgerired by the production facilities.
The optimisation outcomes demonstrate the systafiectiveness in reaching the GHG
mitigation (by 55%) necessary to meet the EU statsla

However, although our assumptions of the GHG emssiconcerning corn in Eastern
European countries appears to be sensible endughmportant to note that importing corn
from countries characterised by uncertain enviramalestandards in cropping practice may
significantly affect the environmental results gnd at risk the achievement of the EU goals
(albeit through an improvement of the overall ecoius).

It is also noteworthy that, in this study, the emmic performance of the system has been
defined in terms of the ethanol production costdy.0As a consequence, the effect of using
DDGS as animal fodder or CHP fuel has been disduésed optimised) without assessing
the potential variations in terms of the productmofitability (e.g., in terms of Net Present
Value, NPV). However, the great uncertainty on @GS selling price as well as on the
subsidies (Green Credits) deriving from sellingn&wable” electricity to the national grid,
suggested that a first evaluation tool should bgetiaon costs. The next Chapter will be
dedicated to a more comprehensive financial aralydie aim is to evaluate the effective
impact of DDGS end-use on the financial performaoicthe system. The effects of market
uncertainty on the financial behaviour will be taketo account, too, so as to provide a more
conscious planning strategy.



Chapter 6

Dynamic Planning under Uncertainty

The objective of this Chapteis to describe an enhancement of the modellinméraork
previously developed which has been modified ireotd take into account both the capacity
planning dynamics and the effect of market uncetyai

A general description of the new modelling issgegresented together with some remarks on
the financial indexes adopted to evaluate the pmdace of the system. The case study along
with the probabilistic analysis on the modellinggraeters is described, and the results of the
stochastic optimisation are shown and discussed.

6.1 Problem statement

The steady-state optimisation model, addressedhapter 4 and Chapter 5, provided good
insight on the economic and environmental perforreaof bioethanol production systems.
The modelling outcomes envisaged that in establgshi new bioethanol production network
good economic performance would be achieved whensytstem is configured involving
biomass importation to provide corn needs as welh@dopting a DDGS end-use as animal
fodder substitute. However, the modelling designcasceived does not allow for any
conclusion about a proper assessment of the fiabperformance of the system and of its
sensitivity to uncertainty on market conditions.

Accordingly, the steady-state formulation previgusldopted should be replaced by a
dynamic one aiming at a planning tool capable &intainto account the market volatility
over a long-term horizon.

The problem addressed in this Chapter deals wighsthategic design and planning of a
general biofuel SC over a 10-years horizon. Thélera is formulated as a spatially explicit
time dynamic modelling framework devised for thetggic design and investment planning
of multi-echelon supply networks operating undercartainty. Strategic decisions in
designing a biofuel production network still deathwthe geographical location of biomass

! portions of this Chapter have been published inMas et al. (2009a) and submitted for publication in Dal Metsal
(2009b).
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cultivation sites, logistic definition of transp@ystem and supply chain node location. On the
other hand, planning decisions relates to the égpassignment of production facilities and
the demand satisfaction along the time steps coimgdke time horizon. Accordingly, the
optimisation problem discussed here can be statéallaws. Given the following inputs:

>

>

>

geographical distribution of demand centres;

fuel demand over a the entire time horizon;

biofuel market characteristics in terms of psidstribution;
biomass geographical availability;

biomass purchase costs;

biofuel production facilities capital and opémgtcosts;

transport logistics (modes, capacities, distanaeailability, and costs),

the objective is to determine the optimal systemfigorration in terms of SC profitability and
financial risk on investment. Therefore, the keyiafales to be optimised over the planning
time horizon are:

>

Vv

Vv

\%

\%

\%

\%

\%

An

geographical location of biomass productionssite

biomass production for each site;

supply strategy for biomass to be deliveredrampction facilities;
biofuel production facilities location and scale

biofuel market demand satisfaction rate;

distribution processes for biofuel to be serttlemding terminals;
SC profit;

financial risk under uncertainty.

important assumption (and a critical differendgéh respect to the steady-state assessment

previously addressed) is that the satisfactionaéthanol demand is not set, but represents an
upper bound. In other words, the optimiser is fieehoose how much ethanol should be
produced up to the quota set by the EU directiv€, (E003), representing the maximum
market demand. The underlying assumption is thaineestor would enter the bioethanol
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market if there is a chance for profitability anok thecause there is a production quota to be
fulfilled (at least without subsidies).

Finally, it is important to notice that the invesm analysis has been assessed by formulating
the optimisation problem through two alternativeaficial criteria in terms of economic
indicators such as the expected net present vaNie\() as formulated by Bagajewicz (2008)
and the conditional value-at-risk (CVaR) (Rockafelland Uryasev, 2000): the eNPV
maximisation is oriented to optimise the finanguedfitability of the system; whilst the CVaR
maximisation allows for a reduction on the riskiovestment.

6.2 Mathematical formulation

The time dynamic MILP model builds on the steaditestirame addressed in the previous
Chapters and the new improvements are based apgiteaches applied to the multi-echelon
SC optimisation under uncertainty (Sahinigis al, 1989; Tsiakiset al, 2001; Guillén-
Gosalbez and Grossmann, 2009). It embodies difféeatures for spatially explicit siting of
supply networks nodes (Almansoori and Shah, 2006)capacity planning of strategic fuel
systems (Hugo and Pistikopoulos, 2005). A stocbdstimulation is implemented to handle
the effect of uncertainty (Tsarmg al, 2007a; Tsangt al, 2007b).

6.2.1 Objective functions

According to the common rules of optimisation pesbs, the mathematical formulation
commences with the definition of the objective fume to be minimised in configuring the
system. The first objective considered here isekgected net present valuBhjenpv [€]).
Given the financial nature of the problem, that asgs the maximisation of profit-related
indexes, theObjenpy Value is required to be written in its negativenip as stated by the
following equation:

Obj,yp, ==Y NPV, T, Oqr (6.1)
q,r

where NPV, is the Net Present Value amg, the event probability both related to each
scenario deriving from the combination of corn fnage cost] and ethanol market price
Alternatively, the objective function to be minirads is given by the negative value of the
CVaR index. This financial indicator represents thEV evaluated within a scenario of
maximum potential economic losses due to marketidktion on an investment in a certain
time interval and with a specific confidence levieldirectly derives from the VaR index
(Rockafellar and Uryasev, 2000): with respect speacified confidencg-level, thep-VaR of

an investment is the lowest amounguch that, with probabilitp, the loss will not exceed,
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whereas th@-CVaR is the expectation that losses are aboveatmaunta. Here, the worst
potential market scenarios with a 10% occurrencebadrility are taken into account.
Accordingly, the second objective function can twerfulated as follows:

: q,r NPqu DZ’:U
ObJCVar == '

Zq,r 772”

0q,r =worst,, (6.2)

The NPV for each scenario is defined as the disgealprofits minus the discounted costs:

NPV, =3 (PBT,, (xCap - FCC, 2FCC,) Oaq,r (6.3)

t,q.r
t

wherePBT q, [€/y] represents the profit before taxe§G, are the facility capital costs [€/y]
for time periodt and scenarioq(r). Both terms are discounted through factors ctalé&en
two different arrayssCap and éFCGC, since capital costs are allocated at the begyoin
each year and are yearly discounted, while reveateseceived at the end of the year and
discounted every two-year period. Thus, they afmel@ as (Douglas, 1988):

_ 244
&Cap = IaE (6.4)
! (6.5)

&‘FC:C:t = mﬁy

where ¢ is the future interest rate. The value of thisexds meant to vary with time.
However, to reduce the computational burden, hgras been assumed to be a constant
(Tsanget al, 2007a). The value has been set equal to theniiimi Accepted Rate of Return
(MARR, 15% according to Peteet al (2003)), considerably higher than the standask-ri
free interest rate (8%); that is quite a typicaduasption in the preliminary evaluation of
investment decisions.

6.2.1.1 Gross profits

The profit before taxe®BTq, represents the gross profits and has been defsethe
difference between the total annual revenliddl . [€/y] and the total operating costs
TOG, 4 [€lY] for periodt at thescenario ,r):

PBT,

ta.r

=TAR,, -TOG,, Otqr (6.6)
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Depreciation charges are neglected for computdtiseaes.TAR o are annual revenues and
depend on both ethanol and DDGS sales:

TAR,, =120} [P, ... {MPe + o (MPd)| Ot,q,r 6.7)
[¢]

where Pg;, .o, is the monthly ethanol production rate [t/month]régiong at periodt and
scenario ¢,r); MPe is the ethanol market price [€/t] relating to sx@mr; o is a constant
representing the rate of DDGS per unit of ethamotipced in a standard dry-grind ethanol
plant and has been set equal to 0.7288dteion (Morey et al, 2006) andviPd is the DDGS
market price [€/1].

TOG,q, are evaluated by summing up the transport cb6lg, [€/month] and the facilities

operating costsOC, o [E/month] at time periotland scenariogr):

+FOC

TOG,,, =12[(TC or) OLQT (6.8)

t,q,r

FOGC: s, [€/month] are evaluated as:

FOC,,, = Z{UPch [P omassg +ZUPCep Epr‘g’t’q’rj Ot,q,r (6.9)
p

g

where UPCg, [€/t] is the unit purchase cost of corn in scemagi and is multiplied by the
biomass production rat®); ..., [/month] in regiong at periodt and scenariocr).
UPCg, [€/1] is the unit production cost of ethanol foetplant of sizg, and is multiplied by
the ethanol production raf, 44, [t/month] in regiong at periodt for the plant of sizep and
scenarioq,r).

As in the previous Chapters, the transport systetreated as an additional service provided
by existing actors already operating within the usidial/transport infrastructure. As a

consequencd, G q, is evaluated as follows:

[TCap LD,

g.ta.r

TC,, = Z(UTCI | DZ NTU, 4 g0 TCaR; DADD,'W} HUTC ) NTUI
99 9

t,q.r
il

tt,q,r
(6.10)

whereNTU g1g.1qr IS the number of transport units of madeeeded to transfarbetween
two elementsg and g’ at time periodt in the scenario §,r); NTUlytq, is the number of
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transport units (trucks of small capacity) for i@ transfer within elemermfat time period
in the scenario §,r); UTG, [€/(tkm)], TCap, [t/trip], UTC [€/(tkm)], TCap [t/trip],
ADD, g ¢ [km] andLDy g4 [km] are defined as in Chapter 4.

Here, we also introduce two constraints:

> Qi,g,l,g',t,q,r

NTUi,g,I,g',t,q,r = .I_Cap’l Di,g,l,g',t,q,l’ (611)
and
P
NTUI,, ,, = —Comssiar g ¢ qr 6.12
gLar TCap 9.h4 ©42

with Qi g.tg.tqr [/month] the flow rate of via model between two grid elemengsandg’ at
periodt and scenariog(r). They simply impose that the number of transpmits must be
sufficient to transfer all of the product to beideted.

6.2.1.2 Facility capital costs

The FCC term in Equation (6.3) accounts for the capitakstment required to establish the
entire supply network along the whole time horizB@C; can be evaluated by summing up
the capital cosPCG, [€] of each single conversion plant sze the territory.

p.g;t

Fcc, = (vs= (PCC, OnY, +Y/ ™ (PCC,) Ot (6.13)
p.g

WhererSf;lrt is the binary decision variable that initialisee problem starting from the supply
chain configuration already established at the timel (given by the static model of Chapter
4). Yp‘f'gjf{‘ is the Boolean variable, evaluated at the begmoirtime period and controlling if

a new production facility of sizp in regiong is established in that time period (a value of 1
means that the construction of a new productiontptaallowed, otherwise 0 is assigned).
Finally, inY; is a binary array specifically devised to inits&ithe problem by assigning the
capital costs of the starting SC configurationhe first time period = 1 (thus assuming zero

valuesll t # 1).

6.2.2 Logical constraints and mass balances

The network behaviour needs to be subjected to imalssices as well as logical constraints
in each of the supply chain nodes.
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6.2.2.1 Demand constraints
DemandD/}, ., [t/month] of product in regiong at periodt and scenariog(r) is satisfied by

local production or by importing the commaodity frather regions. Accordingly:

D =D +D™ [ gtaqr (6.14)

i,9.t,q,r i,9,t,q,r i,9,t,q,r

where Diifg?tyqyr [t/month] identifies the amount importedgrto fulfil the demand of produét
and Di'f’gft%r [t/month] is the demand satisfied through localdurction.

Furthermore, the following constraints must hold:

Dil?git,q,r s Dit,ogt,t,q,r D i' g,t,q, r (615)
Diitzlpy)t,q,r = zQi,g',l,g,t,q,r O i’ g!t’ q,r (616)
l,9'

i.e. the local productioR'y, .,

the mass fluxe®, ;. ;.4 €Ntering the regiog.

The local biomass demand necessary to supply tduption plant sited within the same
region g, is determined by applying the corn-to-ethanol @sion factory (as defined in
Chapter 4) to the fuel production rate, as showthbyfollowing equation:

has to be at least equal B, ., andDT, . cannot exceed

tot

P
Ditmasso tar =f'—;“‘ 0g,t,q.r (6.17)

Finally, the supply network production capabilitisisould satisfy the market requirements
according to which the total production ofshould equal the overall demand of this
commodity. Accordingly:

TDi qr =TR.q, Uista,r (6.18)
Total goods productioR, . [/month] and total demandD,, . [t/month] are obtained by
adding up the local variables:
TDi ta,r = z Dit,ct)fq,r O I 1t1 q’ r (619)
9

TR o =2 R, Oistqr (6.20)
g
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6.2.2.2 Production constraints
The following set of relations is formulated to stmain the commodity production rate. First,
a global mass balance has to be fulfilled:

Pifgt,t,q,r = Dit,ogt + Z (Qi,g,l,g',t,q,r - Qi,g‘,l,g,t,q,r ) D | ;t1 q; r (621)
g

The total amount of fuel produced in each elengergsults from the sum of the production
rate of all plants of sizp Pf [t/month] established in the same region at petiadd
scenarioq,r):

p.g.t.a.r

Pftt?él,g,t,q,r = Z pr,g,t,q,r D g,t, q,r (622)
p

Furthermore, Pf_ ... is upper- and lower-bounded according to the mewrimand the
minimum capacity of a plant of size PCap]™ and PCag}" [t/month] are the maximum
and minimum production rates allowed for the plaindizep. Thus:

Y, . (PCapg" < Pf

<Y, PCag™ Op,g.taq,r (6.23)

p.g;t p.g.t.q, p.g;t

whereY, 4 is a Boolean variable: a value of 1 means thahattimet, a plant of sizep is
present in the regiog; its value is set to O if no plant exists. It Isaassumed that only one
conversion facility can be established within oegitorial element (as stated by Equation
(4.18)):

ZYp,g,t =1 gt (6.24)
p

Also, it is assumed that once a production facii#s been built, it will be operating for the
remaining time frame. This is ensured by the foltywecursive definition oY, g :

Y =Y, tYer Op,gt (6.25)

p,g,t+1 p.g.t

Note that in a regioqg, Yp‘?';'f andYjp gt cannot be equal to 1, simultaneously: as soonnesva
plant is planned at time= t* (Yp‘f';?:tﬁ 1), thenYp g:-++1 becomes equal to 1, too. Thus, for
the successive time periods, relations (6.24) &5}, imposed’ P .= 0.

p,g,t>t*
The first year configuration is set by initialisiiYgg as:

Yoo1=Ypg OPG (6.26)
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Biomass production, too, cannot exceed the limitgoased by the effective regional
production capability, which depends on agronoreleted factors such as maximum and
minimum biomass cultivation fractionBCD;**and BCD,‘;nin of cultivated land over arable
land in elemenyg, and the cultivation yielcCYy [t/(d-km)]; additionally, the geographical
characteristics such as the actual surface in@neitGS [km? and the related percentage
of arable landADy contribute to define the biomass productivity. $hahe following
condition must hold:

GS, [CY, [AD, EBCDQ“‘” < Plomassgrqr < GS, [CY, CAD, (BCD;™ Og (6.27)
To ensure a sustainable biomass to biofuel purp@sesaximum biomass utilization quota
should be set to limit the total corn domestic ci@piofuel production: the utilization factor

SusPdefined in Chapter 3 is applied to the overalleptial domestic biomass production
TPot [t/month]:

TR iomasstsr < SUSATPOL, Ut,s,r (6.28)
where:
TPot, = ZGSgJ [CY, AD, (BCD;™ [CF, [t (6.29)
9

6.2.2.3 Transport constraints
A further set of constrains is devoted to transpagistics. First of all, it must be ensured that:

ingvlvg',t,q,r SQITaX D(i,g,l,g‘,t,q,r Dialag!g"taq;r (630)

whereQ" 7 [t/month] represents the flow-rate limitations dethe transport mode delivery
capacities and the related maximum tolerable megnthps; X, ..., is the decision
variable whose value is 1 if the transfer of praduzetweerng andg’ via model is allowed,
and 0 otherwise.

The flow rate of a specific producbetween adjacent elements is expected to occyrionl
one direction:

X +Xiguoner <1 Oig Lo tar:gzg (6.31)

i,0,l,9't,q,r

Furthermore, internal loop trips of product are altdwed:
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X =0 di,g,l, g t,q,r:g#g' (6.32)

i,gl,0.t,q,r
l.g

Finally, the representation of the logistics bebaviis completed by a transport feasibility
condition (for instance, transport by barges isalloiwed if a waterway is not available):

z Xigrawar =0 0Oi,g,0,9'tr,q:(,9,1,9") zTotal ,, . (6.33)

il,0,09

6.2.2.4 Non-negativity constraints
The last constraints simply impose that a numbewariables should retain a physical
meaning and be non-negative:

P 4 20 Oi,gtaqr (6.34)
Pfrg=0  0p, g (6.35)
Qoigrar 20 0ilg,9tq,r (6.36)
D%, 20 Oi,g.tqr (6.37)
DY 20 Oi,g.t,qr (6.38)

6.3 Case study

Results reported in Chapters 4 and 5 evidencedhidle economic sustainability of the
bioethanol production system when biomass is inggboaind DDGS is used as animal fodder
substitute to be sold within the market. Howevée tnherent design of the problem as
previously conceive does not enable to produce rasults about the effective financial
profitability of the optimal solution. This issubauld be assessed by considering not only the
operating costs of the system but also the reveomaing from both the ethanol business and
the DDGS marketing. Also, the financial assessnshoiuld take into account the market
price variation of goods over a defined time hamizdhis has involved the formulation of a
case study considering 16 scenarios of combinethgeevalues of ethanol market pricg (
and corn purchase cost)( The optimisation problem is addressed by foriimga two
alternative case studies referring to two likewigkjectives. Accordingly, two cases
(corresponding to the financial indicators adogsaptimisation criteria) are considered:
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A eNPV maximisation;

B CVaR maximisation.

Moreover, the sensitivity on the optimisation résub three different options for DDGS
prices is assessed. Note that the fluctuations &G® price were not included in the
probability functions as there is not sufficienfornmation to build up a reliable probability
curve. As a consequence, for each case study, dbterisation instances were carried out:

1. optimisation fixingiPd equal to 300 €/t;
2. optimisation fixingVPd equal to 200 €/;

3. optimisation considering a progressive DDGS tiaton over the time; the DDGS price
is supposed to vary as follows: 300 €/t since 2@02012, 200 €/t since 2013 to 2016
and 100 €/t since 2017 to 2019 (the hypothesi®asaonably supported by a potential
excess of production).

6.3.1 Demand centres

As already mentioned in Chapter 3, bioethanol siaeed to be sent to blending terminals
existing at given locations. Their gasoline delveates (satisfying the regional demand
centres) are supposed to be constant all oveirtieehorizon. The overall gasoline demand is
set equal to 455,979 tly. Location, number andaaasoline delivery rate of each terminal
are defined as discussed in Chapter 3. Bioethagimladd is set to vary along the 10-years
time horizon, starting from 2009 to 2019. In aceorce to the EU Directive, the bioethanol
guota is set equal to 3% for 2009, 5.75% by 2010 &tom 2010 to 2019 minimum
increments of bioethanol percentages are providextder to achieve 2020 EU target of 10%
(all these percentages are set on energetic basie)overall time horizon has been divided
into couples of years, in order to reduce the cdaatmnal burden (accordingly, each blending
percentage is an average value over a period oféacs’ time). Table 6.1 shows the varying
blending quota (represented by #tpercparameter) for the 5 time periodsaé appear in the
mathematical formulation). In thetpercarray, the blending percentages (on a mass lasis)
averaged over couples of years (corresponding édtiome period). Constant increments are
used in the range 5.75-1@%

Table 6.1The etperc array with ethanol blending percentagesnass basis
over the years.

period t 1 2 3 4 5
etperc[%)] | 6.87 9.45 11.21 1247 13.71
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As mentioned in a previous section, the problencdaceived so as to keep the ethanol
demand as a free variable which the problem salugions at optimising according to the
maximisation of the financial performance of thetsyn. This means that is not compulsory
for the production system to fulfil the market demaof ethanol whenever it resulted
unprofitable from an economic point of view. Theuat market demand represents an upper
bound parameter defined by imposing the minimunmdileg quota to the gasoline market
demand values. Accordingly, the new constraint:

D, s ior <DEM ugiqr 010,401 (6.39)

fuel,g,t,qr =

must be added to the equation list reported in ghevious section. This fix a ceiling
(represented by the actual market demand for ethan@gion g at periodt and scenario
(9.1), DEMiyel g.,q.) for the range within whiclDy, . . is allowed to vary.

6.3.2 Definition of price scenarios

Each scenario is a particular combination of ethararket price and corn purchase cost. The
analysis of historical data concerning the bionf@axhase cost in Italy for the time period
1993-2008 (Frascarelli, 2008) and the bioethanalketaprice in Southern Europe for the
period 2005-2008 (Agra Informa, 2009) has allowiting the following two distribution
functions for biomass and ethanol, respectively:

pdf(UPCc)= 1842401 I'[UPCc87.659214964 +105057([UPCCc57.07403.0429 (6.40)

pdf(MPe)= 83.8326] I'[MPe36263782.0254 (6.41)

where UPCc [€/t] is the corn purchase cost ahtPe [€/1] is the ethanol market price, as
previously stated/ represents the price trend function related tdgaoduct subjected to
market uncertainty. The compound probability dgriitction is represented in Figure 6.1.
The probability functions are discretised into thectors of scenariog [0 Q = [127.75,
159.25, 190.75, 222.25andr O R = [645, 695, 745, 795] of corn purchase costsethdnol
market prices, respectively. The two vectors ammlgoed into a 4x 4 matrix €,r) of 16
scenarios, whose probabilities is summarised inleT&2. Note that according to this
approach, each scenagoor r is assumed to represent an average cost or prcalfthe 10
years’ period. This represents quite a simplifmatvith respect to a most rigorous approach
recombining all the 16 realizations at each timeqgoe (and producing 1,048,576 scenarios!).
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x10

Probability density

UPCe-unit purchase cost for corn (€/ton)

AT -
TR

MPe-bioethanol market price (€/ton)

Figure 6.1 Compound probability density functions for corn protion cost and ethanol

market price.

Table 6.2Medium scenario probabilities.

q r|l 2 3 4

1 0.0229 0.1682 0.2481 0.0873
2 0.0130 0.0952 0.1404 0.0494
3 0.0064 0.0467 0.0688 0.0242
4 0.0013 0.0094 0.0139 0.0049

In order to maintain a reasonable computational ptexity, we have preferred to retain a
detailed description of the structure of the biaetti SC and simplify the probabilistic
representation. In fact, the 16 scenarios do belortbe more complex probability space and
can be exploited for a preliminary analysis capalflencorporating price uncertainty in the

SC design.

6.3.3 eNPV evaluation

The expected NPV is evaluated by adding up theodisied and weighted cash flows, each of
them performed for one of the combinations of pasehcorn cost and ethanol market price
and added up by a weighting factor given by theesponding scenario probability. Thus,
FCFs are evaluated employing the same averagecostrand bioethanol price all over the
time horizon. The discounted cumulative cash pasi attained by multiplying each FCF by



Chapter 6 Dynamic Planning under Uncertainty 110

the discount factors previously defined (see Eqgua(6.4) and (6.5)). Table 6.3 reports the
discount factors values for each time petiod

Table 6.3Values of theCap and e&~CC, arrays.

period t 1 2 3 4 5
&Cap 1.626 1.230 0.930 0.703 0.531
&CGC 1.000 0.756 0.572 0.432 0.327

6.3.4 CVaR evaluation

The CVaR-based optimisation criterion mirrors rékrerse investors’ decisions. The
optimisation framework is led toward the desigrmnfSC configuration minimising economic
losses and rejecting the worst market scenaridsatieaverified with a 10% confidence level.
The worst scenarios are representeddy) €ouples (2,1), (3,2), (4,3), (3,1), (4,1) and2}4,
composing thevorst,; subset in Equation (6.2).

6.3.5 Taxes and depreciations

Net discounted FCFs for each year are evaluatdieofty means of an Excel spreadsheet.
They are derived from th&ARg:, TOGq, and FCC resulting in the optimal SC
configuration, setting a 43% taxation rate of pesitgross FCFs. The taxation framework
provides constant depreciation charges for the B@G 8 years.

6.4 Results and discussion

The two financial indicators adopted as optimisatioiteria (i.e. the eNPV (case A) and the
CVaR (case B)) define two SC configurations anccalisted cumulative cash position
layouts. The MILP modelling framework was solvedotigh the CPLEX solver of the

GAMS® tool (Rosenthal, 2006).

6.4.1 Case A: planning under profit maximisation

Three different instances are assessed accordinfpetoeNPV optimisation criterion by
varying the DDGS market price. The modelling outesnare reported in terms of SC
graphical topology as well as in terms of produtianning over the 10 years time horizon.
The results show the high reliance for the busipesBtability on revenues coming from the
side production of DDGS. In particular high marlwice values lead to high business
profitability as indicated by a greater ROl valugla lower payback time. This also reduces
the importance of the economy of scale in planriimg ethanol production capacity, thus
allowing for a more distributed SC configurationvitnich smaller production plants are still
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profitable. Table 6.4 shows that when the DDGSeuic300 €/t (instance A.1) no large-size
plants p = 4) are established. It is also worth noting ttieg ROI index, evaluated on a
medium basis over the business horizon, is equa3t0%, significantly higher than the
minimum acceptable threshold for a new productrergean established markets (usually set
at 24% (Peterst al, 2003)).

Table 6.4 SC configuration when MPd = 300 €/t through the eNPV
optimisation (instance A.1).

- ; I
period t | new plants establishment Y’
1 [P=2;9=46];[p=3,9=52]
2 [p=2;9=27]
3 [p=2;9=32]
4 -
5 -
1 2 3
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Figure 6.20ptimal SC configuration for instance A.1.

Figure 6.2 illustrates the optimal SC configuratias planned at the end of the network
lifetime for instance A.1: plant sites are locatedMilan (g = 27), Venice harboug(= 32),
Genova ¢ = 46) and Ravenna (= 52). It also shows that biomass importation isstly
preferred to domestic production. Truck deliverysédected only for local transport of high-
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density product (ethanol from plants to blendingmieals), whereas for long distances
bulkier transport means, such as barges or tram,peeferred (as they result in a more
economical solution for the delivery of low-dendiipmass).

As the DDGS market price decreases, the econonsgaé becomes more important. If the
DDGS price is set equal to 200 €/t (instance Atee plants of greater average sizes are
planned to be built by 2011 (Table 6.5). In pattacuplants are established in Venice harbour
(g = 32), Genovad = 46) and Porto Virog = 43). This indicates that the payback time is not
short enough to suggest the construction of praolugtiants at a later time. Also the average
ROI index decreasing to 28.1% reveals the globaiseming on the business profitability,
which nonetheless remains substantially good. TM#é\emoves from 250 M€ for instance
A.1 down to 137 ME for instance A.2 and the NPVtlsx®nario translates from 447 M€ to
327 M£. In Instance A.2 the NPV for the worst scendecomes -432 M€ (instead of -295
ME for instance A.1).

Table 6.5 SC configuration when MPd = 200 €/t through the eNPV
optimisation (instance A.2).

period t | new plants establishment ‘((p'?';':)
1 [p=1,9=32]; [p=4;9 = 46]

2 [p=3;9=43]

3 -

4 -

5 -

It is now interesting to compare the demand satifia rate for the instances A.1 and A.2. As
reported in Table 6.6, bioethanol demand is notpietaly satisfied in instance A.2, because
of a diminution in the business profitability. Ither words, the optimal solution does not
propose the complete fulfilment of the availableotgufor biofuel blending. Although the

possibility to import ethanol is not consideredtims study, which aims at analyzing the
possibility of an internal production of biofuelis is clearly a case for which a different
solution is suggested in order to match the madeshand: either by allowing for ethanol
importation or by introducing some kind of govermmsubsidies.

Finally, the case with a DDGS market price progwedg decreasing (instance A.3) is

assessed. The planning table reported in Tablsl®Ws a situation very similar to instance
A.2 (as demonstrated by the ROI index, which is remual to 28.7%). Long-term payback
times pushes towards an early realization of tbethanol plant sites.



Table 6.6Percentages of bioethanol demand fulfilment: corgoar between

instances A.1 and A.2.

Chapter 6 Dynamic Planning under Uncertainty

periodt |Instance A.1 Instance A.2
1 100.0% 99.7%
2 100.0% 99.9%
3 100.0% 99.7%
4 100.0% 91.2%
5 99.5% 83.0%
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Table 6.7 SC configuration when DDGS devaluates over the timeugh
the eNPV optimisation (instance A.3).

period t | new plants establishment ¥ 77)
1 [p=1,9=46]; [p=4;g9=43]
2 [p=3;9=27]
3 ]
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Figure 6.3Cumulative and discounted cash position chart: inséeA.1.

Figure 6.3 shows the discounted cumulative cashtiposchart for Instance A.1. The
discontinuities denote the investments into newtsldin chronological order: Genova and
Ravenna by 2009, Milan by 2011 and finally Venieldour by 2013). It also shows that in
the most propitious situationgf) = (1,4)) the NPV reaches 450 M€ and the investment is
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paid back in about three years (with a probabdityabout 9%). If a maximum payback time
of 5 years is considered as an acceptable linilitasgood probability of success is granted
(the event probability to have a payback time lowen 5 years is around 69%). On the
contrary, the probability not to pay back the irtwesnt by the end of the lifetime of the

production system (set to 10 years) is about 8¢%urki 6.3, shows that in the optimal solution
most possible configurations determine positive NRles, indicating an NPV distribution

shifted toward favourable scenarios.

6.4.2 Case B: planning under risk minimisation

The eNPV optimisation can steer decision makersatdwinvestments aiming at the
maximum profit, but it is cannot guarantee to préveconomic losses in case of very adverse
market conditions. Thus, a risk-adverse investould/de more interested at optimising the
less favourable situations and other indicatorghsas the CVaR, are more suitable than
eNPV. The SC planning under CVaR optimisation lhasabjective to determine the best SC
configuration that may diminish the expected ecoicolmsses when market conditions are
unfavourable. The optimisation shows that when DD@fe goes below 200 €/t the
discounted cumulative cash position is never pasigéven after 10 years. Consequently, the
best solution is not to invest on any businessesd| @nd, accordingly, for instances B.2 and
B.3 the proposed solution are not to enter the etall/ith reference to instance B.1 and as
shown in Table 6.8, a few plants of the bigger sime planned according to an economy of
scale approach. However, the average ROI indeiillisnst supporting such an investment
decision, showing a return on the capital expenetof 18.8%. Finally, it is also worth
noting that the demand satisfaction rate from 26d®ards is never exceeding the 73.6% of
the market requirement: this is clearly represargaif a situation in which risk prevention is
considered a better solution that meeting the niand&eds.

Table 6.8 SC configuration when MPd = 300 €/t through the CVaR
optimisation (instance B.1).

period t | new plants establishment ‘((p'?';':)
1 [p=4,9=43]

2 [p=4;9=46]

3

4

5

Finally, in Figure 6.4 the cumulative and discodnteash position for the scenarios
considered in the CVaR optimisation is illustrat@the discontinuities (representing an
investment decision) are now occurring only at wleey beginning of the time horizon, so
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confirming the more adverse financial environmdmttsuggests a less risky investment
strategy. This more cautionary behaviour allows dopartial mitigation of the economic
losses: for example, the business profitability nfalls in the positive region for both
scenarios (2,1) and (3,2), while they did not witimstance A.1 (as shown in Figure 6.3),
although the payback time does not seem high entmghake the investment reasonable.
The cautionary approach of the CVaR optimisation aso be observed by comparing the
worst scenariod = 4; r = 1) of instances A.1 and B.1 (referring to Fig&& and 6.4,
respectively): the NPV is -294.9 M€ for instancel Aand -222.7 M€ for instance B.1, thus
demonstrating a remarkable reduction in the ecoodpsses in planning the production
capacity of a supply system.
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Figure 6.4 Cumulative and discount cash position maximisimg@WaR criterion: instance
B.1.

6.5 Conclusions

The design of the bioethanol SC through eNPV masation suggests that there is always a
reasonable probability to obtain profitable res@t®en when it is assumed that the DDGS
price may decrease along the years (the averagend@®t is about 28% in such a situation).
The optimisation results support distributed SCfigomations with more plants of smaller
size in case of favourable market conditions (imstsA.1).

On the other hand, if only the worst market scersaare considered through the CvVaR
optimisation, the results show that only a high OP&elling price (300 €/t) allows for a
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profitable configuration (a ROI value of 18.8% ibtained); in the other cases the best
solution is not to enter the business.

What we may conclude from the whole set of resplssented so far, is that both the
economic feasibility and environmental sustaingbitf bioethanol production in Northern
Italy rely on the end-use option for DDGS as valaagtroduct for other applications. In
particular, selling DDGS as animal fodder substitutould allow for good performance in
terms of both production costs and financial padiiity. On the other hand, that reveals an
extreme dependence on market conditions. In p&aticDDGS price volatility would
potentially expose the business to excessive askfie market value decreases below a limit
of about 200 €/ton. Furthermore, this solution wdonobt allow reaching the EU targets in
terms of GHG emissions saving: to the scope, itlavdaetter perform a technical solution
envisaging DDGS as fuel to produce the energy neetise production plants as showed in
Chapter 5. Hence, this option should be furtheesssd by simultaneously considering the
financial performance of the systems as well asafsabilities in mitigating GHG emissions.
However, the environmental impact in operating sagiroduction system not only depends
on the DDGS end-use solution adopted, it also wuser the effect of cultivation practices in
the biomass production stage of the SC. With corgcay this, an important role is played by
fertiliser application to the soil at the crops rmgement level. The next Chapter will be
dedicated to the combined financial and environedesmtalysis of the bioethanol production
system by simultaneously optimising DDGS end-usstii@tion and agricultural practices in
terms of fertiliser dosage.



Chapter 7

Towards an Overall GHG Emissions
Minimisation

The core of the work presented in this Chapter ammndevising a design tool capable of
improving the environmental performance of biofyaisduction so as to reach the mandatory
EU standards on GHG emissions. An MILP modellingnfework has been developed to
optimise the crops management as well as the DD@®bBuse technologic choice by
simultaneously considering financial and environtakariteria. A general description of the
problem issues is firstly presented. Next, the mattical formulation of the optimisation
model is drawn in details. The subsequent sectigtines the assessment of the system
response to different fertiliser dosages in termiseconomic, technological as well as
environmental parameters variation trends. Final multi-objective optimisation of the
system is carried out according to both profit magation and GHG emission minimisation
criteria. Some final remarks on the modelling oates conclude the Chapter.

7.1 Introduction

The work addressed so far has been dealing withldélvelopment of an optimisation tool
specifically devised for the simultaneous minimmatof costs and GHG emissions which
occur in operating biofuels supply networks as waslifor the maximisation of the financial
performance of biofuels business. The applicatibrsuch a strategic tool to assess the
oncoming Northern Italy corn-based ethanol producg8ystem evidenced that the economic
feasibility and financial sustainability stronglgly on the ultimate use of valuable by-
products such as DDGS. The analysis also highlkghtiee high sensitivity of the
environmental performance to the biomass cultivateatures: in fact, as reported in Chapter
5, biomass production is responsible for about 4&P4he overall GHG emissions. In
particular, mineral fertilisers (mainly nitrogendeal ones) are deemed as the foremost factor
affecting the global warming mitigation potentidlofuels production (especially when first
generation technologies are considered). In fhetektensive application of fixed nitrogen in
agriculture is broadly acknowledged to be the prinsmurce of polluting by-products such as
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nitrous oxide (NO). NbO is a GHG with an average GWP about 300 timestattgan CQ.

As a source for NQ it also plays a major role in stratospheric ozehemistry (Crutzen,
1970). As a consequence, the increasing produdfidnofuels to replace fossil fuels might
not bring the intended climate cooling due to tbeompanying emissions of,@ (Crutzen et
al., 2008). Moreover, nitrogen fertilisers applioat together with other crop management
practices such as irrigation and planting datesadly affect the net energy value (NE\&nd
thereby the effective sustainability of the enfireduction chain (Perssat al, 2009).

The global effect of nitrogen dosage variationtie biomass cultivation stage of bioethanol
would entail certairdirect effectson biomass production parameters and, as a comsegu
indirect effectson the following stages of the network itself. ldenincreasing the nitrogen
inputs per unit of cultivated hectare would:

1 directly increase corn yieldC), and, indirectly, ethanol yield{);

2 directly increase the yield in proteiRY) to the detriment of starch content of corn grains
(SY), and, indirectly, improve DDGS yiel®DGSY as well as penalise ethanol yield;

3 directly increase costs related to fertilisenst also reduce operating overheads as an
indirect consequence of the potential increaskerproducts yieldgY, DDGSYj;

4 indirectly increase the total impact on globalrmimg (TDI) due to greater GHG
emissions coming from both fertilisers productiord &\,O release from soil, but also
increase emission credits coming from products lacgment (direct consequence of
DDGS overproduction).

All these issues evidence a conflicting situatidmiol cannot be cleared by means of a mere
heuristic evaluation of the pros and cons of fiedil application. Thus, it raises the obvious
need for a specific and quantitative tool to stder crop management toward the best
nitrogen dosage ensuring best performance in tefrbsth costs and GHG emissions.

In light of this, the development of a design taohing at a more conscious management of
nitrogen application might be effective to tune #revironmental performance of bioethanol

production so as achieving sensible reduction ofGGginissions. In addition to this, there

cannot be found in literature any attempt to asskssbioethanol production through an

optimisation tool capable of simultaneously optimgsboth conversion technology features

! The NEV represents the ethanol and co-productubeipergy minus non-renewable input energy requérem
in the production chain, and constitutes a welirgaf and established measurement of the energy again
sustainability of bio-ethanol (Shapowt al, 2002) and other biofuels (Kim and Dale, 2005a&dRanet al,
2008).
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and crop management practices. Thus, the ultintapecf the work will be dealing with the
inclusion within an MILP framework of nitrogen féiders usage and DDGS end-use choice
as SC design variables: profit maximisation as veasl emissions minimisation will be
considered.

7.2 Problem statement

In this Chapter, a general modelling framework eveloped to optimise the fertilisers
application within the biomass production stagéhefbioethanol SC. In particular, the model
is conceived as an optimisation problem in whiah phoduction chain is required to comply
with both NPV maximisation and GHG emissions mirsation criteria.

The optimisation problem can be stated as foll@srgen the following inputs:

> biomass production response to nitrogen dosagkl¢, costs, etc);

> biofuel production facilities capital and opémgt costs as a function of biomass
characteristics;

> transport logistics costs;
> environmental burdens of biomass production fametion of nitrogen dosage;

> environmental burdens of biofuel production dsirection of nitrogen dosage as well as
of the DDGS end-use options;

> transport logistics emissions;

> energy market features (energy purchase privgg@een credits),

the objective is to determine the optimal systemmfigoration in terms of financial
profitability and GHG emissions. Therefore, the k@yiables to be optimised are:

> nitrogen dosage over the biomass crop field;
> DDGS end-use solution;
> system financial performance over a 10 yearzboy

> system impact on global warming.

The problem is referred to a fixed land surface,d80 ha) fully cultivated to supply the
biomass needs of a unique production plant of lilexcapacity, anyway ranging within a
consistent interval, namely 8020 kt/y. This represents a conversion plant of Iksiae
(corresponding to categopy= 1, according to Chapter 3 notations). Althougg plant size is
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meant to affect both the economic performance {dube economy of scale effect, lowering
down the operating cost as much as the size inesgasd the financial ones (bigger size
entails higher capital investments), this issueughaot tamper with the effective consistency
of the analysis which indeed relies on more dontifiactors, i.e. technological choices and
crop management.

The same motivation can stand to justify the sifigalions introduced to evaluate the
transport system impact on the economic and enwiemtal performance. Accordingly,
delivery distances and transport option parametersboth biomass supply and ethanol
distribution, have been averaged on the basis ofiste considerations (according to the
analysis conducted in Chapters 4 and 5), as wiluliber detailed in a following section.
Finally, the linearity constraints of the MILP mathatical formulation imposed to discretise
the nitrogen application domain into 12 interval@5 kgi/ha of extension).

7.3 Mathematical formulation

The mathematical formulation of the proposed fraowwis based on the modelling
approaches adopted in the design of multi-echeds Sahinidiset al, 1989; Tsiakiset al,
2001), by also introducing dynamic features to adsrthe financial analysis. On the other
hand, no features related to capacity allocatiod spatially explicit siting of production
facilities have been considered. The simplificatieme introduced is justified by the goal of
the optimisation problem under assessment: asdbygesof the analysis is to optimise crop
management practices and technological choicesrinstof DDGS final destination, there is
no reason to weigh down the model by adopting &adfyaexplicit formulation.

7.3.1 Objective functions

The mathematical formulation commences with thendtedn of the objective functions to be
minimised in configuring the system. The first attjee considered is the NP\Objnpv [€])

of the business to be established. This imposestha@misation of profit-related indexes, and
hence th®bjypy value is required to be written in its negativenio

Objyy = FCC - DNI (7.1)

where FCC [€] are the facility capital costs andNI [€] represents the discounted net
incomes.

On the other hand, the second objective is to msarthe total daily impacQbjrp [kg COx-
eqg/d]) resulting from the operation of the biofil8C. Thus, the definition oDbjrp needs
considering each life cycle stage contributionegsressed by Equation (5.1).
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Once the optimisation criteria have been defineld, tlle terms included within the
mathematical formulation have to be expressed plcéXunctions of the design variables.

7.3.1.1 Facility capital costs

The FCC term accounts for the capital investment requiceéstablish a new fuel conversion
facility. However, this model allows for the choidetween two different technological
options according to the two mentioned solutionppsed for DDGS use: this requires to
distinguish between the possibility to adopt eittiner standard conversion technology=(Q),

in which DDGS is processed as a simple by-produbetsold to the animal fodder market, or
an alternative onek(= 2) envisaging the construction of a CHP stafigriled by DDGS to
produce heat and electricity. The latter optioragstadditional capital expenditures as shown
by the parameters value reported in Table 7.1.

According to this,FCC can be calculated by alternatively assigning thaitahinvestment
value Clk [€]) corresponding to the technological featurésmed, as expressed by:

Fcc=3)  Cl W, (7.2)

where W, x is the binary decision variable controlling whethie establish a production
facility of typek when a nitrogen dosageis applied: a value of 1 allows for the constroicti
of the plant typd, otherwise 0 is assigned.

Table 7.1Facilities capital investment (¢)lof technological option k.

technologyk | Cly
1 75,320,000
2 97,110,000

7.3.1.2 Discounted net incomes

The discounted net incom&:d\lI is defined as the sum over the 10 year operatangpgh of
the annual profit before taxeBRT; [€/y]) plus the annual depreciation charge reldtethe
capital investmentl [€/y]) minus the taxation charge for each yeafTAX [€ly]), as
expressed by the following equation:

DNI =" (PBT-TAX, +D)[¥, (7.3)

All the terms on the right hand side of Equation3)7have been discounted through the
application of a discount factog) defined as (Douglas, 1988):
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(7.4)

The profit before taxeBBT represents the gross annual profit and has befamedeas the
difference between the total annual revenDBR [€/y] and the total operating cosxC [€/y]
for yeart minus the depreciation charBe Accordingly:

PBT=TAR-OC-D (7.5)
TARrepresents the annual incomes which depend oneieéimol and DDGS sales:

TAR=MPe@SMP%k+§;kqu[Mquﬂq (7.6)

whereMPe is the bioethanol market price (set equal to 7@%€cording to the latest trends
for Southern Europe market, (Agra Informa, 2009e.« [t/y] and Pd,x represent,
respectively, the ethanol and DDGS production ratated to plant technology when a
nitrogen dosage is applied to crop biomas®|Pd, x is the DDGS market value and depends
on the DDGS end-use solutitm When DDGS is used as soy-meal substitute in tin@a
fodder marketK = 1), MPd, ; is the market price that also depends on thegettalosaga
and has been estimated following the detailed phaeethat will be later discussed. On the
other hand, if power generation is chosen as eadsabution K = 2), MPd, , identifies the
market price per unit of electric energy sold te tjyrid. This is equal to 91.34 €/M\Wh
concerning with the conventional electricity protioig, although it might be 180 €/MWIif
green credits are considered (GSE, 2009) and duetepend on the nitrogen dosag@ any
case (this is based on the assumption that thatmariin the protein content does not affect
the DDGS heating value significantly). This modwsdlisolution also requires the application
of a conversion factory, to quantify the amount of by-product produced pat of DDGS.
Thus, when power generation is chosen as end-uséioso(k = 2), ah2 [KWhe/t1006m]
identifies the amount of energy that can be solthéogrid per unit of DDGS produced. This
conversion factor has been estimated using theepsoenodel described in Chapter 3
following the detailed procedure that will be latBscussed. On the other hand, when DDGS
Is used as soy-meal substitute in the animal feaxkeh kK = 1), the amount of by-product to
be sold should be equal to the overall DDGS pradnciTherefore, in order to comply with
Equation (7.6)an 1 [t/t] has been set equal to 1.

OC is given by the sum of the annual operating caster the entire supply chain.
Accordingly:

OC=BPC+EPC+TC-BC (7.7)
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where BPC [€ly] represents the biomass production co&BC [€/y] are the ethanol
production costs (also embodying the DDGS productwerheads)TC [€/y] the transport
costs for both biomass supply and ethanol disiobuandBC [€/y] defines the by-products
allocation credits.

All these terms are defined by the following eqoiasi

BPC=)  Pb,, WPCh, (7.8)
EPC= zn’k Pe,, [WPCeg, (7.9)
TC=UTCb}, A Ph, +UTCel}  Pe,, (7.10)
BC=)  Pe,UCRd, (7.11)

where Ph, x represents the biomass production rate supplyicgreersion plant of typ&
when a nitrogen dosage is applied to crop fieldsUPCh, [€/tom] and UPCe, [€/t] are
respectively the unit production costs for biomasd ethanolUTCb[€/tpm] andUTCel€/]
define the unit transport costs for biomass andrethrespectively, andCRd, k is the costs
reduction per unit of DDGS used as a valuable ratiere k and produced when a nitrogen
dosagen is applied. This last parameterainly depends on the DDGS end-use solukion
When DDGS is used as soy-meal substitute in thearodder marketk(= 1), UCRd, 1 is
set equal to 0, because no costs reductions coone this business. Whilst, if the power
generation is chosen as end-use solutiorr (2), UCRd,, identifies the costs reduction
coming from the gas and electricity saving due téPCself-generation. The savings also
depend on the nitrogen dosagand have been estimated using the process mosiaiilakd

in Chapter 3 following the detailed procedure thditbe later discussed.

The last factor definind®BT in Equation (7.5) is the depreciation chai@eevaluated by
simply dividing the total capital investment by {ibus assuming a constant depreciation
strategy) expressed by the following equation:

p=1¢ (7.12)
10

Finally, with concerns td@ AX, this variable could not be defined through a uaigquation.
Indeed, the taxation charge should be applied @rilgn a positive annual gross profit is
obtained, otherwise it must be avoided. Moreov&) is a function ofPBT and thereby
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Equation (7.3) would be in conflict with the linggr needs imposed by the MILP
formulation. Hence, the problem was overcome thiotlte introduction of an indicator
variable (as suggested by Williams (1985) to kdepdonventional MILP formulation when
this kind of problems occurs); so that if PBT results positiveV; takes a value of 1,
otherwise 0 is assigned. This results by the intposof the following set of constraints:

TAX, =0 (7.13)
TAX, = Tratel PBT -V, [M (7.14)
M [(1-V,) = PBT (7.15)
~M [V, < PBT (7.16)

whereTrateis the taxation rate (set equal to 43% accordingdterset al (2003)) andM is a
constant coefficient representing a known upperndotor PBT. Accordingly, if PBT is
positive Equation (7.15) impos&4 equal to 0, and thus, as Equation (7.14) holdsx is
minimised and lowered down to the minimum valuewa#d (that isTrate- PBT); otherwise,
if PBTis negative); is set equal to 1 by Equation (7.16), and hencegraing to Equations
(7.13) and (7.14)TAX is set equal to 0.

7.3.1.3 Environmental impact

The definition of stage-related environmental intpaepresented by Equation (5.3) still
holds for the entire set of life cycle stages hmmesidered. The reference flows as well as the
impact factors depend both on the nitrogen dosaged on the technology adopted for
biomass processing. Accordingly, Equation (5.3) wakes the form:

o= fo F (7.17)

S n,k s,n,k n,k

Thus, it is necessary to uniquely define the refeedlows for each individual life cycle stage
and express them explicitly as a function of theigle variable controlling the optimisation
problem. Table 7.2 summarises the reference fl@igament to each life cycle stage.

7.3.2 Logical constraints and mass balances

All the cost terms in the objective function (7drnd the reference flows of Equation (7.17)
depend on the SC design variables related to hielnass and DDGS production rates as
well as on the decision variables characterising tchnological and crop management
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choices. All these variables are then linked togecific SC features through the definition a
set of constraints that must be satisfied in ed¢heoSC stage.

Table 7.2Reference flowsdras assigned to each life cycle stage.

stages Fs

bp Pk
bt Phy
ep P&k
ed P&«
bc Pd «

7.3.2.1 Constraints
A set of relations is formulated to constrain tle®ds production rate together with the binary
variables. In particulaRb, k is the dominant production variable and is defiasdollows:

Pb,, = LAIGY, W, (7.18)

where LA [ha] is the land availability (set equal to ab@@,000 ha, as declared in the
previous section) an@Y, [tpm/ha] the grain yield per hectare when a nitrogesaden is
applied.

Once the biomass production is quantified, therethand DDGS production rates can be
derived by simply applying a specific conversioatéa. Accordingly:

Pe,« =Pb,, [y, (7.19)

Pd,, =Phb,, [J, (7.20)

where J4 [tbiofueltbiomasy and o [trovwnfthiomasy are respectively the alcohol and DDGS yields
when biomass is cropped by applying a nitrogen giosa

VariableW, x (Equation (7.2)) involves decisions about whetioeapply a nitrogen dosage
and whether to adopt a production technol&gin addition, we assumed the operation of a
unique production plant that is supplied by a higptital crop field of 30,000 ha of surface.
Consequently, the crop management choice as wéleatechnological option to be defined
through the optimisation problem has to be unidirerefore, we have that:

Do Wi =1 (7.21)
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Finally, the last constraints simply impose thahumber of variables should maintain a
physical meaning, i.e. they must be non-negative:

Pb,, 20 (7.22)
Pe,, 20 (7.23)
Pd,, 20 (7.24)

7.4 Modelling assumptions

This section presents the description of the proeethat has been followed in defining the
set of modelling parameters with reference to tlasecstudy so far considered. The
methodology adopted in this Chapter still refers the classical SCA (for economic
evaluations) and LCA techniques (in relation toimmmental analysis).

It is noteworthy to declare here an important agdion that was made at the preliminary
step of the study: after an unprofitable literatuexiew specifically focussed on corn
cultivation in the geographical region of study amdthe related issue of nitrogen fertiliser
application, no consistent and/or complete setath dhas been found so as to carry out the
corn-based analysis thoroughly. Thus, it was decidebase the parameters definition onto
detailed data sources broadly available for whadtsubsequently to tune up the wheat data
set to corn cultivation. Notwithstanding this simfipation, it is our belief that the existing
similarities between corn and wheat cropping syststifi allow for a rigorous assessment.

7.4.1 Response curves

Kindred et al. (2008) in assessing the difference between hard-saft-endosperm wheat
varieties response to nitrogen application eviddnite consistent effect of fertilisation on
grain yield, grain protein content and alcohol gieThey also assessed the optimal nitrogen
application in achieving the maximum alcohol yieldder cost minimisation and emission
savings criteria, although they did not use a pramtimisation-based framework, but rather
a heuristic approach, to carry out the analysise Téference data set comes from the
experimental work conducted by different groups,andparticular, refers to the work by
Smith et al. (2006) which is here taken as the reference beadhnbData and diagrams
reported in the cited work have been used to ddfioth the graphical and mathematical
dependence of grain yiel&Y), grain protein contenPC) and alcohol yieldEY) on nitrogen
dosage NID), i.e. the primary response curves. Figure 7.lwshthe trends of the response
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curves, whereas in Table 7.3 the parameters opohgomial fitting$, which describe the
mathematical dependency, are reported.

10

©
<
= 7
>
O]
6
5
4 . . . . .
0 50 100 150 200 250 300
DN [kg/ha]
13
*
12
_ 11
=
a
X, 10
O
a
94
8
7 . . . . .
0 50 100 150 200 250 300
DN [kg/ha]
460
450
g
o, 440
>
i
*
430
*
420 : : : : :
0 50 100 150 200 250 300
DN [kg/ha]

Figure 7.1Primary response curves for wheat as derived framttSet al. (2006).

2The polynomial relations can be generally expresseitie formulation:

Y=ADN?*+BDN?+C[DN +D (7.25)

whereY is representative @Y, PC andEY.
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Table 7.3Primary response curves polynomial coefficients.

A B C D

GY 2.0x10" -1.6x10" 0.0430 5.32
PC 3.0x10° 1.2x10" 0.0034 8.65
EY 1.9x10° 8.0x10° 0.0282 457.15

Once the fundamental relations have been defirtesl,secondary response curves can be
estimated. The detailed procedure is reported ipeddix C. Then the wheat response curves

have been adapted to corn cultivation and subsdgudiacretised as discussed in details in
Appendix D.

7.4.2 Modelling parameters

The entire set of model parameters and their imtedependence on nitrogen application
have been estimated on the basis of the respongesqoreviously defined.

7.4.2.1 Technological analysis

Starting with the technological related paramet&;, o, W and i, (this is the soy-meal
replacement capacity factor expressed in t of segirthat can be replaced by a t of DDGS
according to the relative protein content) havenbeieectly obtained by assigning for each
nitrogen dosage valueDWN,) the corresponding response function value, rdés@de GY,
DDGSY, EY andSMrepl The resulting technological parameters are sunsedhin Table 7.4.

Table 7.4Model parameters for corn cultivation: technolodiemalysis.

dosagen |DN, GY, foX W 75
(kg/ha)  (t pw/ha) (t 100m/t DM) (t/'t pm) (t smft 1006m)

1 12.5 8.62 0.345 0.374 0.69
2 37.5 9.13 0.346 0.373 0.71
3 62.5 10.01 0.347 0.372 0.72
4 87.5 10.72 0.349 0.370 0.74
5 1125 11.27 0.352 0.368 0.77
6 1375 11.68 0.355 0.365 0.80
7 162.5 11.97 0.358 0.363 0.84
8 187.5 12.16 0.361 0.360 0.87
9 2125 12.27 0.364 0.357 0.90
10 237.5 12.32 0.367 0.355 0.93
11 262.5 12.32 0.368 0.353 0.95
12 287.5 12.30 0.370 0.352 0.96
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7.4.2.2 Economic analysis

With concerns to the economic parameter definitibie, unit production costs for biomass
cropping UPCh,) have been calculated using a data sheet repotimglétailed costs list
(CRPV, 2007) for corn production in Northern Italgd varying the nitrogen fertiliser costs
according td\l,. The procedure results in a hectare dependentdataat has been converted
into a “dry matter” weight basis by dividing by tilgeain yield GY;). Unit production costs
for ethanol UPCeg) have been estimated using the purpose-designedciaiamodel
described in Chapter 3. The model has been hermgteati to take into account different
operating conditions in terms of corn grain composj ethanol yield and DDGS yield. This
went through the formulation of the following assuans:

1 capital costs do not change with the feed flowati®n: this should not affect the results
reliability because the ethanol production ratgsaihin the production plant flexibility.

2 the drying-house gas requirements, dependinghenODGS vyield, and the steam
production gas requirement, depending on biomgsgsn have been separated to derive
respectively the “heat requirement per unit of DD@B8d “heat requirement per unit of
corn” factors to apply in estimating the productioosts for the entire set of dosage
intervals.

3 electricity as well as process and cooling waieeds have been entirely allocated to
ethanol production and set proportional to the ¢coput rate.

4 capital charge expenditures as well as biomagglgwwosts have been discounted from
the overall cost estimation because they have bBkeady accounted in the main model
formulation.

5 no costs allocation has been taken into accoecriuse DDGS is considered as a source
of revenues in the objective function.

Unit costs reduction{CRd, ) coming from DDGS use as valuable product for odumpes
depends on the end-use solutikradopted to capitalise on the by-product. As already
mentioned, when DDGS is used as soy-meal substitutee animal fodder markek € 1),
UCRd,; is set equal to 0 because no costs reductions &mmethis business. However, if
the power generation is chosen as end-use sol(kion 2), UCRd,, identify the costs
reduction coming from the gas and electricity sguine to CHP generation within the system
itself. The nitrogen dosage dependent set of Vadisebeen obtained as the difference between
UPCe, and the unit production costs calculated throughfitencial model neglecting all the
utilities costs. This involves the assumption thla@ DDGS-fuelled CHP station always
provides a sufficient amount of energy to supply @mergy needs in operating the ethanol
plant (Moreyet al, 2006).
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Also the DDGS market priceMPd, ) depends on the DDGS end-use soluticaand on the
nitrogen applicatiom due to the variation in soy-meal replacement céifiab (represented
by theu, parameter). When DDGS is used as soy-meal sugsitituhe animal feed markek (
= 1), MPd, 1 is the market price mentioned in the previousisecilhis has been set equal to
300 €/t for the standard DDGS characteristics @sponding ton = 4) and then scaled
depending on the DDGS protein content as a funcbbmitrogen dosage. If the power
generation is chosen as end-use solutionZ), MPd, , identifies the price per unit of electric
energy sold to the grid.

The resulting economic parameters are summarisédbie 7.5.

Table 7.5Model parameters for corn cultivation: economic bysis.

dosagen |DN, UPCh, UPCe, UPCdx MPd;
(kglha)  (Eltowm) (EN) (€/t10%m)
k=1 k=2 k=1 k=2
(Eltiosem)  (EIMWh )

1 125 151.2 195.6 0 112.7 264.6 91.3 or 180.0
2 375 139.7 193.8 0 120.4 272.4 91.3 or 180.0
3 62.5 132.1 191.4 0 114.2 276.9 91.3 or 180.0
4 87.5 127.3 190.3 0 115.2 282.9 91.3 or 180.0
5 112.5 124.3 190.1 0 116.4 295.3 91.3 or 180.0
6 137.5 122.8 190.4 0 117.5 308.8 91.3 or 180.0
7 162.5 122.3 191.2 0 118.7 322.6 91.3 or 180.0
8 187.5 122.6 192.3 0 119.8 335.9 91.3 or 180.0
9 2125 123.6 1935 0 120.9 348.0 91.3 or 180.0
10 237.5 125.0 194.7 0 121.8 358.0 91.3 or 180.0
11 262.5 126.7 195.7 0 122.6 365.2 91.3 or 180.0
12 287.5 128.5 196.5 0 1231 368.8 91.3 or 180.0

Finally, the transport related unit costs for biesaupply TCh and ethanol distribution
(UTCe have been estimated by multiplying the averadweaty distance (assumed equal to
50 km for biomass delivery and 75 km for ethanstribution) by the average between train,
trucks and small trucks transport costs. This tedala constant value of about 15.5 €/t for
biomass delivery and of about 24.4 €/t for ethalstribution).

7.4.2.3 Environmental analysis
The environmental analysis implemented to evaluhte impact factorsfd response to

nitrogen dosage has been carried out accordinchéoLCA principles and features as
described in Chapter 3.
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Accordingly, the global emission factor for biomasstivation €wp) has been defined by
using an interactive spreadsheet based tool spaityfideveloped to investigate the GHG
emission related to wheat-to-ethanol productiothénUK (Brownet al 2005) and adapted to
corn cultivation: the input parameters have beeanghd according to the case study under
assessment; in particular, hectare specific imfmabrs depending on nitrogen application
(DNy) have been calculated assigning the nitrogen @ospecific for each intervaland then
converted into a grain production rate basis byiddig by the grain yield GY;). It is
important to notice that in this model the dryingdastorage stage (and thus the related
emissions) has been included within the biomasgyation one.

The transport related emission factors for bionmdvery (n) and ethanol distributiorf.f),
expressed as kgGeq per ton delivered, have been estimated by piyitg the average
delivery distance previously mentioned by the ageramission factors between train and
truck means (resulting in a constant value of al30b® kgCQ-eq/t for biomass delivery and
of 5.38 kgCQ-eg/t for ethanol distribution).

Similarly to f,pn the global emission factor for ethanol product{fap) has been estimated
by using the mentioned spreadsheet: this tool bas ladapted by changing time by time the
DN, specific input parameters and, in particular, lassfeeding composition, ethanol yield
and DDGS vyield (it is worth to remind that energgeds and utilities consumption mainly
depend on these parameters).

Finally, according to what addressed in Chaptealsy in this analysis a certain amount of
emission savings have been assigned to DDGS endypisens. The so called emission
credits {ec.n ) depend on the DDGS end-use solutias well as on the nitrogen dosagand
are expressed as kg of €€q avoided per unit of DDGS (at 10% of moisturedduiced.
When DDGS is used as soy-meal substitute in thealnieed marketk(= 1), fecn1 has to
account for the emissions avoided to produce armbitrfrom US an equivalent amount of
soy-meal: this globally results in emissions of@0lkgCQ-eq (Brownet al 2005) for each
kilogram of soy-meal produced and transported; viaisie has been then multiplied by the
soy-meal replacement factgu.f so as to obtain thBN, depended parameter. On the other
hand, if the power generation is chosen as endsokdion Kk = 2), fecn 2 identifies the
emission credits coming from the gas and elegyrisdaving due to CHP generation with
DDGS as fuel. The nitrogen dependent set of vala® leen obtained by summing two
contributes:

1 natural gas (heat needs) saved per unit of DDXA8H% of moisture (a value obtained by
dividing the natural gas needs per unit of ethdoyolhe DDGS yield per unit of ethanol
produced, botlDN, dependent) multiplied by the natural gas combusgimmssion factor
(60.8 kgCQ-eq/GJ, see DEFRA (2008)).
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2 electric energy produced (accounting for bothglaats needs and the energy sold to the
grid) per unit of DDGS at 10% of moisture (corresgimg to the CHP station energy
production rate) multiplied by the electric enemgyission factor (130.05 kgGeq/GJ,
see EME (2003)).

The set of parameters is reported in Table 7.6.

Table 7.6Model parameters for corn cultivation: environmdraaalysis.

dosagen DN, fopn fepn fecnk
(kgha)  (kgCOredltom) (kgCOreq/t) (kgCOrea/tiosm)
k=1 k=2

1 12.5 272.73 1052.10 316.41  1532.65
2 37.5 291.14 1052.55 325.77 1531.46
3 62.5 296.25 1054.18 331.21 1527.23
4 87.5 305.45 1056.63 338.34  1521.02
5 112.5 317.88 1059.71 353.16 1513.39
6 137.5 333.03 1063.23 369.29  1504.92
7 162.5 350.61 1066.99 385.81  1496.14
8 187.5 370.39 1070.80 401.76  1487.54
9 212.5 392.14 1074.43 416.21  1479.61
10 237.5 415.62 1077.64 428.21  1472.77
11 262.5 440.49 1080.21 436.83  1467.44
12 287.5 466.30 1081.88 441.12  1464.03

7.5 Results and discussion

The developed modelling framework has been usegetéorm the crop management and
DDGS end-use choice optimisation for the bioethgmotiuction system of study. The MILP
models were solved through the CPLEX solver in @&MS® modelling tool (Rosenthal,
2006).

The model has been firstly applied to optimise $lyggstem by assuming standard market
conditions for the electric energy vendiddRd, > = 91.34 €/ MWb).

The sub-optimal set of solutions coming from trelé&-off between the environmental (total
impact, Tl, expressed in kt G@q) and the financial (Net Present Value, NPV regped in
ME) criteria is reported in Figure 7.2.
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Figure 7.2 Pareto curve for the simultaneous optimisationamBPV maximisation and
GHG emissions minimisation criteria when MBd= 91.34 €/ MWh

Point A on the diagram represents the best optinmuterms of economic performance that
can be obtained by applying a nitrogen dosage @f32Bgy/ha and using DDGS as animal
fodder substitute. However, this is not a feasddkition if we consider the EU target of 35%
of emission savings: point A, indeed, correspormdst tGHG emissions reduction of about
21% that totally amount to 238.9 kt @@q (about 67.6 kg CEeq/G¢ion). The mentioned
target is never met if we keep using the DDGS asafeed substitute. Thus, it is worth to
investigate on the other alternative, namely the afsDDGS to fuel a CHP station. In this
case, we assist to a sensible GHG emissions reduayi still remaining within the economic
feasibility region. It is possible to obtain paykdimes lower than 6 years from point B up to
point C. The environmental optima (that also asstgasible economic conditions) involves a
nitrogen dosage of 87.5 kfipa (point B) so allowing for a GHG emissions retgut of about
80% (17.1 kg C@eq/Géon) With respect to gasoline and realising an NP¥lwsut 25.7 M€
(the payback time is still reasonable and amourtngbout 6 years, as it is shown in Figure
7.3). On the other hand, the financial optima I(sétsuring feasible environmental
performance) involves a greater nitrogen dosage.§li&g/ha, point B) so resulting in higher
GHG emissions, although still more than accepté®le?2 kg CQ-eq/Gion, Corresponding
to 75% of emissions savings with respect to gaspliand realises an NPV of about 38.5 M€
(the payback time is now 5.5 years, as it is shimwigure 7.4).

The situation might be even more profitable if Hie@ethanol business would be supported by
governmental subsidies, as it is actually envisagedrding to the latest Italian regulation on
renewable energy: accordingly the electric enengpdpced from renewable energy sources
can be sold at a price of 180 €/ MWh
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Figure 7.3 Actualised Cumulative Cash Flow: financial performangben a nitrogen
dosage of 87.5 kgha (point B) is applied and DDGS is used to fu€lHP station.
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Figure 7.4 Actualised Cumulative Cash Flow: financial performanghen a nitrogen
dosage of 162.5 k¢ha (point C) is applied and DDGS is used to fu€lHP station.

The positive effect of these subsidies is evidemnfthe set of sub-optimal solutions reported
in Figure 7.5. Considering the solution involvingDBS as animal feed substitute, the
situation does not change because green crediteodaffect the financial features of this

option. On the other hand, the financial perforneaiscactually enhanced if DDGS is used to
fuel a CHP station: as evidenced in the graph degin Figure 7.5 the points between D and
E represent feasible options in terms of both esobooand environmental criteria. For

instance, by applying a nitrogen dosage of 37.&Ha (point D) the environmental optima

entails a GHG emissions reduction amounting to B2 (15.8 kg C@eq/G¢ion) With an
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economic profit of about 27 M€ over a 10 years Zuri (the payback time is about 6 years,
still). However, if the profit maximisation is pesfed, it is possible to apply up to 162.5
kgn/ha (point E) so as to keep within the environmieigt@sibility region (the GHG emissions
reduction would be 75% with respect to gasolined aealising excellent financial
performance: as shown in Figure 7.6, the NPV nowuats to 68.4 M€ so allowing for the
lowest payback time (4 years).
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Figure 7.5 Pareto curve: simultaneous optimisation under NP&kimisation and GHG
emissions minimisation criteria by considering titeen credits effect.
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Figure 7.6 Actualised Cumulative Cash Flow: financial performangben a nitrogen
dosage of 162.5 k¢ha (point E) is applied and DDGS is used to fu€llP station.
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7.6 Conclusions

The analysis conducted in this Chapter has coraiderop management and DDGS end-use
choice as design features to be optimised unddr fasancial and environmental criteria.
NPV maximisation and the simultaneous GHG emissnimmisation suggest that the only
way to meet both financial feasibility (referredagayback time threshold of about 6 years)
and the EU standards on biofuels (namely the 35%rission savings) is to adopt a
technological solution envisaging the constructbma CHP station to be fuelled with DDGS.
This would allow to provide the energy needs oflileuel production plant and, at the same
time, to perform an electricity overproduction thabuld grant consistent incomes to make
the business financially feasible. On the otherdh#me crop management practices would be
more sustainable, too: the technological optionpéetb would allow for more sustainable
agricultural practices involving very low nitrogetosage as mineral fertiliser (about 87.5
kgn/ha) so as to reach GHG emission savings of ab0&b 8vith respect to gasoline
production.

The situation would be even more sustainable if ébi®anol production is promoted by
deploying governmental subsidies on renewable gnegneration. Given the Italian
regulation perspectives, they would entail a sgllprice for electric energy produced by
renewable sources of about 180 €/MWdit these conditions the same financial perforraanc
would be reached by penalising the biomass yidhdis(treducing the nitrogen fertiliser
application down to about 37.5 ipa) so as enhancing the GHG emissions savings (now
accounting for 82% of reduction with respect toajag). It is also worth mentioning that a
more thoughtful use of mineral fertiliser would @lseduce other environmental impacts
coming from fixed nitrogen application to agriculilisoils like, for instance, eutrophication
and acidification of the ecosystem.

If we look at the problem by the investors poinwadw, the system should be designed under
profit maximisation. This can be realised by pughthe fertiliser application toward the
maximum allowed by the environmental feasibilitynddgions. Accordingly, it results in a
nitrogen dosage of about 162.5vKtp, condition that would involve an NPV equal &5
M€ (value which might increase up to 68.4 M€ if gavmental subsidies are considered).
Finally, it is important to mention that a similassessment has been conducted for wheat-
based ethanol production and it led to similar dasions. However, we preferred showing
the results related to corn-based production becthesy lay on the same logic strand of the
rest of the Thesis, referring to corn-based ethamblorthern Italy.



Chapter 8

Final Remarks and Future Work

In this Chapter, the main research achievementdirzaily outlined. Besides, some of the
most relevant issues to focus on in the future méldiscussed as potential directions toward a
further enhancement of the modelling framework dbed in this Thesis.

8.1 Conclusive overview

In the previous Chapters, we have found that tkeb&éshment of novel biofuels productions
poses several challenges mainly related to theoesmnfeasibility of the business and the
environmental sustainability of the system. Thauileg question cannot be faced through the
traditional approaches mainly based on heuristisiorulation methods and limited to a
narrow view of the problem often focussed on theenaesign of the production process.
Thus, the objective of the project was to develafeaision-making tool to support strategic
policies on biofuels production systems. The predawodelling framework was based on an
MILP mathematical formulation and adopted a SCMrapph. The model application and
capabilities were illustrated outlining the optin@nfiguration of a real world case study,
namely the bioethanol supply chain for automotighigle use in Northern Italy.

The geographical and technological features ofctme study were firstly assessed through
the economic and environmental evaluation of thevoek nodes. These issues, along with
the detailed characterisation of the SC nodes odtegyin terms of modelling parameters
through SCA and LCA techniques were reported inpBdras.

Once the case study definition was completed, fhtenisation of the bioethanol SC was
carried out through the modelling framework forntida and application. This step of the
study has gone through two main logic strands. tBaml production were assessed
considering a wide range of inherent questions, dasts minimisation, global warming
mitigation and profit maximisation, which have besap by step faced and discussed. This
resulted in the formulation of four distinct modedsdescribe specific issues related to the SC
assessment.

The first model consisted in a spatially explitgasly-state MILP addressing the design of the
bioethanol SC under costs minimisation. Key deosito be taken involved (i) geographical
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location of biomass production sites, (ii) biompssduction for each site, (iii) supply strategy
for biomass to be delivered to production faciiti@v) biofuel production facilities location
and scale and (v) distribution processes for biofoebe sent to blending terminals. The
system was assessed considering two ethanol destamdrios inferring from the ethanol
market penetration imposed by the current Govermahgolicy. For each scenario, two
optimisation instances were carried out to complaeepresent Italian industrial plan to the
best SC design obtainable without imposing any ttaimés on plant location or capacity. An
additional analysis was performed to assess ttextefé implications entailed in the use of
domestic biomass rather than imported one. Thdtsesported in Chapter 4 evidenced that
the industrial plan as conceived does not reprebenbest SC design choice: it differs from
the optimal network configuration for what concerosth the location and the capacity
assignment of the production plants. It was alsmw&ud the economic convenience in availing
of biomass importation from Eastern European Caoesitrdespite the higher transport costs
due to corn shipping and the consequent distributioconversion plants, the lower purchase
cost entails a consistent operating costs reducfoother important conclusion, which can
be drawn from the static model implementation, hiattthe economic feasibility of the
business under assessment tightly depends on #tealbocation assigned to DDGS when
used as animal feed substitute due to its effecomerating costs reduction. The proposed
modelling framework is capable of analysing andirojsing some of the crucial factors
underpinning the design of a biofuel SC. Howevieere are still a number of open issues
concerning the system environmental impact anfingcial performance in a long-term and
uncertain market scenario.

Chapter 5 aimed at analysing both the environmeantal economic questions through an
MoMILP model based on the steady-state spatialiylieik MILP described in Chapter 4.
This model was enhanced by embodying environmetjaictives to the optimisation criteria
previously considered. Stating the same key dewsio be taken, the bioethanol SC was
designed by simultaneously accounting for costs@H&G emissions minimisation. The case
study allowing for corn importation described in &ker 4 was taken as reference to
formulate a new case study for the multi-objectivadelling framework addressed in Chapter
5. The ethanol market penetration imposed by theenti Italian regulation for 2010 was
assumed as the only demand scenario to desigmthébased ethanol SC. As a first instance,
we considered that the DDGS would be used as arfi@edlwith the corresponding allocation
of SC operating costs and GHG emissions. The MoMtdelel implementation resulted in a
trade-off set of non-inferior (or Pareto optimablugions which confirmed the expected
conflict existing between environmental and ecomoperformance. The economic optima
still involves biomass importation from Eastern &ean Countries and production plants of
the maximum capacity. Although the system wouldfger well from the economic
standpoint, this solution would not allow for fdasi environmental performance since they
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do not match the EU emissions limits. However, ebgnpushing the design toward the
environmental optima, the supply system still doet satisfy the EU standards, although a
sensible deterioration of the system economics. Sew®nd instance considered DDGS as a
fuel for CHP stations. Interestingly, the usageD&iGS as fuel to produce heat and power
would allow to reach the GHG mitigation necessarynteet the EU standards due to the
higher amount of emission credits assigned togiigtion.

The third step into the modelling framework devehgmt was dedicated to a more
comprehensive analysis, also including financiaktdees. Chapter 6 aimed at evaluating the
effects of market uncertainty in terms of ethanarket price and corn purchase costs in order
to evaluate the effective performance of the sysbem a financial rick standpoint. The
steady-state formulation previously adopted wasaosgl by a dynamic one aiming at taking
into account the market volatility over a long-tehorizon. Key decisions to be taken in the
design and planning under uncertain conditionslirea (i) geographical location of biomass
production sites, (ii) biomass production for eadke, (iii) supply strategy for biomass to be
delivered to production facilities, (iv) biofuel gutuction facilities location and scale, (v)
biofuel market demand satisfaction rate, (vi) disttion processes for biofuel to be sent to
blending terminals. The optimisation problem weddrassed by formulating two alternative
case studies referring to two likewise objectiv®s one hand, we considered the eNPV
maximisation, oriented to optimise the financiabfiability of the system as the best NPV
over the whole set of scenarios; on the other har@dyaR maximisation was implemented,
allowing for a reduction on the risk on investmémbugh a maximisation of the NPV over
the worst scenarios. The effect of DDGS price flations were assessed by implementing a
sensitivity analysis on the optimisation resultstioé two cases. The results show the high
reliance for the business profitability on revenaesing from the side production of DDGS.
The design through eNPV maximisation suggested thate is always a reasonable
probability to obtain profitable results even whens assumed that the DDGS price may
decrease along the years. On the other hand,)iftbalworst market scenarios are considered
(CvaR maximisation), the results show that onlyighhDDGS selling price allows for a
profitable configuration, otherwise the best salntis not to enter the business.

What we may conclude from the whole set of resplssented so far, is that both the
economic feasibility and environmental sustaingbitf bioethanol production in Northern
Italy tightly rely on the end-use option for DDGS aluable product for other applications.
In particular, selling DDGS as an animal foddersditiste would allow for good performance
in terms of both production costs and financialfipability. However, it reveals an extreme
dependence on market conditions and, as alreadgmsed in Chapter 5, it would not allow
to reach the EU targets in terms of GHG emissiawsng. Thus, the further step was to
investigate whether a more comprehensive optinesataking into account cultivation
practices, too, might determine a better envirortaigrerformance.
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Therefore, the final modelling approach, descrie@hapter 7, was oriented to address the
combined financial and environmental analysis aé thioethanol production system by
simultaneously optimising DDGS end-use destinadod agricultural practices in terms of
fertiliser dosage. Key decisions to be taken to dbepe are (i) fertiliser dosage over the
biomass crop field, (ii) DDGS end-use solutioni) (NPV over a 10 years horizon and (iv)
GHG emissions. The problem was referred to a fieed surface fully cultivated to supply
the biomass needs of a unique production plantiexible capacity. The multi-objective
optimisation suggested that the only way to meedh dmancial feasibility and the EU
standards on biofuels is to adopt a technologiohltisn envisaging the construction of a
CHP station to be fuelled with DDGS. On the othandh the crop management practices
would be more sustainable, too, involving very loitvogen dosage as mineral fertiliser so as
to reach acceptable GHG emission savings with oégpegasoline production. The situation
would be even more sustainable if the ethanol oo is promoted by deploying
governmental subsidies on renewable energy geaerathis more thoughtful use of mineral
fertiliser would also reduce other environmentalpaots coming from fixed nitrogen
application to agricultural soils like, for instaceutrophication and acidification of the
ecosystem.

8.2 Contribution of this Thesis

The work addressed in this Dissertation may belltheaccording to the two main topics
covered along the dissertation, namely the optitimiseof bioenergy systems and the SCM
through mathematical modelling. The main contribwitiof the project to the concerning
research area, however, would not lie within antheim if considered separately.

The major novelty of the project compared with otlyeproaches is the methodology adopted
to couple the SCM tools application within the ap#ation of biofuels SC. As evidenced in
the literature review outlined in Chapter 1, botmdation-based and MP SCM tools have
been broadly applied to optimise the design of hdemass-to-energy supply networks.
However, very limited work was found addressing tls® of MP optimisation models to
design a bioethanol supply system. Moreover, tlesgributions seem to focus on logistic
optimisation rather than on the strategic desigenire infrastructures.

Therefore, the research project was thought torcthwe lack of knowledge so as developing
a comprehensive decision-making tool capable oérstg the strategic design of first
generation bioethanol production systems throufyll get of optimisation features.

The main original contributions that mark the valfethis work can be summarised as
follow:
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1 Relevance and broadness of the modelling applicati&és claimed by Henning (2009), a
likely reason bounding the effective industrial cegs of SC optimisation through
mathematical modelling is the very limited applicatof academic models to real world
case studies; this is evident in the biofuels sgsteptimisation area: restricted views of
the problems in terms of both supply system bouadand optimisation issues as well
as a lack of real-world applications characterigsiof the approaches devised to date. It
is our belief, that the systematic use of MP tceassbroader infrastructural problems
would for sure increase the appeal of differentusidal stakeholders on SC optimisation
packages and on their effective application to-veald problems. In light of this, we
developed a SC modelling framework capable of assgsthe design of emerging
biofuels systems by adopting the extended view@¥nd tailoring the problem to real
applications through the adoption of actual dats.s8patially explicit and stochastic
features were also added to improve the framewapalgilities to capture the reality of
these applications. Moreover, the optimisation nedere devised so as to empower the
analysis over a full range of strategic issues: @oed economic and environmental SC
optimisations and the analysis of the effect of kaaruncertainty on the financial
sustainability over a long term horizon were thgrebplemented to provide a specific
answer to the most concerning issues related faddgproduction.

2 Assessment of the DDGS end-use effect on the systbaviour the combined
performance evaluation in terms of both financiadl @nvironmental performance, has
never been carried out before, at least considen@dpy-product usage technical options
as a key variable of the optimisation frameworknéts a model enabling the assessment
of the optimal technical solution to simultaneousthieve the best performance in terms
of market penetration and global warming mitigatregre developed.

3 Optimisation of both crop management practices aadversion technology features
this represents a relevant endeavour to tune upeth@onmental performance of
bioethanol production so as to achieve sensiblaatezh of GHG emissions. Although
some other works have been previously attemptedhensame direction, they were
heuristic evaluations focussed on wheat crops igasbdel biomass for alcohol production,
and limited to the cultivation stage of the produet system without considering
technological issues or other aspects of the S@s,Tthe final approach implemented
dealt with the simultaneous optimisation of DDGSd-eise and nitrogen fertiliser
application on corn crops through quantitative ni®d® as to achieve concrete GHG
emissions reduction together with competitive ficiahperformance.
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8.3 Future work

In conclusion, we believe that the work presentad tesulted in quantitative and valuable
tools capable of supporting decision-making foatetgic energy sectors. However, although
this Thesis discussed several questions concemnitigthe bioethanol SC, there are still
several open issues that need further investigatibhese issues can be classified into two
main categories: the first one is related to maaggliwhile the second class concerns with the
energy systems analysis.

8.3.1 Modelling issues

The variety of the analysis shown in this work,lyfulemonstrate the MILP formulation
capabilities to fit with different design needs andprovide an exhaustive modelling tool to
represent the complex behaviour of biofuels SCsvéd@r, as new features are added to the
assessment and a more representative SC charaiiberiss pursued, the problem might
become so time consuming and large as to hampenadel solution. The problem was quite
clear when the steady-state formulation was regdldigea dynamic one and price scenarios
were included to handle the uncertainty (ChapterTé)is problem has required drastic
simplifications and a consistent scenarios reduoctio be sorted. To overcome such
difficulties, new types of modelling approachesglsias decomposition methods, should be
adopted along with further modelling structure difirgations in order to speed up the
solution time through a problem dimension reductibat would not affect the model
precision (e.g., Guillén-Gosalbez and Grossman@qpand Li and lerapetritou (2009)).

8.3.2 Energy systems analysis

Other open issues relate to the analysis carriedmiioethanol production, and on energy
systems in general.

With concerns to the first-generation technologgehsonsidered, a further discussion should
regard the future technological learning that mafiiect the entire system behaviour in terms
of economic and environmental performance. Henomesof the perspectives outlined by
Hettingaet al (2009) can be considered so as to implement sitsglly analysis oriented
toward the assessment of the likely technologivalwgion effect on the competitiveness of
corn-based ethanol productions against second agoretechnologies.

However, this comparison should be performed on lhsis of equal terms and hence
requiring the formulation of an equivalent optintisa framework for second generation
ethanol production (similar to the one developediynett et al. (2008)).

In relation to the environmental performance of slistem, a new approach might be adopted
to minimise the GHG emissions of the system. Fsiaince, a “carbon tax” can be assumed to
assign an economic value to GHG emissions so a&vdtuate the effect of environmental
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penalties on the economic performance of the pimlusystem This would also allow to
assess the problem through single-objective MILPdel® (instead of multi-objective
formulations) which would result in smaller dimessiproblems.

However, the proposed approach imposes to takeaictount the complex market features
characterising the emerging carbon trade, thusinaguthe enlargement of the SCM
boundaries. Accordingly, a broader approach mightadopted also accounting for other
market issues, such as international regulationgads trade and import/export taxation
(e.g., for what concerns biomass and DDGS). Thageh is referred to as Enterprise-wide
Optimisation (EWO), as defined by Grossmann (2005b)

Finally, the last issue to consider for future ersh routes emerges from the consideration
that a biofuel production network cannot be con&deas a mere closed system. On the
contrary, it clearly represents a complex environimia which dynamic interactions with
different energy sectors exists. In other wordshibuld be assessed as one of the parts of a
more global energy supply system. Accordingly, aran@omprehensive optimisation
framework must consider the influence of otherrat&ing energy sectors as well as integrate
them in a wider problem conception. This involves@ader range of strategic decisions such
as, for instance, biomass type assignment to atilbn sites, biomass type allocation to
conversion technologies, biofuel type assignment @&ub- and by-products end-use
applications for alternative biofuel productionh@at and power generation.






Appendix A

Grid-dependent Parameters

This Appendix collects the Tables summarising thiel-dependent parameters defined in
Chapter 3 and subsequently used as input for thieihay frameworks.

Table A.1Values for the squared region surfaces 3% Northern Italy.

elementg GS, elementg  GSy elementg GS,
(km?) (km?) (km?)

1 1875 21 2500 41 2500
2 2500 22 2500 42 2500
3 1500 23 1250 43 1500
4 1250 24 2000 44 2500
5 1000 25 2500 45 2500
6 1250 26 2500 46 1750
7 2000 27 2500 47 2000
8 2500 28 2500 48 2500
9 2500 29 2500 49 2500
10 2500 30 2500 50 2500
11 2500 31 2500 51 2500
12 1250 32 1500 52 1000
13 2000 33 750 53 1000
14 2250 34 250 54 1500
15 2500 35 2500 55 1500
16 2000 36 2500 56 2500
17 2500 37 2500 57 2500
18 2500 38 2500 58 2500
19 2500 39 2500 59 1750
20 2500 40 2500 60 200000
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Table A.2 Input values for blended fuel demand in each discregion g

(DEMy).
elementg DEMq elementg  DEMj, elementg DEMjq
(t/d) (t/d) (t/d)

1 64.85 21 287.67 41 314.40
2 86.47 22 257.65 42 291.45
3 51.88 23 323.54 43 153.72
4 49.47 24 334.87 44 105.36
5 161.49 25 316.99 45 148.70
6 43.71 26 249.91 46 286.78
7 131.44 27 1884.43 47 255.39
8 110.73 28 345.71 48 159.78
9 100.51 29 348.43 49 263.90
10 110.98 30 401.37 50 361.97
11 213.36 31 492.53 51 32451
12 107.21 32 291.60 52 138.81
13 76.92 33 144.69 53 121.44
14 149.39 34 188.16 54 174.70
15 524.46 35 340.28 55 239.51
16 816.23 36 238.04 56 368.01
17 477.83 37 198.94 57 377.61
18 302.34 38 198.59 58 387.85
19 191.18 39 187.63 59 271.49
20 312.26 40 234.36 60 492.53
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Table A.3Biomass cultivation input parameters.
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UPCh,

region CYj BCDy™  ADq UPChy
g (t/d-km?) (km?km?") (km%km?¥) (€/t)

1 1.9 0.00 0.10 145.6
2 1.9 0.00 0.10 145.6
3 1.9 0.00 0.10 145.6
4 2.0 0.00 0.10 141.6
5 2.2 0.05 0.10 137.2
6 2.3 0.00 0.10 136.2
7 2.2 0.07 0.15 137.1
8 1.2 0.00 0.20 195.2
9 1.4 0.01 0.20 174.4
10 2.1 0.18 0.20 141.3
11 2.9 0.56 0.25 130.4
12 2.9 0.55 0.10 130.4
13 1.8 0.00 0.10 151.3
14 2.1 0.04 0.10 140.0
15 2.5 0.12 0.15 132.7
16 2.4 0.12 0.25 134.7
17 4.0 0.15 0.25 134.8
18 2.8 0.19 0.20 130.8
19 1.4 0.08 0.20 170.1]
20 2.5 0.25 0.32 133.1]
21 2.5 0.39 0.45 133.4
22 2.9 0.56 0.74 130.4
23 2.7 0.37 0.33 131.1]
24 3.4 0.24 0.10 130.7,
25 3.0 0.34 0.43 130.3
26 2.7 0.45 0.80 131.5
27 3.1 0.31 0.72 130.2
28 3.7 0.32 0.88 132.0
29 3.3 0.28 0.60 130.4
30 2.6 0.31 0.50 131.8

region CYy BCDy™  AD,
(t/d-km?) (km?%km?") (km?km?*) (€/t)

31 3 0.44 0.70

32 2.7 0.50 0.65
33 2.9 0.54 0.75
34 2.4 0.00 0.10
35 3.1 0.22 0.38
36 2.3 0.23 0.42
37 1.7 0.23 0.58
38 2.6 0.21 0.39
39 3.2 0.19 0.67
40 3.1 0.24 0.89
41 2.9 0.27 0.73
42 2.4 0.46 0.81
43 2.4 0.46 0.73
44 2.3 0.17 0.29
45 2 0.14 0.28
46 1.8 0.10 0.13
47 2.2 0.10 0.15
48 2.9 0.05 0.15
49 2.9 0.07 0.50
50 2.7 0.11 0.60
51 2.3 0.17 0.72
52 2.2 0.20 0.75
53 0 0.00 0.20
54 0.5 0.01 0.10
55 1.8 0.02 0.15
56 2.8 0.08 0.15
57 2.5 0.08 0.20
58 2 0.06 0.25
59 2 0.06 0.40
60 3 1.00 1.00

130.2
131.3

130.5
135.1
130.2
135.3
152.8
132.3
130.3
130.2
130.5
134.0
133.8
135.5
142.7
151.4
138.4
130.4
130.6
131.7
135.8
138.6
195.2
197.3
151.3
131.1
133.0
142.4
142.4
114.6

Tratio between kiof corn crops and kfrof total arable land
*ratio between krof arable land and knof regional surface






Appendix B

Secondary Distribution Model

The mathematical formulation of the secondary itistton model used to evaluate the
biofuel demand is reported here. The objective tioncto be minimised is given by the
transport operating cost€OC.

Transport operating cost (TOC)

TOC=GC+MC+LC+FC .
FC=> FP2DD,, GQ"ig (B.2)
To = FDIOCap
2[DD
LC =) DW Qs 49 +LTU (B.3)
49 TCap SP
2[DD
MC =>" ME t.0 Qag (.4
0o TCap
2[DD
GC=> GE Qs 49 +LTU (B.5)
e TMATCap | SP
Constraints
Qug =Z4,[DEM, Og,d 3.
THR™ 2> Q, Od (B.7)
g
D Xgos1  Og (B.8)
d

DEMT, =>'Q,,  Od B.9)
9






Appendix C

Secondary Response Curves

Firstly, the DDGS protein content (DDGS-PC) depemgeon nitrogen application has been
derived by simply multiplyind®C (N) by a conversion factor defined as follows: trendard
protein content of DDGS has been divided by thateel wheat grain protein content so as to
obtain a constant conversion factor of 3.94..%pd%ppcs pc (this value is confirmed by
confidential information). Now the soy-meal replamnt factor has been estimated by
comparing the relative protein content of the twodocts as indicated by CONCAWE
(2003). Figure C.1 shows the curve as estimated Tatnle C.1 reports the polynomial
relation coefficients related to Equation (7.25).
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Figure C.1 Secondary response curves for wheat: soy-meadcepient factor.
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Table C.1Response curves polynomial coefficients for soy-nepéacement
factor.

A B C D
SMrepl |-2.2x 10" 9.37x 10 2.45x 10" 0.703

It is important to highlight that the DDGS quarggtiare always expressed accounting for a
10% of moisture following its standard charact@sst Accordingly, the DDGS vyield
(DDGSY has been derived from the relation indicated leyrBet al. (2008) and adapted to
the moisture content: this relation representdXb6&S vyield as a function of protein content

and is formulated as follows:

DDGStppesimim /oy ) = 1111(295+ PC(g/100g) [ (7.210.789) (C.1)

Figure C.2 depicts the response curve related t&BDield and Table C.2 the polynomial

coefficients of Equation (C.1).
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Figure C.2 Secondary response curves for wheat: DDGS yield.

Table C.2Response curves polynomial coefficients for DD@Hlyi

A B C D
DDGSY |-2.0x10° 8.0x10° 2.0x10 0.382
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Response Curves for Corn

The wheat primary response curves depicted in @n&pFigure 7.1) and the secondary ones
derived in Appendix C (Figure C.1 and C.2) havenbaeapted to corn cultivation by
harnessing the limited data retrieved in literature

With concerns to corn grain yiel@®t), data reported by Grignani et al. (2007) evidenae
pretty similar trend between the two different eéreultivations. In particular, the corn yield
data can be thoroughly fitted through an upwarddiation of the whea®Y curve (see Figure
7.1) by a constant bias of about 3.3 t/ha. Thigwal obtaining the corfsY response curve
depicted in Figure D.1.

The corn grain protein conter?C) dependence on nitrogen dosage has been obtaitted w
the same procedure by using literature data frawmhiln and Kandil (2007). Accordingly, the
wheat-curve translation quota results equal to @&&entage units. The resulting cét6-
curve is shown in Figure D.1.

The procedure to derive the ethanol yidiY) response for corn crops needed some further
simplifications and assumptions, and is listed welo

1 corn grain starch conter8@ varies as it varies the wheat one, tR&dependence on
PC for wheat is assumed to equal to the one for corn;

2 EYis a function of grain starch content and it doetsdepend on the cereal species.

Once the corn graiRPC dependence on nitrogen dosage is known and asguhenwheat
specific relationsSC = f(PC) andEY = (SO, equal to the corn ones, tB& dependence on
nitrogen application can be derived by assuming a standardposition for corn grain
(providing an average content of 75% of starch &®%6 of protein) and hence fixing the
resultingPC (SO punctual value. Accordingly, we obtain tB& response curve shown in
Figure D.1.

Now, given the fundamental relations just definbd secondary response curves can be
derived by applying the procedure reported in AgiperC. The DDGS yield IDGSY has
been derived from the relation indicated by Betal. (2008) and adapted to corn cultivation
through specific data retrieved in Arosa et al.0&0 Figure D.2 describe the secondary
response curve for corn cultivation.
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Figure D.1 Response curves as adapted for corn cultivation.
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Figure D.2 Secondary response curves for corn cultivation.
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Finally, the whole set of response curves here difawcorn cultivation has to be discretised
according to the mathematical formulation outlimedChapter 7. Hence, the response curves
take the discrete form represented by the step bhé&igure D.3 and D.4.
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Figure D.3 Response curves discretisation (a).
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