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The structure of nuclei with few nucleons outside the double-shell closure Z = N = 50 has

attracted large theoretical and experimental interest in the last years. Several studies were
performed in this region to examine the evolution of the nucleon-nucleon interaction when
going towards '°°Sn and eventually deduce the proton shell closure. Along the Sn isotopic
chain, the excitation energies of the first 2% and 4T states are well known and rather con-
stant. On the contrary, the B(E2;2%T — 07) transition strengths follow a kind of bell-shape
behaviour. If a generalized seniority scheme is naively considered, the a priori expectation
is an inverted parabola showing the maximum collectivity at mid-shell and smoothly de-
creasing towards the shell closures N = 50, 82. However, such simplistic prediction does not
reproduce the experimental results. In fact, for the neutron-deficient Sn isotopes the exper-
imental B(E2;2%T — 0T) values, even if they suffer from large experimental uncertainties,
seem to have a smoother trend that is almost constant for 104 < A < 112. In addition,
for such neutron-deficient region there is a lack of information on the B(E2;4" — 2%) val-
ues, whose knowledge would make a more robust physical interpretation when approaching
N = 50. Since now theoretical calculations have been performed during the last decades,
but up to date none of them is able to reproduce consistently the trend of the experimental
reduced transition probabilities for the full Sn isotopic chain.

Despite fusion-evaporation reactions are appropriate for the population and the inves-
tigation of neutron-deficient nuclei, the presence of the 6 seniority isomers in even-even
Sn isotopes prevents the measurement of the direct lifetime of the low-lying 27 and 47
states. Thus, until now the information on the B(E2;2" — 071) in this region has been
obtained only via safe or relativistic Coulomb excitation measurements, which allow a direct
population of the low-lying states of interest.

The experiment discussed in this thesis was devoted to the measurement of the lifetimes
of the low-lying states 2+ and 4% for 619Gy in order to derive the reduced transition
probabilities B(E2), by using the Recoil Distance Doppler-Shift (RDDS) method. In order
to overcome the problems mentioned above, the nuclei of interest were populated via multi-
nucleon transfer reaction where a '%Cd beam, provided by one separated-sector cyclotron
of the GANIL facility (France) at the energy of 770 MeV, impinged onto a 0.715 mg/cm?
thick 2Mo target. After the target a 1.6 mg/cm? thick 2Mg foil was used as degrader for



slowing down the reaction products: because of the two different velocities of the recoils,
for every ~-ray transition two components were present in the Doppler-corrected energy
spectrum and the ratio between their area depends on the target-degrader distance and on
the lifetime of the state. This measurement is complementary to the Coulomb excitation
method and it represents the very first direct lifetime measurement in the neutron-deficient
Sn isotopes.

The complete identification of the reaction products was obtained on an event-by-event
basis using the VAMOS++ magnetic spectrometer. In coincidence with VAMOS++, v rays
were detected by 8 AGATA Triple Clusters, placed at backward angles in a compact configu-
ration. The AGATA spectrometer is a y-tracking array, which relies on Pulse Shape Analysis
(PSA) for the identification of the interaction points and on v-ray tracking algorithm for
the reconstruction of the interaction path through the detectors. During the analysis, large
efforts were devoted to the analysis of AGATA in order to restore and push the capabilities
of the apparatus. Thanks to the combination of the magnetic spectrometer together with
the choice of the reaction mechanism, it was also possible to reconstruct the Q-value of the
reaction. Such information was crucial for the success of the lifetime measurement because
it allowed to control the feeding from higher-lying states. Then, by combining the informa-
tion of the first interaction point in the AGATA detectors, provided by the v-ray tracking
algorithm, with the recoil velocity vector determined by VAMOS-++, the Doppler correc-
tion of the ~ rays emitted in-flight can be performed on a event-by-event basis. Because
of the crucial importance of the -ray energy resolution for the RDDS method, particular
attention was devoted to the improvement of the Doppler correction. The experimental
method was validated by remeasuring the known lifetime of the first 2% state in 1°°Cd and
104Cd, obtaining 7(27) = 10.4(2) ps and 7(2%) = 8.0(5) ps, respectively. The two results
are in agreement with the adopted literature values and they have a smaller error.

Finally, due to the power of this experimental setup, it was possible to measure the
lifetimes of the 27 and 4% excited states for 196:198Sn. In order to reduce the error, for 1°®Sn
several tests on both Decay-Curve Method (DCM) and Differential Decay-Curve Method
(DDCM) will be discussed, where the final results are 7(41) = 3.7(2) ps and 7(27) = 0.76(8)
ps (adopted literature 7(2%) = 0.69(17) ps). For 5Sn, instead, the lifetime of the low-lying
excited states was extracted only via DCM and it resulted in 7(4") = 5.2(39) ps and
7(2%) = 1.3(7) ps.

The reduced transition probabilities B(FE2), deduced from the measured lifetimes, were
compared with Large-Scale Shell-Model (LSSM) calculations. Such basic nuclear feature
have proved to be incredibly sensitive to the form of the wave function: in particular the new
B(E2;47 — 27) value of 198Sn clearly showed that high seniority components of the wave
function are of extreme importance to define the transition probabilities in this region. This
result questions the validity of other theoretical predictions, which have been considering
the seniority truncation, in reproducing consistently the trend of the experimental B(E2)
values. In addition, the comparison of the experimental results with the LSSM calculation
pointed out the possible presence of a small isovector component in the effective charges,
that is in agreement with other measurements in the region. However, the origin of such
component is an open question because, even if all the Ohw excitations in the valence space
have been taken into account, also some truncations have been applied to the valence space
considered in the LSSM calculations. Further experimental and theoretical insight will be
required to fully address this last observation.
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There’s something that doesn’t make
sense. Let’s go and poke it with a stick.

by Steven Moffat

In the last century atomic nuclei have been subject to many experimental studies aimed
at investigating their structure and at understanding the reaction mechanism among them.
Until recent years, the investigation was limited to stable nuclei, or nuclei close to sta-
bility, since stable targets and beams were available. Then, the availability of exotic or
radioactive beams have enabled to study nuclei far from the valley of stability, creating new
challenges for theoretical models and shedding light on a much larger region of the Segre
chart. Up to date about 3600 nuclei have been studied in laboratories, out of a total of
more than 7000 estimated to exist in the universe. A similar effort has been put in place
to build theoretical models to explain the nuclear realm. However, our limited knowledge
of the nuclear interaction and the difficulties in dealing with a many body problem have
prevented to achieve a unified description of the structural properties through the entire
nuclear landscape. In absence of a unified theory, various models have been developed,
based on effective interactions derived from experimental observations in specific regions of
masses. As a consequence, predictions are mainly limited to systems a few nucleons away
from experimentally observed nuclei, and extrapolations to exotic regions, far away from
the valley of stability, suffer from large uncertainties.

Why has nuclear physics attract so much interest in the last century?

First of all, the nucleus is one of the building blocks of nature and understanding how
protons and neutrons are bound together and what is the exact form of their interaction, is
a main subject for fundamental physics. Then, since the nucleus is a many-body quantum
system, it has also proven itself to be an effective quantum-physics laboratory, with a rich
phenomenology. In addition, the information on nuclear structure is crucial for other fields of
physics. For example, the understanding of stellar nucleosynthesis and of the astrophysical
phenomena depends on the knowledge which can be achieved on very exotic nuclei, i.e. on
nuclei with a large excess of protons or neutrons with respect to the stable ones. Finally,
nuclear physics has also a large and direct impact to the society and the everyday life, from
the production of energy to the nuclear medicine.



1. Introduction

The last decade has witnessed both quantitative and qualitative progress in shell-model
studies, which have resulted in a remarkable gain in our understanding of the structure of
the nucleus. New effective nucleon-nucleon interactions have been constructed that contain
both two- and three-body contributions. Information on the single-particle energies and
two-body residual interactions can be derived from the experimental observables, such as
single-particle energies, reduced transition probabilities and quadrupole moments [1], and
it can be used to predict the structure of more complex nuclear configurations. Thus,
experimental data are needed in order to make robust predictions. The structure of nuclei
with few nucleons outside the double-shell closure Z = N = 50 has attracted large interest
in the last years. Several studies were performed in this region to examine the robustness
of the proton shell closure when N = 50 is approached.

The work presented in this thesis, based on an experiment performed at the Grand
Accélérateur National d’lons Lourds in Caen (France), is devoted to the investigation of
the quadrupole correlations in the vicinity of the proton drip-line, by directly measuring
the lifetime of low-lying states in neutron-deficient tin isotopes. The neutron-deficient tin
isotopes were populated via multi-nucleon transfer reactions, providing a complementary
method to the Coulomb excitation experiments performed until this work in this region.

The next sections will outline the physical motivations for the experiment and its relevance
in the field of modern nuclear physics. In addition, the nuclear theories are introduced, fo-
cusing the attention on the features of nuclear shell-model approaches which are used in the
interpretation of the experimental results. Furthermore, few concepts about reaction mech-
anisms, in particular multi-nucleon transfer, Coulomb-excitation and fusion-evaporation
reactions, and the methods of v-ray spectroscopy will be briefly described.

1.1. The atomic nucleus

The atomic nucleus is a many-body system of strongly-interacting fermions of two kinds:
protons and neutrons. For the microscopic world the use of quantum field theory and
perturbation methods has proved successful in providing an effective description of many
phenomena. From the theoretical point of view, being a many-body system, the atomic
nucleus should give origin to the same problems encountered in condensed-matter physics.
On the other hand, there are fundamental differences which make it a much more difficult
system to study. In fact, the fermions composing the nucleons have themselves an internal
structure. The interaction between nucleons is thus much more complex than the electro-
magnetic force and many-body forces do play an important role in nuclear interactions. In
addition, while in condensed-matter physics the system can be considered infinite and this
provides possible approximations of the physics problem, nuclear systems are composed by
a limited number of nucleons. Nonetheless, considering that modern nuclear interactions
fit the nucleon-nucleon scattering data very well, at least the two-body part is well under
control. Differently from the atomic case, the nucleons are not subject to a central field,
since the nucleon-nucleon interaction is dominated by short-range components. However,
the first experimental observations revealed a shell structure similar to the electrons in an
atom, and it turned out that the structure of nuclei could be described by a shell model
with a central mean field and a residual interaction between nucleons. As example of such
experimental observation, Figure 1.1 represents the excitation energy of the first 2 state as
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1.1. The atomic nucleus
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1. Introduction

a function of the proton (Z) and neutron (N) numbers for all the known even-even nuclei:
the rapid increase of the excitation energy suggests the existence of shell closures happening
for specific numbers of proton and neutrons called magic numbers.

1.1.1. Nuclear Hamiltonian

The nuclear Hamiltonian, the atomic nucleus being a many-body quantum system, can be
written as [3]

A A
H=> Ti+» Vi , (1.1)
i=1 ij

where A is the number of nucleons, 7; denotes the kinetic energy of every single nucleon
and V;; is the two-body interaction potential' (here possible contributions from a higher
many-body interactions are neglected) The eigenstate equation of this Hamiltonian can only
be solved for very light nuclei. Heavier systems can presently not be solved due to the lack
of numerical calculation power of current computers.

One can assume the existence of a single-particle potential V; which absorbs most of the
Vi; potential. Thus, the nuclear Hamiltonian can be written as

A A A A
H = (Zﬂ+2w) + (Vi Vi
i=1 =1 1,5 1=1
A A
SIS
i=1

7:7‘7‘

where H; " is the single-particle Hamiltonian, while H, s the residual interaction, i.e. the
fraction of the two-body interaction which is not absorbed by the single-particle potential.
Moreover, the experimental evidence of the conservation of angular momentum, parity and
energy restricts the choice of the potential shape. Finally, shell effects similar to the atomic
case are observed in the nuclear excitation energies as well as in the separation energies of
nucleons: the eigenstates of H*?- should reproduce these phenomena.

The separation of the nuclear Hamiltonian into H®?- and H"®® reduces the calculation
problem to the diagonalization of the residual interaction inside the wave-function space,
defined by the not-perturbed Hamiltonian. On one side, the excellent results, coming from
the employment of a mean field theory together to the related single-particle model, shows
that the nucleon-nucleon interaction can be treated inside the nuclear system. On the other
hand, because of the limited calculation power of the current computers, the solution of
the nuclear problem usually cannot be extended inside the whole Hilbert space. Thus, an
approximation of the exact solution is necessary, which brings the complete Hilbert space
to be separated in three parts (Figure 1.2):

e the inert core where all the orbits are completely occupied;

n principle the potential V contains the N-body interactions of the particles, where a two-body contribu-
tion is predominant.

12



1.1. The atomic nucleus

e the wvalence space corresponding to the orbits that include the degrees of freedom
necessary for the description of the physical phenomena;

e the external space where all the orbits are always empty.

Figure 1.2.: Schematic drawing of the Hilbert space truncation. Adapted from Reference
[4].

1.1.2. Nuclear shell model

The first step for addressing the nuclear problem consists in the study of a non-interacting
model. In such model, each nucleon is assumed to be moving in an external field, created
by the remaining A — 1 nucleons [5, 6].

As a first approximation, the mean-field potential can be represented by a 3D harmonic
oscillator potential V., which is a central potential and allows analytical solution for the
Schrédinger equation. The resulting Hamiltonians for the -th nucleon is

1 1
HP = §szz2 + §Miw2ri2 , (1.3)

(]

where M; is the nucleon mass, v; its velocity, r; its radial distance from the centre of the
nucleus, w a parameter which can be deduced from the dimensions of the nucleus. The
eigenfunctions are calculated as

s (1, 0,6) = Rua(r)Y;" (0, 97 (1.4)

where [ is the quantum number associated to the orbital angular momentum, s is the spin
quantum number (s = 1/2 for both protons and neutrons), m; and mg their projection on
the polar axis, and n an integer quantum number. The polar coordinates used to define the
position in the space are r, 6 and ¢. Y}ml(Q, ¢) are the usual spherical harmonics, and XT/Z
are the spin wave functions. The radial part of eigenfunctions is represented by

. k ok F
T 1)!!a2l+3e_%a2r2rlzn: (—=1)" 2Fnl (20 + D! (®r?) . (1.5)
k=0

1)
Bn(r) = NI R (n— k) (20 + 2k + 1)1
2 _ M

where a =32. The eigenvalues of this Hamiltonian are (similarly to the well-known 1D

harmonic oscillator)

13



1. Introduction

En’l:<2n+l+2>ﬁw
3
=(N+-)hw .

Since E,; is not a function of my, s and m, the energy level degeneration is 2(2] + 1)
for both protons and neutrons. The number of nucleons when shell-closure effects become
evident are called magic numbers. In Figure 1.3 the single-particle level scheme for a 3D
harmonic oscillator is presented, showing both the degeneracy of the orbitals and the magic
numbers.

(1.6)

From the comparison between the experimental shell closures reported in Figure 1.1 and
the single-particle level scheme of Figure 1.3, the harmonic oscillator potential justifies only
some of the experimentally observed magic numbers (2, 8, 20) while other magic numbers
(28, 50, 82, 126) are not predicted by this model. Various modifications of the potential
were attempted, but the most effective one was the insertion of the spin-orbit coupling. In
atomic physics, this term stems from a relativistic correction, whereas in nuclear physics
it has been derived by analogy with the atomic case. The expression of the spin-orbit
interaction is [7-9]

WVes
‘/so—‘/lsﬁl's ) (17)

where Vi, is a phenomenological constant. This interaction splits levels with the same I
but with different total angular momentum j =[+35 Asa consequence, the separation
between the two split levels is proportional to (21 + 1), and both m; and ms are no longer
good quantum numbers. Figure 1.3 shows that, introducing this potential, also the magic
numbers 28, 50, 82, 126 are correctly reproduced.

Nowadays, the shell model offers a very comprehensive view of the nuclear structure
[9, 11], but still with important shortcomings. One problem emerges with the calculations
for light nuclei. Here, the dimensions of the Hamiltonian matrix are small enough to allow
a diagonalization in the full space. These calculations should thus in principle be correct;
on the contrary they fall short in reproducing the experimental data [12-14]. This has been
attributed to the lack of three-body forces in the nuclear Hamiltonian: their introduction
improves the agreement with spectroscopic data. A second problem is evident when per-
forming calculations in heavier nuclei using a closed core, a valence space and a renormalized
interaction. A paradigmatic example of a remarkable failure is the well-known doubly-magic
nucleus **Ca, whose neutron shell closure N = 28 cannot be predicted via shell-model cal-
culations using a first-principle renormalized interaction. In order to reproduce that magic
number it is necessary to fit the matrix elements of the interaction on the experimental
data?. However, despite the mentioned important progresses, a comprehensive picture of
the nuclear phenomenology is still lacking.

2The adjustments needed for reproducing the N = 28 shell closure interest the monopole part of the
interaction [11] and they have been proved compatible with a three-body force origin [15, 16]

14
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Figure 1.3.: Single-particle levels when the spin-orbit term is added to the harmonic oscil-

lator Hamiltonian. Figure taken from References [9, 10] and then corrected for
the erroneous effect of the Vs, term on the 2s; /5 orbital.
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1. Introduction

1.1.3. Effective interactions

The non-interacting shell model is a simple theory which accounts for some observations,
but is still a crude approximation of the full problem of the description of the nucleus [6].
This is mostly due to the fact that particles are assumed not to interact with each other.
In reality, the potential V;; of Equation 1.1 is not a simple mean-field potential, but it
contains pairwise interactions (in general it contains many-body terms). Considering that
the atomic nucleus is a many-body system, in order to calculate its energy spectrum and
study the nuclear properties the many-body Schrodinger equation HV = EW¥ with H must
be solved. For this purpose the energy matrix elements (¢x| H |¢;) have to be constructed
and then diagonalized: these matrix elements of a given interaction between many-particle
states can be expressed in terms of two-body matrix elements.

Before performing any shell model calculation, the definition of the valence space, which
will be considered in the calculation, is crucial. Usually this space consists in a harmonic-
oscillator shell, called major shell or Ohw, where the number of configurations and the
matrices dimensions should remain treatable.

The restriction of the Hilbert space to a smaller model space is therefore inevitable and
then the employment of both effective interactions and operators is crucial. Regarding the
Schrodinger equation, the problem can be schematized as

H?ﬁZEw%Heff@beff:Ed)eff . (1.8)

Phenomenological interactions

The method to define a phenomenological interaction is an iterative procedure, defined
starting from experimental data, such as energy levels and electromagnetic properties. This
process consists in the minimization of the least squares between the calculated and the
experimental spectra. However, when the considered spaces become too large, such a pro-
cedure is impossible. In fact a large space entails choosing a schematic interaction, which
depends on parameters that are determined by phenomenological adjustment on a large
number of nuclei. As example of this kind of interaction, the space fp is deeply discussed
in the work of W.A. Richter and collaborators [17].

The advantage of this empirical approach is that it is not necessary to explicitly specify
the interaction in order to correlate experimental energy spectra. Moreover, the matrix
elements obtained in this way may have optimum values with respect to a reproduction
of experimental energies: this procedure should yield the most suitable effective two-body
matrix elements in a given restricted model space. On the other hand, the disadvantage
of using a phenomenological interaction is that the number of parameters is usually very
large, even for a reduced valence space. For example, in the sd space where the dimensions
remain reasonable, it is possible to determine the 63 matrix elements by fitting experimental
data [18]. Another objection is the fact that the selection of experimental states, which are
thought to be described well in the assumed model space, may become rather arbitrary.
Then, in order to minimize the effect of states that are erroneously included in the fit,
the number of experimental states taken into account should be larger than the number of
two-body matrix elements that have to be determined.

16



1.1. The atomic nucleus

Realistic interactions

In the case of realistic interaction, the two-body matrix elements are not obtained from a
fit to experimental data, but they are calculated from the free nucleon-nucleon interaction.
In particular, they are extracted from potentials that reproduce the phase shifts during
nucleon-nucleon scattering in a energy window varying up to 300 MeV or some properties
of the deuteron, such as its binding energy. For example, the parametrization can be
developed to take into account only the lower partial waves (S-, P- and D-waves) or to
describe the phase shift of all partial waves.

Unfortunately, direct application of a realistic interaction in a shell-model calculation
does not lead to an acceptable agreement with the spectroscopic data. This is due to
the fact that a shell-model calculation is necessarily restricted to a finite, truncated model
space. For a reasonably complete description in terms of a realistic interaction, a so-called
effective interaction is needed: for a given configuration space this effective interaction can
in principle be constructed starting from the free nucleon-nucleon interaction when all the
processes that take place outside the chosen configuration space are accounted for in terms
of perturbation theory. However, such a derivation of an effective interaction is complicated
and difficult, in particular because of problems of convergence of the involved perturbation
expansions.

In addition to that, such microscopic descriptions of the nuclei are affected by two main
problems: the knowledge of the nucleon-nucleon interaction and the complexity of numerical
calculations generated by the N-body problem, in particular taking into account the presence
of the repulsive core.

The determination of the interaction potential between two nucleons has been an open
question since the 1930s, but so far there is no method capable of deducing such a force
from the quantum chromodynamics and the constituents of the nucleons. Nucleon-nucleon
diffusion experiments and the properties of deuteron provide only part of the matrix elements
of the nuclear interaction. In fact, the nucleon-nucleon interaction is well known at long
range (r > 2 fm), where it is presented by the exchange of a pion, and at medium range (1
fm < r < 2 fm), where it is represented by the exchange of two pions and a meson w. On
the other hand, the short-range repulsion (r < 0.8 fm) is due to a complex set of phenomena
(multiple exchanges of pions and heavy mesons, interactions between mesons, meson-nucleon
resonances in intermediate states, etc.), which cannot be explicitly included, so they are
empirically simulated. In addition to that, phenomenological adjustments are also necessary
for the long-range and medium-range components of the force: effective values, different
from those experimentally known, are requested for the meson-meson coupling constants
and/or the meson masses in modern form of the potentials, such as Paris [19], Bonn [20] or
Argonne [21].

The repulsive hard core of realistic interactions leads to very large or even infinite matrix
elements. In response to this problem, the G-matrix technique [22, 23] makes it possible to
get rid of the very short-range repulsive part and describes the diffusion of two free nucleons
in the infinite nuclear material. By definition, it gives the transition amplitude between the
states of two nucleons propagating independently in the nucleus before and after collision.
Its matrix elements are therefore defined as states with two independent nucleons inside
the nucleus and thus represents an effective interaction for nucleons in independent states.
The order of magnitude of the G-matrix elements is reasonable: thanks to Pauli exclusion
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principle, nucleon-nucleon collisions within the nucleus have a small probability and for a
given collision many of the final states are not available because they are occupied by the
other nucleons.

Finally, the most recent approaches construct potentials based on the chiral field theory.

The term of the chiral Lagrangian are classified by the term <A%<) , where Q ~ m, (140

MeV), A, = 700 MeV is a cut-off parameter and corresponds to the maximum potential
energy avoiding short-range repulsion and v is the chiral power order. In this context the
hierarchy of nuclear forces appears naturally with not only nucleon-nucleon interactions,
but also with three and N-body forces, as a function of the disturbance development order

v
[24, 25]. In Figure 1.4 an example of the hierarchy of the nuclear forces as function of (%)

is presented. In the leading order (LO) the nucleon-nucleon amplitude is made up by two
momentum-independent contact terms (~ Q¥): one is the tensor force, which is necessary
to describe the deuteron and explains NN scattering, while the other contributes only in S
waves, providing the short- and intermediate-range interaction. The v = 1 order is absent
because its contributions vanish due to parity and time-reversal invariance. Therefore, the
next-to-leading order (NLO) is v = 2 and it has again two main terms: the first is the two-
pion exchange, which creates a more sophisticated description of the intermediate-range
interaction but its contribution is rather weak; the second, instead, is the two-nucleon inter-
action, which contribute in both S and P waves. The operator structure of these contacts
include a spin-orbit term besides central, spin-spin, and tensor terms. Thus, essentially
all spin-isospin structures necessary to describe the two-nucleon force phenomenologically
have been generated at this order. The main deficiency at this stage of development is an
insufficient intermediate-range attraction. Then, the next-to-next-to-leading order (NNLO
or N2LO) introduces for the first time the three-nucleon forces, even if their contribution is
very weak [26-29]. Despite the complexity of the possible considered configurations, such
realistic forces do not reproduce the saturating properties of the nuclear material and they
cannot simultaneously describe the radius and the binding energies of the nuclei. This fact
can be explained by noting that the mean distance between nucleons in the nuclei is of the
order of 2.4 fm and thus belongs to the medium- and long-range parts of the interaction,
which are certainly better understood and described. On the other hand, the short-range
part contains the repulsive terms necessary for the Pauli exclusion principle and the satu-
ration properties.

It has been demonstrated [30] that it is possible to strictly separate the nuclear Hamilto-
nian into a monopolar part H,, and a multipolar component H;:

H=H,+Hy . (1.9)

The first, sensitive to Hartree-Fock variations, is responsible for the saturation properties
and for the behaviour of the individual energies; the second, instead, is responsible for the
correlations and for the detailed spectroscopy. In fact the multipolar part proves to be sim-
ilar to the realistic interaction and to have good properties [30], such as being independent
of the regularization procedure (G-matrix, etc.) and including also the case of the chiral
potentials. Current advances in the description of the nuclear structure from first principles
(so-called “ab-initio” description) suggest that the phenomenological corrections introduced
on the monopolar part of realistic interactions come from the three-body forces that were
not incorporated so far [15, 31, 32].
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index equal to 1, 2, 3 and 4 respectively. Taken from Reference [24].
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1.1.4. M-scheme representation

One possible choice of the eigenvector basis, used for the description of the wave func-
tion, is given by the so-called m-scheme representation, which consists in all the possible
Slater determinants, related to the distribution of N-particles inside p-orbitals, labelled with
|nljmT) where n is the principal quantum number, [ is the angular momentum, T is the third
component of the isospin and identifies if the nucleon is a proton (7 = —1/2) or a neutron
(1 =1/2), 7 and m are the total angular momentum and its projection along a specified axis
respectively. The only symmetries taken into account are those related to the conservation
of the parity, of the angular momentum projection J, and of the isospin projection T,. Via
such a representation the nuclear wave function is defined as

Pay (1) Pay (TN)
Yay..an (P11, oy ') = det e Gay (7)) =1, 10) , (1.10)
Gay (1) Gan (TN) k

where ¢, is the wave function of the k-th single particle, placed inside the aj orbit (for
simplicity the label [nljm7) is summarised with ay), and ry is the position vector of the k-th
nucleon. Thanks to the simplicity of the m-scheme representation, the matrix elements of a
N-body system differs just by a phase from the matrix element of a not-interacting 2-body
system. However, because all the possible states are taken into account, the dimension of
the generated matrices is maximum and proportional to the combination of z-protons and
n-neutrons distributed inside D, and D, respectively:

Dimoc(i”)x(l;”) . (L11)

Because of such a large dimension, in the past the m-scheme representation could be used
only for describing the very light and the first double-magic nuclei, for which the shell model
seemed to be less valid [4]. As example of such large dimension, the number of non-zero
matrix element inside a full Ohw valence space is shown in Figure 1.5 as a function of the
neutron and proton numbers.

This problem was partially solved in 1989 thanks to the code ANTOINE [11, 33, 34]. This
code can easily manage matrices with dimension up to 10'2, diagonalising them iteratively
via Lanczos algorithm [35].
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Figure 1.5.: Number of non-zero matrix elements (given by the colour axis) considering
full OAw valence spaces as a function of the proton and neutron numbers. For
N,Z > 40 (I = 3 major shell) the dimensions of the matrices exceed the ca-
pacity of standard computers when using the full major shell, illustrating the
importance of the space truncation in this region. The rectangles with black
outline represents the shell closures.

1.2. Seniority scheme

In this thesis the quadrupole correlations at N = Z = 50 will be investigated via lifetime
measurement of low-lying states in neutron-deficient Sn isotopes. Considering that tin
isotopes are well-known semi-magic nuclei, the seniority should represent a “good” quantum
number for describing their Hamiltonian. In particular, the experimental results will be
discussed and interpreted in the light of seniority evolution and truncation along the isotopic
chain. Thus, for a clear understanding of the following discussions, it is important to
introduce the concept of seniority.

In a multi-particle system with n valence nucleons, the similar nucleons couple together
to angular momentum J = 0 because of the pairing force. For this reason almost all the
even-even nuclei have 0™ as ground. Then, because of the restrictions imposed by the Pauli
exclusion principle, only few values of the total angular momentum J are permitted. In fact,
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not all angular momentum coupling of two identical nucleons are possible, so the maximum
angular momentum J"%" that can be created with n nucleons in a shell of momentum j is
given by

n(n —1)
2

The seniority is defined as the number v of unpaired nucleons, i.e. nucleons that are not
coupled to angular momentum J = 0 [3]. In first approximation this quantity is a good
quantum number for semi-magic nuclei. In these isotopes the n neutron or protons outside
the doubly-magic core will mainly have a j™ configuration, where j is the lowest energy
orbital outside the core. For example, in the case of neutron-deficient tin isotopes, the first
neutrons outside the Z = N = 50 shell closure will predominantly occupy the 1g7/o shell,
as it can be deduced from Figure 1.3.

In a j™ configuration the conservation of the seniority quantum number provides a use-
ful simplification in the description of the nuclear structure, called seniority scheme. For
example, various interactions and matrix elements can be classified in terms of whether or
not they conserve seniority. The seniority scheme predicts that the low-spin excited energy
levels should have energies independent on the number of nucleons outside the core. It also
provides an analytical estimate of the electromagnetic transition strengths between these
states, for which a parabolic behaviour is expected [36]. A schematic illustration, showing
the reduced transition probability B(FE2;J — J — 2) for seniority-dominated transitions, is
presented in Figure 1.6.

del‘

= nj — (1.12)

e B(E2; Av = 0)

_ 5 OB(E2 Av=2) a8
= g
) & |/ seniority
08 m N
Z  B(E2 2 —0)

Figure 1.6.: (Left) Calculated B(E2;J — J — 2) values for seniority conserving (full dots)
and non-conserving (open dots) transitions as a function of the fractional filling
of the main shell. (Right) Schematic illustration of B(E2;J — J — 2) plotted
against B(FE2;2% — 07) for seniority- and collectivity-dominated transitions.
Figure adapted from Reference [36].

The seniority scheme often gives rise to the so-called seniority isomers. In a j™ configura-
tion the states at low energy are usually the ones with low seniority [37], because breaking
a pair of nucleons coupled to J = 0 has an energetic cost. As a result, the ground state
of even-even semi-magic nuclei has v = 0, while the lowest yrast levels almost always have
only one broken pair of nucleons, i.e. seniority v = 2. In addition, because the energies

22



1.3. Heavy-ion reactions

of the v = 2 states are independent of the number of nucleons n, all energy differences of
seniority v = 0 and v = 2 states in the n-particle configuration are identical to those in the
two-particle system [3]. Along the tin isotopic chain, indeed, the excitation energy of both
the first 2% and 47 states is rather constant, how it is presented later in Figure 1.16.

In the mentioned case of the neutron-deficient tin isotopes, when neutrons fill the 1g7 /o,
the maximum angular momentum is 6. These maximally-aligned states are usually isomeric
with a lifetime larger than 1 ns. This is due to a combination of low transition rate to
the underlying level and of a small transition energy: on one side the E2 strength between
levels with v = 2, as the low-lying yrast states in semi-magic nuclei, are hindered, especially
when the j shell is half filled [38]; on the other side the energy differences between excited
low-spin yrast levels become smaller going towards the maximally-aligned state.

1.3. Heavy-ion reactions

Nuclear reactions are a very complex quantum mechanical process which depends on the
structure of the involved nuclei and on the reaction mechanism. Although the boundaries
between various processes are not sharp, one can still classify them according to the reaction
impact parameter, transferred angular momentum, energy and so on [39-41]. Figure 1.7
shows that with increasing impact parameters the interaction evolves from fusion reactions,
which require a substantial overlap of the two nuclei, through deep inelastic processes, to
quasi-elastic reactions, which are associated with the most grazing-type collisions [42]. At
even larger impact parameter nuclei feel only Coulomb force, and only Coulomb excitation
is observed.

quasi-elastic reaction

fusion

N

impact parameter b

P |

deep inealstic collisions

elastic scattering

Figure 1.7.: Classification of heavy-ion collisions as a function of the impact parameter.
Figure adapted from Reference [43].
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1.3.1. Coulomb excitation reactions

Coulomb excitation is the physical process in which a target nucleus is excited by the
electromagnetic field of a projectile nucleus, or vice versa [44—46]. The primary advantage in
using sub-barrier Coulomb excitation is the inherent exclusion of any strong force component
in the excitation process.

The cross section for the excitation process can be calculated in detail for low energies,
i.e. for energies below the Coulomb barrier. At these energies, the charge distributions
of the two nuclei do not overlap, due to the Coulomb repulsion, and the electromagnetic
interaction plays a dominant role. For the intermediate energies, the cross section for the
Coulomb excitation process was calculated in a semi-classical approximation: the cross
section depends on the minimum impact parameter b,,;, and in this energy regime it is
calculated as [47]

ge-m. 1 Z Zt€2
— t [ Zmaz -z p 1.1
bmzn |:CO ( 5 ) + 2:| 'YmOU2 ( 3)

with the maximum scattering angle in the centre of mass system 67", the reduced mass of
the two nuclei mg, the Lorentz factor v and the velocity v of the projectile in the laboratory

system. The calculation for the cross section yields

(1.14)

(Ze\? B(EAO =) 1
77 he 22 A1

for the transition multipolarity A > 2, the charge of the target nucleus Z in the case of
projectile excitation.

Due to the proportionality of o and B(E\), the reduced transition probabilities can be
obtained from measurements of Coulomb excitation cross-section. At intermediate energies
and above, one-step processes (i.e. the direct transition from the ground state to the excited
state) are dominating the population of excited states and among these E2 transitions are
favoured, as it can be deduced from Equation 1.14. Therefore, in even-even nuclei the
Coulomb excitation process populates predominantly the first 2 states.

1.3.2. Multi-nucleon transfer reactions

In heavy-ion collisions, Multi-Nucleon Transfer (MNT) reactions play a considerable role,
and both pick-up and stripping of nucleons occur. Transfer reactions represent the natural
transition from the quasi-elastic regime to the more complex deep inelastic one [48]. In
a single collision it is possible to transfer several nucleons and large angular momentum
between the projectile and the target.

In the last decade, the renewed interest in transfer reactions has been mainly due to
the realization that MNT reactions could be used to populate nuclei moderately rich in
neutrons with cross sections large enough to study their structure [49]. This renewed interest
benefited from the construction of the new generation large solid angle spectrometers based
on trajectory reconstruction (VAMOS++, PRISMA, etc.), providing at the same time large
overall efficiency and good identification of reaction products.

In quasi-elastic reactions the projectile has lost only a moderate amount of energy and has
exchanged only few nucleons with the target nucleus. Such reactions close to the Coulomb
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1.3. Heavy-ion reactions

barrier are assumed to correspond to collisions where the surfaces of the two ions have just
been in grazing contact, and they essentially keep their identity [41]. Quasi-elastic reactions
populate well defined quantum states with a high degree of selectivity, usually at rather low
excitation energy and with (relatively) high spins. In addition, the angular distributions
often exhibit a single peak at the grazing angle.

R=10.4 fm

-20 =10 0 10

Figure 1.8.: Microscopic Density-Constrained Time-Dependent Hartree-Fock study of
48Ca+1328n at the energy E.,, = 140 MeV, showing a contour plot of the
mass density at internuclear distance R = 10.4 fm. During the formation of
the “neck” between the reaction fragments, the nucleons transfer takes place
entailing an exchange of mass and momentum. Figure taken from Reference

[50).

In deep-inelastic reactions (or strongly damped collisions) the distribution of masses and
kinetic energies of the reaction products often present a broad distribution. Moreover, an
appreciable fraction of the incident kinetic energy has been converted into internal excitation
energy. The primary products are also found to be essentially binary: they result from the
two heavy nuclei staying together for a longer time than that of direct reactions, but not
long enough for the two systems to fuse into a compound nucleus [40]. Such collision time
and large energy losses suggest that the excitation of surface modes allows the two ions
to stay in close contact for time sufficient to exchange large number of nucleons. Very
often this mechanism is described via the creation of a “neck” between the two colliding
partners, as it is predicted, for example, by Time-Dependent Hartree-Fock calculations (see
Figure 1.8). During the time window when the neck between the ions is created, there is a
large energy loss, but the system still retains memory of how it was formed by showing, for
example, a forward-peaked angular distribution. The two nuclei involved in the reaction are
characterized by a large exchange of nucleons, towards the charge equilibration (i.e. N/Z
ratio of compound nucleus).

For a given mass asymmetry in the entrance channel, the contribution of quasi-elastic or
deep-inelastic components in a reaction depends mainly on the projectile energy, but also
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on the mass of the colliding partners and on the detection angle. The height of the Coulomb
barrier, by using the two point charges expression, can be written as

2
By = 25 (1.15)
rc
where Z; and Z, are the atomic number of target and projectile, respectively, and r¢ is
the interaction distance. For projectile energy higher than the Coulomb barrier the deep-
inelastic contribution to the total cross-section becomes more and more important.

For both MNT and deep-inelastic collisions a unified theory has not been defined yet [51]
and the different existing models are able to reproduce just few aspects of such reactions.
On the other hand, for MNT reactions close to the Coulomb barrier the reaction process
can be described in semi-classical approximation®. Thanks to such approximation, the
equations related to the motion of the colliding partner can be considered as describing
classical trajectories. Then, by treating the transfer reaction in first order perturbation
theory and approximating the true trajectory with a parabolic parametrization around the
turning point, the probability for a given transfer process from the entrance channel « to

the channel 8 may be written as [48, 52, 53]

1 2
oo =\ [ T6mm o] Koy 1.1
Ba 167h2 |TO|Ka’1 ’f,@a(oa’f‘” g(Qﬂa) , ( 6)

where 7 is the radial acceleration at the distance of closest approach for the grazing partial
wave, the coeflicient Kafl contains the binding energy of the single particle state a) entering
in the transition, fg(0,7) is the transferred-particle form factor at large distances and
9(Qpa) is the adiabatic cut-off that depends on the optimum Q-value of the reaction. From
Equation 1.16 it is clear that the transfer processes are mainly governed by two contributions:

e form factors, spectroscopic information of colliding nuclei and dynamics

e optimum @Q-value consideration, regarding the balance of the internal and binding
energy in the phase space of the colliding nuclei

Due to the characteristic behaviour of the binding energy in the nuclear chart, the process
is essentially governed by the lighter partner of the reaction. In general, the use of lighter
stable projectiles on heavy targets results in population of only proton stripping and neutron
pick-up channels.

The form factor is a matrix element between initial and final states in the transfer process
and reflects nuclear structure properties of the donor and acceptor, weighting the relative
importance of different channels. The form factor is equal to

For (B, 7) = (wg| (Vy = Uy) ws) (1.17)

- 1 -
where £ is the transferred momentum, = — (7"5 + r}) is the centre of mass distances, |w;)

constitute a dual base obtained from the overlap matrix, U and V are the nuclear potential

3Semi-classical approximation is valid also at the energies above the Coulomb barrier since the wave length
associated with the relative motion is much smaller than the interaction region (sum of the two nuclear
radii) [48].
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1.3. Heavy-ion reactions
and the coupling interaction respectively. At large distances, for the transferred particle the
form factor can be written as

e Kt (1.18)

1
fB’Y(Ovr) ~ Ka/T
1
where the asymptotic behaviour of the form factor is governed by the coefficient K, . For
single-particle states close to the Fermi energy the decay length of the one-transferred par-
ticle form factor is of the order of 1.2 fm, thus at large distances the transfer form factor
prevails over the nuclear component of the inelastic form factor.
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Figure 1.9.: (left) Schematic design of the angular momentum transfer in the case of transfer
reactions between a target ¢ and a projectile p at energies close to the Coulomb
barrier. The angular momenta of the orbiting nucleons of the initial /; and final
state [y would be perpendicular to the scattering plane and their projections
will have opposite sign. (right) Schematic representation of the states populated
in the plane excitation energy versus angular momentum degrees of freedom for
the two regimes described in the text: small relative velocities (E,¢; < Er )
and higher transfer energies (E,¢; = Fr). The region of population for fusion-
evaporation reactions has been depicted for comparison. Figure adapted from
Reference [54].

As it was previously introduced by Equation 1.16, the transfer probability is affected by
an adiabatic cut-off that depends on the optimum Q-value of the reaction:

2
_ (Q - Qopt)
h2ro Ky
9(Q) =e 07
Such cut-off function ¢(Q) defines the actual value of the transition probability whose max-
imum is at the optimum Q-value. This derives from the requirement that the trajectory

(1.19)
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of entrance and exit channels matches smoothly close to the turning point where the con-
tribution of the form factor peaks [55]. The bombarding energy dependence of the cut-off
function is contained in the 7 term that defines its width (inversely proportional to the col-
lision time). Lowering the bombarding energy increases collision time and squeezes Q-value
window, thus reducing the average number of transferred neutrons. On the other side, by
increasing the bombarding energy the grazing distance is decreased, thus leading to more
intimate collision in the grazing region.
The optimum Q-value is calculated as

>\, "7 ) F — —— | (Ep—Eg)+ ——— (Rimp — R . (1.20
Q pt <Zt Zp) B+ <mp mt) ( D B) + - ( My pmtl) ( )

where Ep is the height of the Coulomb barrier, Z; and m; are the proton number and the
mass of the i-th particle, while x, p and ¢ stay for the transferred particle, the projectile and
the target before the reaction, while pl and tl stay for the projectile-like and the target-like
fragments after the reaction, respectively. By observing the equation above, for the neutron
transfer (Q,p: ~ 0 and this implies that in first approximation the optimum Q-value can be
considered constant along an isotopic chain, as it was assumed during the optimisation of
the experimental setup, as it is presented in Appendix A (see Table A.3). On the other hand,
the optimum Q-value for charge particle transfer is both system and energy dependent.

The knowledge of the states directly populated in a MNT reaction has a significant
bearing on the application of such reactions in the ~-ray spectroscopy. In the case of
transfer reactions at energies close to the Coulomb barrier, since the relative kinetic energy
is very small if compared with the Fermi kinetic energies (E,; < Ep ), the transfer of
a nucleon happens as it is sketched in Figure 1.9 (left), i.e. the angular momenta of the
orbiting nucleons of the initial /; and final state [y would be perpendicular to the scattering
plane and their projections will have opposite sign. Thus, the maximum transfer angular
momentum is given by

|lt7"an5f| = |ll + lf| = ’ll| + |lf| . (121)

At a higher energies (E,¢ =~ EF), due to the larger relative angular momentum between the
two nuclei, one tends to have a similar population of the states j; = Iy = 1/2. Therefore,
these two regimes will populate two very different regions in an excitation energy versus
angular momentum plot, as illustrated in Figure 1.9 (right). The transfer mechanism, due
to the angular momentum matching conditions discussed above, makes possible a strong
yrast population.

1.3.3. Fusion-evaporation reactions

A fusion-evaporation reaction can occur for a strong overlap between the projectile and
target charge distribution, leading the two colliding partners to fuse together. The resulting
compound nucleus, which has “forgotten” its origin, is formed in a highly excited state with
a high angular momentum and the excitation energy is redistributed between the nucleons as
they rearrange themselves. If the compound nucleus is stable against fission, the excitation
energy is released via particle (protons, neutrons, alpha particles, etc.) evaporation and
then «-ray emission. In the evaporation process the amount of removed excitation energy
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depends on the binding energy of the evaporated particles and on the Coulomb barrier, that
protons need to overcome to escape the nucleus. A schematic drawing, presented in Figure
1.10, shows the production and decay mechanism of a compound nucleus.

Taget ©
o :} :} % 4ast®i\

Fission
’—O\ Fusion 1022 sec %

Beam

Nucleus Compound

Formation

Ix
" n._»
1019 sec n

20 s

B AVAVAVAL

1015 sec "
3 ot
§

109 sec
Groundstate

Figure 1.10.: Different steps of a fusion-evaporation reaction ending up in the ground state of
the newly formed nucleus. The average time scale of each step in case of heavy
compound-nucleus formation is indicated. Taken from References [56, 57].

The fusion cross section defines the formation probability of the compound nucleus, which
will eventually decay via several fusion-evaporation channels or by fission. Therefore,

O fusion = Z OER *+ O fission (122)
ER

where ogg is the cross section of an individual evaporation residue and o f;ssi0n denotes
fission cross section. This effect can be seen in Figure 1.11 (a) that presents a sketch of
the fusion-evaporation cross section with respect to the excitation energy of the compound
nucleus. The total fusion cross section rises with increasing beam energy, however the fusion
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evaporation cross section decreases when the fission process starts to compete. This effect
can also be seen in the lowering of the cross section of the individual evaporation channels
with increasing number of evaporated neutrons. When the excitation energy is not sufficient
for any further particle evaporation, the final nucleus is still formed in a highly excited state,
the so called entry region. The ~-ray emission competes with particle evaporation and is
the dominant decay mode at excitation energies below the neutron-separation energy and
in the vicinity of the yrast line. The de-excitation path starting from the compound nucleus
is presented in Figure 1.11 (b): the region where the yrast line is reached depends on the
position of the entry region, which is determined by the fusion-evaporation entrance channel
and in particular by the excitation energy of the compound nucleus.
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Figure 1.11.: (a) Schematic illustration of the fusion-evaporation cross-section with respect

to the excitation energy of the compound nucleus. The cross section of fusion
and fission rises with increasing energy; as the fission cross section becomes
more competitive with the increasing excitation energy of the compound nu-
cleus, the fusion-evaporation cross section starts to decrease. As example, the
neutron-evaporation channels have been added, while the 2n channel is pre-
sented by a dashed line as the fusion barrier cuts this exit channel. (b) The
de-excitation path to the yrast line of the final nucleus, produced in the entry
region through the evaporation of neutrons from the compound nucleus. The
4n evaporation channel has been drawn as an example and the arrows from
the entry region downward denote emitted v rays. Taken from Reference [58].

In this sense, fusion-evaporation reactions favour the study of collective behaviour of
nucleons in proton-rich nuclei by employing in-beam ~-ray spectroscopy. These reactions
provide a unique possibility to study nuclear properties under conditions unattainable via
other types of reactions.
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1.4. Gamma-ray spectroscopy

Gamma spectroscopy is a fundamental tool in nuclear physics, as it provides essential infor-
mation on the structure of nuclei. In fact, the study of v-ray emission and of its competing
process, such as internal conversion, allows to assign spin and parity to the nuclear levels or
to test the nuclear wave function through the measurement of the electromagnetic transition
strengths.

1.4.1. Electromagnetic transitions in atomic nuclei

One of the most common de-excitation modes of the atomic nucleus is via the emission of
~ rays. The electromagnetic radiation produced by a nucleus can be described in terms of
a multipole expansion. This is convenient because transitions between nuclear levels, which
have a well defined spin and parity, carry away a precise amount of angular momentum thus
giving origin to selection rules that limit the number of possible multipolarities [59, 60].
Moreover, as it will be shown soon, the highest multipolarities are much hindered with
respect to the lower ones: therefore, in a v decay, only one or two multipolarities are
usually considered.

An excited nuclear state with an energy E;, spin J; and parity m; can decay via the
emission of a 7y ray to a lower energetic level with an energy Ey , spin J; and parity 7;. In
absence of any external force, the total energy and the momentum have to be conserved:

Ei=E;+E, +Tg e
0=p5+pk

2
where pg is the momentum of the recoil and Ty = 5—]\1} its kinetic energy. Solving the above
system of equations, the energy of the emitted photon is

AE (AE)?
_ 2 ~
E, = Mc —1j:,/1+27 ~AE - (1.24)

where AE = E; — Ey ranges between few keV to several MeV. Considering that the mass of
the recoil nucleus is around 1 GeV per nucleon, in the majority of cases the recoil correction
is negligible.

Since a «y ray is just a high energetic photon which is emitted from the nucleus, in addition
to the energy also the angular momentum and the parity are conserved. Hence, the angular
momentum of the v ray (L > 0) has to satisfy the triangle inequality:

’Ji—Jf|§L§Ji+Jf . (1.25)
The change of parity for electric (E'L) and magnetic (ML) character is given by

An(EL) = (-1t

An(ML) = (—1)-+1 (1.26)

The total transition probability from an excited level ¢ to a level f is determined as
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87 (L +1) <EV
Api =

eohL [(2L + DI \ he

where L is the angular momentum carried by the photon, E, its energy, I; and I; the
spin of the final and initial states respectively, o represents the character of the transition,
and B(eL;I; — If) a quantity called reduced transition probability. The reduced transition
probability has different forms according to the character € of the electromagnetic transition
and it is defined as

2L+1
> B(eLiT; — Iy) | (1.27)

BleL; I; — Iy) = [(f1OED) [ . (1.28)

2I; +1

The relation between transition probabilities and reduce matrix elements is summarised in
Table 1.1.

T(E1) = 1.587-10°E3B(E1) T(M1) =1.779 - 108 E3B(M1)
T(E2) =1.223-10°E°B(E?2) T(M2) =1.371-10"E°B(M?2)
T(E3) =5.689 - 102E" B(E3) T(M3) = 6.387 - 10°E"B(M3)
T(E4) =1.649-107*E°B(E4) | T(M4) =1.889-10"SEB(M4)
T(E5) = 3.451 - 10" M EY B(E5) | T(M5) = 3.868 - 10~ B EY B(M5)

Table 1.1.: Electromagnetic transition rates. The transition probabilities 7" are in s~!, the
energies E are in MeV, B(EL) in e*fm?! and B(ML) in p%fm?L—2.

Effective transition operators

As it was previously discussed, the reduction of the Hilbert space to a model space because of
computational reasons leads to the construction and employment of effective interactions.
For the same reasons, the bare transition operators cannot reproduce the correct results
because important contributions to the transition matrix elements may have been lost in
the truncation procedure.

Considering the wave functions |a) and |b) from the model space, the effective operators
for the single-particle transition operators has to conserve the expectation value of the full
Hilbert space case:

, ; (a| O[b)
a'|Oerr b)) = ————
(| Ocsy |V) e O

After defining the operator @ =1—P =1—3". /) (], which projects off the model
space M, the matrix element of Equation 1.29 can be expanded in series [61]:

(1.29)

(d|Oepy V) ={d]|O+0O @ @G+ & @ GO+ | t) (1.30)
E’U - Hv EU - H’U

where G is the reaction matrix, coming from the solution of the Bethe-Goldstone equation

for the given residual interaction, while F, and Hq(,o) are respectivelly the energy and the

unperturbed Hamiltonian rewritten in the valence space [62]. The first order of such equa-

tion contains the unperturbed valence energy denominators that consider all the possible

32



1.4. Gamma-ray spectroscopy

particle-hole states, which must represent the excitation energy of the intermediate states
with respect to the unperturbed valence states |a’) and [b'). Practically, because of the
emission or absorption of a quantum gamma of character € and momentum L, a core par-
ticle is excited into an unoccupied orbit and creates a particle-hole state; then this p — h
states later recombines in a scattering process with the single particle outside the core. A
diagrammatic explanation of such a process is shown in Figure 1.12.

a a

4 CL 4

b4 X CL

(alO — G|b) (alG — O|b)
Figure 1.12.: Diagrams explaining the first-order expansion of the Equation 1.30: because of
the emission or absorption of a quantum gamma of character € and momentum
L, a core particle is excited into an unoccupied orbit and creates a particle-hole
state; then this p — h states later recombines in a scattering process with the
single particle outside the core. Figure adapted from Reference [61].

Thus for a given 2L-pole transition of a nucleon from state U; to state ¥ 7, an effective
charge can be introduced as the ratio between the first- and the zeroth-order reduced matrix
elements (the latter always taken for a proton)

Ay, tz| O(el) |, t2)

1.31
Ut = —1/2|O(L) jint ¢ (1.31)

with

Q
5G+G

— % ———5yOeL) | lii,t2)
E, — H} By — HY

AW (g, t:| O(eL) |jis t:) = (gt <O(€L)

(1.32)
For a neutron, bearing no electric charge, the zeroth-order matrix elements vanish. On the
other hand, since the neutron can excite a proton particle-hole pair that recombines in an
electric 2-pole transition a non-zero charge is associated to it. Similarly a proton particle-
hole pair formed after absorption/emission of a «y-ray can be deexcited in a collision process
with a neutron.
The effective charges are dependent on the multipolarity of the transition, on the initial
and final states concerned and on the configuration space. In practice, the effective proton
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and neutron charges are introduced to account for polarization effects of the valence nucleons
on the otherwise inert core of the shell-model calculation. The polarization charge, which
is the difference between the effective and bare charge, is believed to arise from virtual
excitations of isoscalar (IS) and isovector (IV) giant resonances of the nucleus [10, 63, 64]:

€p = A(l)e(ji,jf, —1/2) =14¢€py =1+ ell,fl — ezl;(‘;;

1V

(1.33)
en = AWe(ji,j1,1/2) = epa = €l + el

IS VA4 . . . . .
where e, and e, represent the isoscalar and iscovector polarization charge, respectively.

In the case of F2 transitions involving N ~ Z stable nuclei, these charges are predicted to
be eéfl ~ 0.5 and 61% ~ 0.32 [10]. On the other hand, Hamamoto and collaborators [63]
discussed the role of effective charges for nuclei far from stability: in nuclei |N — Z| > 0
the calculated IS Giant Quadrupole Resonance (GQR) carries an appreciable amount of
the IV density due to the neutron/proton excess, while the calculated IV GQR carries very
little IS density. It was also clearly seen by Hamamoto that the polarizabilities are small
for nucleons with small binding energies and small orbital angular momenta, since those
nucleons do not polarize the core nuclei efficiently. In Reference [65] was shown that, when
the model space being used to describe the physics of a given nucleus does not consider
all possible Ofw excitations, the inclusion of the effective three-body forces is essential to
understand quantitatively the experimentally observed transition rates. These often-ignored
terms have not been explicitly treated in a full perturbative calculation so far. However,
following the rigorous analysis of Reference [66], the effects can be assessed by explicitly
considering the relevant particle-hole excitations from the core. Therefore when performing
Large-Scale Shell-Model (LSSM) calculations it is very important to properly treat the
effective many-body terms. In the work discussed in this thesis, as it will be discussed in
Chapter 6, this treatment is an important point since one might consider calculations of
the neutron-deficient Sn isotopes with a °9Sn (or ?°Zr) core, i.e. without the proton and
neutron (or neutron) gg/; orbital in the valence space. This calculations might demand
effective three-body forces and two-body E2 operators to describe the experimental reduced
transition probabilities B(E2) values.

1.4.2. Internal conversion

In addition to the de-excitation of a nuclear level via the emission of a « ray, internal
conversion is another mechanism through which a nuclear excited state can decay. It was
first observed by O. Hahn and L. Meitner [67] and the phenomenon was called “conversion
of v radiation”. A few years later the physicist H.R. Hulme [68] gave the first correct
theoretical interpretation of the process.

Internal conversion proceeds by the ejection of an atomic electron, due to the interaction
between the electromagnetic field produced by the nucleus and the atomic electron. In
this phenomenon, that seems not to depend from the nuclear structure, the electron wave
function penetrates the nucleus and interacts with its electromagnetic field. For this reason
it is obviously more probable that this mechanism involves the inner electrons. After the
ejection of the atomic electron, a vacancy remains in its shell and it will be immediately
refilled by the electrons from the upper shells: as effect of this cascade, X-rays and Auger
electron emission takes place.
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The involved atom shell depends on the multipole character of the field. However, the
internal conversion rate can be altered by changing the chemical conditions of the atom
because the transition is heavily dependent upon the electron configuration. From atomic
physics, the chemical bonds involve the external electrons, whose contribution to the internal
conversion rate becomes significant only for high order corrections. In fact, recent studies
show that the internal conversion rate is modified by the ionization of the atom [69] but
this effect decreases rapidly with the increasing atomic number Z [70]. For this reason the
theoretical predictions of the conversion process usually consider the atom as a free and
neutral system.

Internal conversion is caused by variations in the radial part of the electromagnetic po-
tential, while the ~-ray emission is caused by transverse variations. For this reason this
process competes with the vy-ray emission: the total electromagnetic decay probability A
has indeed two components, A\, arising from ~-ray emission and A, from internal conversion:

Ae
At:A’y—i_)\e:Av(l'i_A)E)\'y(l'i_a) . (134)
y
When including both the processes in the decay probability, it is convenient to define the

(total) internal conversion coefficient o = i—j, which helps to compare the two ways of decay.

Since well known aspects of atomic physics are involved, it is possible to evaluate these
coefficients theoretically: the main contribution, that is given by the inner electrons, can
be calculated with extreme precision. On the other hand, as introduced before, the high
order corrections, which are due to more external electrons, can strongly change with the
boundary conditions. However, under the assumptions that the penetration of the electron
wave function in the nucleus in negligible and that the ejected electron can be described
as a free particle, an approximate nuclear-structure independent description of the internal
conversion coefficient can be found:

(BL) ~ 73 L 2 \* /2m,c2\ 3
WELE 3T 1 Uneohe E,

3
(ML) Z3 €2 4 2mec? L+3
« ~
n3 \4dmeghc E,

The internal conversion coefficient increases with Z3, with the angular momentum L and
with the inverse of the transition energy (£,). The internal conversion coefficients are
tabulated [71, 72].

(1.35)
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1.4.3. Gamma-ray detection: interaction of radiation with matter

For ~-ray spectroscopic studies a complete absorption of the energy of the ~ ray is most
important. In nuclear physics the y-ray energies, which are relevant for such studies, cover
over 3 orders of magnitude (= 10 keV - 10 MeV) and in this range the interaction of the
electromagnetic radiation with matter can mainly take place through four mechanisms:

e Rayleigh scattering
e photoelectric effect
e Compton scattering
e pair production

The contribution of these phenomena to the total cross section depends not only on the
atomic number Z of the detector material but also on the energy E, of the impinging v ray.
The absorption capabilities of the different mechanisms as a function of the y-ray energy is
presented for germanium detection material in Figure 1.13.
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Figure 1.13.: Mass absorption coefficient of electromagnetic radiation in germanium (Z =
32) as a function of the y-ray energy. The coloured lines represent the different
interaction mechanisms. Data taken from Reference [73].

Due to the cross sections of the involved processes, a high atomic number Z of the detector
material and a large volume is preferred to detect the v rays. On one side, scintillation
detectors, like Nal(T1), BGO or LaBrs(Ce), have a high Z but their energy resolution
is limited to a few percent. On the other side, semiconductor detectors, like germanium
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1.4. Gamma-ray spectroscopy

detectors, have a superior energy resolution but for y-ray energies between 150 keV and 8
MeV the Compton effect is the predominant interaction (see Figure 1.13).

Rayleigh scattering

The Rayleigh scattering is the elastic scattering of electromagnetic radiation by particles
much smaller than the wavelength of the radiation itself. Such a phenomenon results from
the electric polarisability of the particles: the oscillating electric field of a light wave acts
on the charges within a particle, causing them to move at the same frequency. Therefore,
the particle becomes a small radiating dipole, whose radiation is seen as scattered light.

While the scattering probability depends on the atomic number of the particle* and on
the unpolarised impinging-radiation wavelength, e. g.

o~ 722\ (1.36)

the intensity of the emitted electromagnetic radiation is proportional to the sixth power
of the particle’s radius. For this reason, as can be deduced from Figure 1.13, the process
is practically negligible at the atomic nucleus scale but it becomes more important when
it involves atoms and molecules. Indeed, the process is known mainly because Rayleigh
scattering of sunlight in the atmosphere causes the blue colour of the sky.

Photoelectric effect

The photoelectric effect is the emission of electrons or other free carriers when light is shone
onto a material. With this phenomenon the bound atomic electron interacts electromagnet-
ically with the v ray and, after the absorption, the photoelectron appears with an energy
given by

E, =hv—E, , (1.37)

where Fj represents the binding energy of the carrier in its original shell.

In addition to the photoelectron, the interaction also creates an ionized absorber atom
with a vacancy in one of its bound shells. This vacancy is quickly filled through capture
of a free electron from the medium and/or rearrangement of electrons from other shells of
the atom. Therefore, one or more characteristic X-ray photons may also be generated. In
some cases the emission of an Auger electron may take place and carry away the atomic
excitation energy.

The photoelectric process in germanium is the predominant mode of interaction for low-
energy v rays (see Figure 1.13). This process is also enhanced for materials with a high
atomic number and, even if no analytic expression exists for describing the photoelectric
absorption per atom over all range of y-ray energy F., an empirical trend of the cross section
is deduced to be

Zn

O —5~
3.5
B3

(1.38)

4The Rayleigh scattering becomes important when the electromagnetic radiation impinges on atoms and
molecules. For this reason, the scattering properties depends on an effective atomic number of the
particle, as it is discussed in References [74, 75].
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where the exponent n varies between 4 and 5 over the «y-ray energy region of interest.

In the low-energy region of Figure 1.13 discontinuities in the photoelectric absorption
curve appear at v-ray energies that correspond to the binding energies of electrons in the
various shells of the absorber atom. In fact, for v-ray energies slightly below the edge, the
process is no longer possible and therefore the interaction probability drops.

Compton scattering

The interaction process of Compton scattering takes place between the incident + ray and
an electron of the absorbing material: the incoming ~ ray is deflected through an angle 0
with respect to its original direction, transferring part of its energy to the electron.
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Figure 1.14.: Experimental y-ray energy spectrum for '37Cs radioactive source. The large
peak at 662 keV is due to the v ray emitted after the beta decay of the nucleus,
while the little bump at around 480 keV is the Compton edge caused by the
backward-scattered « rays that escape from the germanium detector.

Due to the energy and momentum conservation, the transferred energy can vary from
zero to a large fraction of v-ray energy that is related to the scattering angle. The relation
between the energy of the photon before (hr) and after (hv') the scattering can be easily
obtained from the conservation laws

hv

hw (1 — cosb)

h' =

(1.39)

1+
moc?
where mqc? is the rest-mass energy of the electron.

The probability of Compton scattering per atom of the absorber depends on the number
of electrons available as scattering targets and therefore increases linearly with Z. The
angular distribution of scattered 7 rays is predicted by the Klein-Nishina formula [76]
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hv 2 2
do 9 1 1+ cos®0 <moc2> (1= cost)
a0 =710 hw T A , hw ’
1+ e (1 — cosh) (1 + cos?0) {1 + e (1 — cosf)

(1.40)
where 7 is the classical electron radius.

Considering a germanium detector, because of the finite volume of the crystal, a Compton
scattered ~ ray can exit the detector and hence only deposit part of its energy. The effect
of this mechanism is the increasing of the background for energies lower than the so called
Compton edge, which represents the limit when the 7 ray is completely back-scattered
(§ = 7). Figure 1.14, showing the 7-ray energy spectrum for 37Cs radioactive source, is
reported as an example of such phenomenon.

Pair production

For E, larger than twice the rest-mass energy of an electron, the process of pair production is
energetically possible. As it is shown in Figure 1.13, the pair-production probability remains
very low until the «-ray energy approach several MeV: indeed in a germanium detector this
process becomes predominant when E, > 8 MeV. In this interaction mechanism the =
ray is converted in an electron-positron pair, which has kinetic energy Ef¢ = E, — 1.022
MeV. Because the positron will subsequently annihilate after slowing down in the absorbing
medium, two annihilation photons are normally produced as secondary products of the
interaction.

No simple expression exists for the probability of the pair production mechanism, but it
has been experimentally seen that the magnitude varies approximately as the square of the
material atomic number (o ~ Z2).

As it was the case for the Compton scattering, also the v ray originated from the anni-
hilation of the position can escape from the germanium detector. These events appear as a
continuous background in the measured ~-ray spectrum or as additional peaks having the
full energy minus 511 keV (single-escape peak) or 1022 keV (double-escape peak).
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1.5. What is known along Z=50

Across the Segre chart of nuclei, the tin isotopes have a privileged status. Besides containing
the longest chain of isotopes in between two doubly magic nuclei, in this case '°°Sn and
13281, accessible experimentally, the valley of stability crosses this chain in the middle. This
allows systematic studies of basic nuclear properties from very neutron-deficient N = Z to
very neutron-rich nuclei.

10

50 shell gap [MeV]

Z=
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Figure 1.15.: Systematics of the Z = 50 proton shell gap as a function of the neutron
number. The experimental values are taken from Reference [77].

Several studies have been performed in this region to examine the robustness of the proton
shell closure when the N = 50,82 magic numbers are approached. The magnitude of the
proton gap is well known for neutron-rich nuclei beyond the end of the major shell and
shows a maximum for '32Sn [77, 78]. However, on the neutron-deficient side experimental
information is more scarce and only indirect evidence for a good Z = 50 shell closure exists,
e.g. the excitation energy of the core-excited isomer in 8Cd [79] or the large Gamow-
Teller strength observed in the 3 decay of °°Sn [80]. The two works provide different and
incompatible evaluation of the Z = 50 shell closure for 1°Sn: the first estimates a proton
shell gap of ~ 6.5 MeV, adopted value for the majority of the theoretical calculations, while
the second gives a gap of ~ 3 MeV. In Figure 1.15 the systematic of the directly-measured
proton shell gap Z = 50 is shown as a function of the neutron number: the value of such
shell gap has been defined as the difference S2,(Z = 50) — S2,(Z = 52), where Sy,(Z)
represents the separation energy for extracting two protons from a nucleus with a given
atomic number [77].

Complementary probes of the shell gap evolution can be obtained from the excitation
energy E, of the first 2% and 47 states and the reduced transition probability B(E?2; ZT —
0;5.) of the neutron-deficient even-even Sn isotopes when '°°Sn is approached.
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Excitation energy and seniority isomers

Figure 1.16 shows the systematics of the low-lying excited states for the even-even Sn nuclei
for mass numbers between A = 102 and A = 130. The excitation energies of the low-
lying excited states 2% and 4T of the tin isotopes between '“°Sn and '32Sn seem rather
constant. For neutron-deficient Sn isotopes with A < 112 the presence of the isomer 6T
with lifetimes larger than 1 ns suggests the typical seniority for the (g; /2)”:2 configuration.
Similar consideration can be done for heavier Sn isotopes, whose 10T states have a long
lifetime of the order of few us: such state can also be identified as a seniority isomer arising
from the neutron orbital (hq; /2)”:2. These two regions seem to be divided by a soft closed
subshell at N = 64 [81].
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Figure 1.16.: Systematics for even-even Sn nuclei of mass numbers between A = 102 and
A = 130 showing the partial level schemes up to the seniority isomers. For
neutron-deficient Sn isotopes with A < 112 the presence of the 6% isomer
with lifetimes larger than 1 ns suggests the typical seniority for the (g7 /2)“:2
configuration. For heavier Sn isotopes, whose 10T states have a long lifetime of
the order of few us, such state can also be identified as a seniority isomer arising
from the neutron orbital (hqq /2)”:2. Levels of the same spin and positive parity
are connected by dashed lines. Figure adapted from Reference [81].

Reduced transition probability

While the excitation energies of the 2" and 4] states are well known and rather constant, the
B(E2;2% — 01) transition strengths follow a kind of bell-shape behaviour. If a generalized
seniority scheme is naively considered, the a priori expectation is an inverted parabola
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showing the maximum collectivity at mid-shell and smoothly decreasing towards the shell
closures, reflecting the number of particles times the number of holes available within the
major shell. This simplistic picture has been largely discussed among the nuclear physics
community. Considering a single j shell in the seniority scheme frame work, the solution
for the transition energies and for the transition operator matrix elements can be obtained
analytically. The solution predicts constant E,(27) excitation energies and a parabolic
pattern for the transition strengths. It has been shown that these key characteristics remain
valid in the generalized seniority scheme as long as the orbits within the major shell are
filled with the same rate, while for different level occupancies a shallow minimum for the
B(E2) values can be obtained at mid shell [82].
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Figure 1.17.: Reduced transition probability B(E2) systematics along the whole Sn isotopic
chain for (top) 47 — 2% and (bottom) 27 — 07 transitions. The “adopted”
results for the neutron-rich isotopes are taken from Reference [2], while for
the neutron-deficient region the results are taken from References [81, 83-93].

The rapid change in the B(E2) values at N = 64 seems to be related to the
neutron subshell closure [81].

However, Figure 1.17 shows that such naive prediction do not reproduce the experimental
results. In fact, on one side for the neutron-rich Sn isotopes the reduced transition proba-
bility seems to follow the parabolic behaviour with the maximum at the mid shell [94, 95]
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(typical trend that one would expect for one-body even operator, such as the B(E2)) that
is well described by Large-Scale Shell-Model (LSSM) calculations [83, 86]. On the other
side for the neutron-deficient Sn isotopes the B(E2;2" — 07) values [81, 83-87] seems to
have a smoother trend that is almost constant for 106 < A < 112. In addition, for such
neutron-deficient region there is a lack of information on the B(E2;4" — 27), while their
values would help to make a more robust physical interpretation. Several theoretical inter-
pretations and calculations have been performed during the last decades, but none of them
is able to reproduce consistently the trend of the experimental results.

Despite fusion-evaporation reactions are appropriate for the population and the inves-
tigation of neutron-deficient nuclei, the presence of the 6% seniority isomers avoids the
measurement of the reduced transition probability of the low-lying 2+ and 4T states life-
times. For this reason, up to date the region has been studied via Coulomb excitation mea-
surements [81, 83-87], which allow a direct population of the low-lying states of interest.
Obviously such measurement can be performed only in facilities which provides proton-rich
radioactive beams, whose intensities (102 — 10® pps) are usually several orders of magnitude
lower than stable beams (10° — 10'° pps). Those experiments were performed or via safe
(forward) Coulomb excitation or via relativistic Coulomb excitation measurements, which
favour single-step processes.

1.5.1. Physical motivation of the experiment

In order to study the robustness of the proton shell closure and the origin of the flatter
B(E2;2T — 07) values when '°°Sn is approached, a more precise measurement of the
reduced transition probabilities is crucial for the neutron-deficient Sn isotopes. Figure 1.17
shows that for neutron-deficient Sn isotopes only experimental B(E2;2T — 07) values
are present but they suffer from large experimental uncertainties, which make the physical
interpretation difficult. Indeed, so far no theoretical calculation is capable to successfully
describe the full Sn chain.

Extra constraints can be obtained from the measurement of the reduced transition prob-
ability for 4% — 27 transitions. In fact, while the wave functions describing the first 2+
and 4T state are expected to be very similar, for the Sn isotopes the 4% — 27 transitions
conserve seniority (Av = 0) and 2t — 0% transitions do not (Av = 2).

The experiment described in this thesis was performed in order to derive the reduced
transition probabilities B(E2;2% — 0%) and B(E2;4T — 27) in 196:108Sn from the lifetime
measurements of their low-lying excited states.

1.5.2. The experiment

A different method from that of Coulomb excitation and fusion-evaporation reactions was
adopted to measure the lifetime of the low-lying states 27 and 47 in the neutron-deficient
Sn isotopes. It was shown by Broda and collaborators [96, 97] that neutron-deficient nuclei
close to the N = Z = 50 region can be populated via multi-nucleon transfer reactions.
These reaction mechanism is usually adopted for investigating neutron-rich nuclei [54, 98]
and allows the direct population of the low-lying yrast and near-yrast states (see Figure
1.9).

The experiment described in this thesis was devoted to the measurement of the reduced
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transition probability for 196198Sn by using the Recoil Distance Doppler-Shift (RDDS)
method [99, 100]. The nuclei of interest were populated via a MNT reaction where a
106Cd beam, provided by one separated-sector cyclotron of the GANIL facility (France) at
the energy of 770 MeV and with an average intensity of ~ 10'° pps, impinged onto a 0.715
mg/cm? thick “2Mo target [101, 102]. For lifetime measurements the RDDS method was
employed using the differential Cologne plunger, placing a 1.6 mg/cm? thick 2*Mg degrader
after the target. More details on the optimisation of the experimental setup can be found
in Appendix A.

The complete identification for the projectile-like products was obtained on an event-by-
event basis using the VAMOS++ spectrometer. In coincidence with the magnetic spec-
trometer the v rays were detected by eight AGATA Triple Clusters, placed at backward
angles in a compact configuration. In addition, combining the reaction mechanism with a
large angular acceptance magnetic spectrometer also allowed to control the feeding from
higher-lying states via a gate on the Total Kinetic Energy Loss (TKEL) [98].

The experiment presented in this thesis is complementary to the Coulomb excitation
experiments performed up to date in this region. Moreover, the performed experiment
represents the very first lifetime measurement of the neutron-deficient Sn low-lying states
and in particular the first estimation of the reduced transition probability for the 4T — 2%
transitions.
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In this chapter the experimental setup is described. After a brief description of the GANIL
facility, the AGATA spectrometer and its working principle are presented. Afterwards, the
VAMOS++ magnetic spectrometer follows with the description of all its detectors. Then
the Cologne differential plunger device is also introduced.

2.1. The GANIL accelerator complex

In Caen (France) the Grand Accélérateur National d’Ions Lourds (GANIL) provides heavy
ion beams for nuclear and atomic physics, astrophysics, material science and radiobiology
studies. GANIL-SPIRAL is the largest accelerator complex in France and one of the largest
facilities for heavy ions in Europe. The facility was jointly created and constructed by two
research organizations, CEA/DSM and CNRS/IN2P3, which decided in August 1975 to
build this laboratory in Caen. The first beam was delivered in November 1982, and the first
experiment took place in January 1983. In the following years, the laboratory continuously
developed and acquired a worldwide reputation in the field of nuclear physics. In particular,
in 1984 the doubly achromatic LISE spectrometer was installed in GANIL for the study of
of exotic nuclei, produced by the fragmentation of high-energy heavy-ion beams with thick
light targets. With its spectrometer GANIL has been one of the very first facilities working
on the production and investigation of radioactive ion beams. Then, in 1990 an upgrade
of the accelerators was made. As a result, a wide spectrum of high intensity ion beams
ranging from '2C to 23U accelerated up to 95 MeV/A was available. In 1995 GANIL
received the status of a European Large Scale Facility for research. A major upgrade was
achieved in 2001 with SPIRAL, with the addition of the Isotope Separation On Line (ISOL)
technique for the production of secondary beams of light exotic ions and post-accelerated by
a new cyclotron. GANIL is continuously evolving. A major step was the signature for the
construction of SPIRAL2 in 2006 for the production of radioactive ion beams originating
from the 23U fission.

The production of stable and radioactive ion beams for nuclear physics studies represent
the principal activity of GANIL. Using its 5 cyclotrons GANIL-SPIRAL is a truly multi-
beam facility and different experiments can be simultaneously run in different experimental
areas. In Figure 2.1 a schematic view of the facility is presented, showing the accelerators
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2. Experimental Setup

and the main devices installed in the different experimental halls.
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Figure 2.1.: Sketch of the GANIL facility. The beams coming from the 5 cyclotrons are
distributed in the different experimental area. The experiment described in
this work took place in the experimental hall G1, using the VAMOS-AGATA
setup.

After extracting the ion of interest from the source, the cyclotron CO pre-accelerates
the beam to an energy ranging from 0.25 MeV to 1 MeV, depending on the charge state
over mass ratio. Then the particles travel inside the CSS1 cyclotron and, after completing
between 100 and 500 revolutions, their trajectory reachs the maximum radius of 3 m. During
the experiment that will be discussed in this work, the '%Cd beam was provided by the
CSS1 at the energy of 770 MeV and delivered to the experimental hall G1, where the
VAMOS magnetic spectrometer was coupled with AGATA.

2.2. AGATA spectrometer

One of the most powerful methods to study the structure of nuclei is the detection of
rays, which are emitted by the de-excitation of the nuclei produced in the nuclear reaction.
In order to measure such radiation, it is convenient to use a solid detection medium and in
particular semiconductors, such as germanium: thanks to their low energy band gap (less
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2.2. AGATA spectrometer

than 4 eV at 300 K) and the consequent low carrier-generation energy (= 2 — 3 eV /pair),
semiconductors can provide a very good energy resolution for detecting the v rays. Thanks
to this property and due to its relatively high atomic number, germanium is used for building
efficient electromagnetic radiation detectors: in particular High-Purity Ge (HPGe) detectors
are commonly employed for v-ray spectroscopy. In order to reach a high detection efficiency,
the solid angle coverage of the ~ spectrometer should be as high as possible. However the
distance between the target and the detector is limited by the presence of the reaction
chamber, where complementary devices, such as the plunger (see section 4), can be placed.
Another issue arise when the detectors are put too close to the chamber. Due to the large
counting rate induced by intense stable beam, the signal of several ~ rays impinging on
one crystals are summed up which makes the spectroscopy difficult. In the energy range
of the y-ray transitions the Compton-scattering probability is significant and, considering
the dimensions of typical HPGe detector, that is approximatively 8 cm cylinder, and the
mean-free path of a v ray inside germanium (=~ 2 cm at 1 MeV), the radiation can escape
from the detector increasing the background. For this reason, the HPGe detectors are
usually surrounded by other veto detectors in order to suppress the escaped Compton-
scattered events and to improve the peak-to total (P/T) ratio. The presence of these veto
detectors, called anti-Compton shields, limits the possible detecting active volume reducing
significantly the solid angle and consequently the maximum efficiency of the full vy-ray array.
Additionally, in the case of in-beam spectroscopy the uncertainty of the ~-ray position should
be as small as possible in order to perform a good Doppler correction.

Figure 2.2.: Design of the geodesic geometry for the 47 solid angle coverage array. The
white line represent a ATC detector, counting one (R,G,B) triplet of crystals.
The figures is adapted from Reference [103].

In order to overcome these limitations, a new generation of HPGe detectors have been
designed and developed. One of these new arrays is the Advange GAmma Tracking Array
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(AGATA), European project supported by the funding of several agencies. The strength
of the project is the segmentation of each detector, which allows first to determine the -
ray interaction position inside each crystal with the measured signal shapes and then to
reconstruct the path of v ray inside the array. The geodesic geometry shown in Figure 2.2
with 180 detectors has been chosen to maximise the active volume. Moreover, by employing
the state-of-art of digital electronics and digital trigger systems, the maximum counting
rate per detector is increased by one order of magnitude.
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Figure 2.3.: AGATA technical drawings. Dimensions of the (R,G,B) types of the AGATA
asymmetric crystals, composing an ATC detector. The figure is adapted from
Reference [103].

The full AGATA array will be built out of 60 triple cluster (ATC), each of them composed
by three asymmetric HPGe crystals. The technical drawing with the dimensions of the
three different crystals is presented in Figure 2.3. Each crystal is a coaxial n-type HPGe,
electrically segmented in 36 parts, as it is shown in the left panel of Figure 2.4. A cross talk
of the level 1073 between the segments has been observed, while the cross talk between the
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2.2. AGATA spectrometer

crystals is negligible [104]. Each segment has its own preamplifier, which is divided into a
warm and a cold part, operating at cryogenic temperatures. These crystals are encapsulated
in a sealed thin aluminium case, minimising the passive material between the crystals. On
the right panel of Figure 2.4 a picture of an ATC is presented, showing the aluminium
capsule and the cold and warm parts of the electronics.

Figure 2.4.: AGATA triple cluster detectors. (left) Drawing of an AGATA crystal with
its electrical segmentation into 36 segments, 6 rings of 6 segments each. (right)
AGATA detector with graphically-edited transparent end cap, showing the three
HPGe encapsulated crystals and their electronics. Figure taken from Reference

[104].

For the experiment described in this thesis, 8 ATC detectors were mounted backward
with respect to the fragments direction and the array was placed in a compact configu-
ration in order to increase the overall vy-ray detection efficiency. In order to keep a good
separation between the two components of a transition that are produced in the Recoil
Distance Doppler-Shift (RDDS) method [100], the detector should not be placed too close
to 90° degrees where the Doppler shift is minimum. Then, as a compromise between the
requirements for larger efficiency and for the detector position, the array was placed at 18.5
cm from the target. A picture of the array surrounding the reaction chamber is shown in
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Figure 2.5.

Figure 2.5.: During the experiment, the AGATA array was composed by 24 crystals and it
was placed in compact configuration around the reaction chamber.

2.2.1. Pulse shape analysis

In a coaxial germanium detector, the shape of the charge collection signal as a function of the
time depends on the distance between the position of the y-ray interaction and the electrode
which collects the charge. Indeed, the charge induced on the electrode by moving charge
carriers (electrons and holes) in a coaxial germanium detector depends on the interaction
position [105]. Consequently, the pulse shape analysis allows a radial determination of the
position of the ~ ray.

In the case of an electrically segmented detector, charges are induced also on the neigh-
bouring electrodes, called mirror charges. In Figure 2.6 the central pad correspond to the
segment where the v ray interacted and created electron-hole pairs. This is called the seg-

50



2.2. AGATA spectrometer

ment with a net-charge signal. Moreover, the moving charges induce in the neighbouring
electrodes other signals, called transient signals. As it is shown in the pads surrounding
the central one of Figure 2.6, the transient signals have different shapes according to the
position of the neighbour segments. The shape of net-charge and transient signals depends
on the interaction position of the 7 ray, so using those charge information a better position
resolution can be achieved.
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Figure 2.6.: Comparison between the simulated signal shape (circles) and the measured one
(solid line), obtained with '37Cs source. The signals displayed in the different
panels are the net charge signal of the segment on which the measure is focused
and the 8 transient signals given by its 8 neighbour segments. Figure taken
from Reference [106].

For the determination of the interaction point which produces the measured signals, a
base of reference signals is needed. In order to obtain the reference base signals, it is possible
to scan each detector with a collimated source. Several scanning systems for the AGATA
crystals have been constructed during the last decades [106-108], but nowadays the Pulse
Shape Analysis (PSA) algorithm [109, 110] compares both the net and transient charges of
each detector with a simulated-signal shape database. Figure 2.7 shows the time evolution
of the shape of both net and transient signals as function of the interaction point inside a
segment.
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Figure 2.7.: Simulated traces for an AGATA detector: (top)

the core signal for different radii and (bottom) the
transient signals induced in a non-hit neighbouring
segment. Colour code as indicated in the inset of
the right graph. The slice is at 40.25 mm from the
front of the detector. The figure is adapted from
Reference [111].
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Figure 2.8.: Interaction position resolution (W) as function of

the y-ray energy for different interaction mecha-
nisms: photoelectric effect (blue), Compton scat-
tering (red) and pair production (green). The error
bars are due to statistical errors only. The figure
is adapted from Reference [112].
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2.2. AGATA spectrometer

For this thesis the full grid search algorithm is used to identify the signal in the database
with the best possible resolution, even if it is more time consuming than the adaptive algo-
rithm [110]. Employing the full-grid Pulse Shape Analysis (PSA) algorithm, a 5 mm position
resolution of the y-ray interaction is achieved [109, 112]. In Figure 2.8 the interaction posi-
tion resolution as function of the energy is shown for different interaction mechanism. The
spatial resolution allows to determine precisely the angle of emission of the + ray. Therefore,
the AGATA array is very well suited for the Doppler correction of ~ rays emitted in flight.

2.2.2. Tracking

The main task of y-ray tracking is to identify the individual transitions of an event and to
reconstruct their scattering sequence inside the detector using the energy and the spatial
coordinates of the interaction points. In Figure 2.9 the characteristic features of ~-ray
tracking are illustrated for the most relevant interaction mechanisms:

e Low-energy v ray has a short mean free path and mainly interacts with matter via
photoelectric absorption, transferring its energy to the electron into an isolated inter-
action point.

e Gamma rays with energies from a few hundred keV to some MeV are absorbed in the
detector with a sequence of (a few) Compton scattering interactions and a final pho-
toelectric effect. Such events are reconstructed using a figure of merit that quantifies
how well the scattering angles determined from the position of the involved interac-
tion points agree with the values obtained inserting the pertinent energies into the
Compton scattering formula. The figure of merit is calculated for all permutations of
the interaction points and the event is accepted if the merit of the best permutation
is compatible with an empirically defined limit.

e Above the threshold energy of 1.022 MeV, pair production events become impor-
tant. A strong signature of this mechanism is given by the fact that the first point
of interaction collects the total y-ray energy minus the mass needed to create the
electron-positron pair, while the two annihilation photons generate their own clusters
of interaction points in the vicinity of their interaction point.

The input for the tracking algorithms consists of energy and three-dimensional position
for each interaction point (Fj;, x;,yi, 2;). This information is provided from the PSA. A
tracking algorithm is used to reconstruct the trajectories of the ~ rays in order to determine
their energy and direction. For the reconstruction of the y-ray path a dedicated software
procedure is used, considering the position uncertainty of the PSA and the possibility that
not the total charge is collected. Currently, there are two different algorithms to perform
tracking with AGATA, both are based on the forward tracking: the Orsay Forward Tracking
(OFT) [113] and the MARS Gamma Tracking (MGT) [114].

The first step of the tracking algorithm is to group the interaction points in the crystal,
deduced by the PSA, into clusters in the (6, ¢) plane, as it is shown in Figure 2.10. The
angular coordinates (6, ¢) of all the interaction points are calculated at the beginning of
the program and the interaction points are sorted according to increasing 6 in order to
make the cluster searching easier. Points are group in clusters according to their relative
angular distance, which is adapted depending on the multiplicity of interaction points. For
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Figure 2.9.: The relevant v-ray interaction mechanisms in matter and the features exploited
by the tracking algorithms. Figure taken from Reference [114].
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Figure 2.10.: Interaction positions and cluster identification in a 47 germanium shell as
considered by the tracking algorithm. Figure taken form Reference [115].
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2.3. VAMOS spectrometer

each cluster and each permutation of the interaction points using the target position as the
source of the v ray, a figure of merit is calculated. In order to be further processed, single
interaction points must be well isolated hits: in the OFT algorithm the closest interaction
point must be physically at least 4 cm away. If this is the case, the figure of merit of the
cluster is computed: the algorithm estimates the probability for the incident photon to
travel the distance in germanium from the target position to the position of the interaction
point and then to undergo a photoelectric interaction.

For this work the OFT algorithm was used in the identification of the -ray path inside
the AGATA array. This algorithm depends on 3 empirical parameters that can be chosen in
order to optimise the tracking performances in agreement with the goal of the experiment.
In Chapter 3 the description of the parameters will be presented, while in Appendix B their
optimisation will be discussed.

2.3. VAMOS spectrometer

The VAriable MOde Spectrometer (VAMOS) [116, 117] is a large acceptance ion spectrome-
ter used to fully identify, providing both the atomic number Z and the mass A, the fragments
produced in a heavy-ion induced reaction. It consist of two large aperture quadrupoles and a
large magnetic dipole configured to operate in different ion optical modes. Depending upon
the kinematics of the reaction, the operating mode of VAMOS can be varied to optimise
different requirements. In the mass-dispersive mode operation, the spectrometer selects
and separates the reaction products according to the momentum to charge ratio and their
unique identification is achieved via event-by-event reconstruction of ion trajectories in the
magnetic field. The main operational features of the spectrometer are listed in Table 2.1.

Horizontal acceptance | -125 mrad to 4100 mrad
Vertical acceptance 4160 mrad

M /q resolution ~0.6%

Maximum rigidity 1.6 Tm

Flight path lenght ~ 760 cm

Table 2.1.: Optimal features of VAMOS for mass-dispersive mode operation

The large acceptance of the spectrometer induces significant image aberrations in the
focal plane of the spectrometer. For this reason it is crucial to employ trajectory recon-
struction to determine the particle momentum and scattering angle from the measured final
coordinates. The unique identification of the reaction products is achieved by combining
the reconstructed parameters, such as the magnetic rigidity (Bp) and the path lenght (L),
with measured quantities, such as time of flight (TOF), energy (E) and energy loss (AE).
In order to obtain this information, the spectrometer counts also a dual position-sensitive
Multi-Wire Proportional Counter (MWPC) entrace detector, a Multi-Wire Parallalel-Plate
Avalanche Counter (MWPPAC) and two Drift Chambers (DC). Moreover, at the focal plane
an lonization Chamber (IC) is placed for the identification of the reaction recoils providing
the atomic number. In order to increase the momentum acceptance of the spectrometer,
the standard focal plane detectors were substituted with larger areas ones (1000x 150 mm?)
[118]: with this upgrade of the apparatus the momentum acceptance increased from ~ 11%
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to ~ 30% and the spectrometer name changed to VAMOS~++. Despite the upgrade, in the
following pages the spectrometer is going to be called VAMOS for clarity. In Figure 2.11
the schematic design of the VAMOS spectrometer is shown with its various detectors.

Dipole

MWPPAC ]
Drift
Chambers

Quadrupoles lonization

Chamber

Figure 2.11.: Schematic drawing of VAMOS. At the entrance of the spectrometer the dual
position sensitive MWPC measures the direction of the recoils. This detector
together with a MWPPAC placed at the focal plane measures the TOF of the
fragments. The recoil position and direction at the focal plane are provided by
the two DC. Just after the DC an IC is placed to measure the energy loss and
total kinetic energy of the reaction products, which allows the identification
of their atomic number.

By coupling VAMOS with AGATA, the v rays in coincidence with the recoils can be
Doppler corrected event by event, thanks to the kinematic reconstruction of the recoil ve-
locity vector. The ion identification procedure and the Doppler correction will be presented
in Chapter 4.

2.3.1. Multi-wire entrance detector

One of the latest upgrades of the VAMOS spectrometer consists in its new entrance detec-
tor. The purpose of this detector is to provide the position of the recoil ions produced in the
reaction, determining their direction with a sufficient angular resolution for Doppler correc-
tion. Placed between the reaction chamber and the entrance of VAMOS spectrometer, the
new detector assembly consists of a pair of two position sensitive Multi-Wire Proportional
Counter (MWPC) [119] in a common gas volume. A schematic view and pictures of the
detector are presented in Figure 2.12, showing the distances between its components and
the definition of the target-position angles (fy, ¢y ).
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Figure 2.12.: (left) Schematic view of the dual position-sensitive multi-wire proportional
counter (MWPC) placed as VAMOS entrance detector. In the inset the expan-
sion of the three wire planes illustrating the wire plane orientation and spac-
ings. (right) Front and back views of the detector assembly. Figure adapted
from Reference [119].

The front and back MWPC have active areas of 40x61 mm? and 65x93 mm? respectively.
Each detector is composed of three electrodes: a central cathode that provides a time signal
(t1,2) and two orthogonally oriented anodes wire planes (X2, Y12). For each MWPC the
cathode is composed by gold plated tungsten wires with a diameter of 20 pm, separated by
0.5 mm. The X and Y anodes are composed of the same wires placed at a distance of 1.0
mm from each other. The distances between the wires was chosen to obtain the required
avalanche amplification gain. However, during the experiment few wires of both front and
back MWPCs were broken, so a correction in the evaluation of the target-position angles
has been introduced and it will be discussed in Chapter 3. The nominal performances of
the MWPC assembly are summarised in Table 2.2.

Time resolution 130(5) ps
Spatial resolution (front) | 73(9) pm
Spatial resolution (back) | 84(11) um

Table 2.2.: Nominal performances of the MWPC detector.
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The cathodes of the two MWPCs are separated by 105 mm and the detector assembly
is placed 174 mm downstream from the target. The detector system is operated using
isobutane C4Hjp with gas pressure ranging between 2 and 6 mbar. In particular, for the
experiment the pressure was set to 6.0 mbar. The 0.9 um thickness entrance and exit Mylar
windows are isolating the gas volume from the surrounding vacuum. Even if the spacial
resolution should improve the Doppler correction, the large gas volume together with the
Mylar windows decrease the recoil velocity, introducing a systematic error in its estimation.
The correction of this systematic error will be discussed in Chapter 4.

2.3.2. Focal plane detector setup

The focal plane detection system consist of three types of detectors: a Multi-Wire Parallel
Plate Avalanche Counter (MWPPAC), a pair of two dimensional position-sensitive Drift
Chambers (DC) and a multi-segmented Ionization Chamber (IC) [118, 120]. The schematic
view of the focal plane detectors is presented in Figure 2.13, showing the distances between
its components and the definition of the focal-plane angles (6, ¢).

MWPPAC  Drift Chambers lonization Chambers

2.5 um mylar

0.9um mylar

7716 mm 560 mm 461 mm

Figure 2.13.: Schematic view of the VAMOS focal plane detection system, indicating the
direction for increasing values of the magnetic rigidity Bp. The picture has
been adapted from Reference [118].

Because of its fast timing properties and its high counting rate capabilities, the MWPPAC
was chosen to measure the TOF, coupled with the MWPC entrance detector. The MW-
PPAC is composed of a central cathode and two anodes, each separated by 2.2 mm. The
detector has an active area of 1000x 150 mm? covered by vertical and horizontal gold-coated
tungsten wires for the cathode and anode respectively. In order to reduce its capacitance,
the cathode is segmented into 20 independent sections and it ensures a fast rise time of the
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signal. The detector is operated using isobutane C4H1¢ and for the experiment the pressure
was set to 6.0 mbar. A Mylar window of 0.9 pm isolates the beam line vacuum and it is
supported by 100 pm diameter nylon wires placed every 50 mm. Because of the energy loss
into the gas and the Mylar foil, a systematic error is introduced in the evaluation of the
recoil velocity, as introduced for the MWPC detector. The discussion of this systematic
error will be presented in Chapter 4.

The two DC measure the horizontal and vertical positions necessary to reconstruct the
trajectories of the particles. Each DC has an active volume of 1000x150x 100 mm? and the
cathode plane is made up of two rows with 160 pads. To improve the measurement of the
position in between the pads, the two cathode rows are shifted by 3.2 mm. The detector is
operated using isobutane C4Hi¢ and for the experiment the pressure was set to 6.0 mbar.
During the trajectory reconstruction, described below, the event is validated by the tracking
algorithm if there is a signal in at least two not-consecutive rows. This condition allows to
measure with enough precision the direction of the ions, crucial in the tracking.

The IC has an active volume of 1000x150x460 mm? and it is filled with CF, gas. During
the experiment the detector was operating with a pressure of 55 mbar. The IC is made of
four segments along the direction of the particle (row A/B/C/D), each of which is further
segmented into five pads. Because of the analogical electronics that cannot support high
counting rates, during the experiment the rate of validated events was limited to 4.5 kHz
in order to avoid pile up. A Mylar foil with a thickness of 2.5 um separates the DC and
IC gas volumes. This foil is supported by 32 vertical nylon wires to avoid any deformation
arising from the different operating pressure of the DC and IC. Despite the presence of the
nylon wires, the different pressure of the two gasses has the effect of bending the Mylar
foil, introducing a systematic error in the recoil ions energy loss. The treatment of the
aberrations due to this systematic error will be discussed in Chapter 4.

2.3.3. Event reconstruction

With the information provided by all the detectors described above, the trajectories of the
recoils are reconstructed via software in order to determine the momentum and scattering
angles of the detected particles [121, 122]. The reconstruction method used in VAMOS is
based on two independent steps: trajectory simulations and reconstruction algorithms [120].

The modelling of ion trajectories in an optical system is generally realized by two ap-
proaches. The first approach relies on a transfer map calculation which relates the initial
coordinates to the final coordinates of a trajectory. The corresponding transfer map may
be represented with a Taylor series of given order computed for some predefined optical
object. However, because of the complexity of the quadrupoles that can introduce field
correction up to fifth order, predefined standard models cannot be used with the VAMOS
spectrometer for the tracking of the recoils. Then, a precise computation of trajectories
can only be done with very accurate field models: the trajectories in VAMOS are recon-
structed by using the field maps obtained during the magnet design and then integrating the
Newton-Lorenz equation for individual particles. The accurate description of the VAMOS
spectrometer is simulated by tracing a set of 20000 trajectories covering the full acceptance
and storing their initial (d, x;, 6;, v, ¢;) and final coordinates (x¢, 0, yf, ¢y, 1). For a
given trajectory the parameters z and y corresponds to the two transverse distances from
the reference trajectory, 8 and ¢ refers to the inclination angle in horizontal and vertical
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planes. The parameter d = (p — pp)/po defines the relative momentum deviation from the
reference one and [ is the difference in path length between the given and the reference path.
In the experiment discussed in this work the trajectory of reference was the beam and its
magnetic rigidity was set to 0.89 Tm in order to make the trajectory central.

The reconstruction algorithm uses a numerical procedure that calculates a polynomial
relationship between the four final parameters (zf, ¢, y¢, ¢f), provided by the two DCs,
and the initial parameters:

§=F"(x,07,y5,67)

0; = Fy (z5,05,y5,6) 2.1)
¢i = F3' (x4,05,y5,07) '
L= F{' (5. 05,y5 b5)

For each detected particle, the reconstructed parameters are expressed as a set of N-order
polynomial functions, presented in Equation 2.1. The coeflicients are determined off-line
by fitting the polynomials with the computed trajectories, described before. In order to
reduce the complexity of the problem, it is possible to decompose the full acceptance of the
spectrometer into N smaller bins and use a set of piece-wise lower order polynomials locally.

Between these extracted initial conditions, only the momentum and path information
are usually necessary because the recoil target-position angles are directly measured by the
MWPC entrance detector. On the other hand, because of the presence of broken wires
in both the MWPCs, the reconstructed angles have been used in the already-introduced
correction, related to the energy loss inside the entrance-detector gas volume, and it will be
discussed in Chapter 3.

2.4. Differential plunger device

Since the goal of the experiment was to measure the lifetime of the low-lying states of nuclei
close to 1%°S8n, a differential plunger device was employed and placed inside the reaction
chamber. The plunger allows to control the distance between the target and another foil,
called degrader, that has the role of decreasing the recoils velocity after the reaction. This
device, designed and constructed in Cologne, is used for direct lifetime measurement via
Recoil Distance Doppler-Shift (RDDS) method [100], that will be described in Chapter 4.

In the case of deep-inelastic reactions, the direction of the recoils differs from the beam
axis and it has to be taken into account in the design of the device. As a consequence, the
plunger should be mounted in order to make its symmetry axis coincide with the entrance
axis of the magnetic spectrometer. For the experiment discussed in this thesis, the VAMOS
spectrometer was placed at the grazing angle of the reaction, so at an angle § = 25° with
respect to the beam line (see Appendix A).
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Figure 2.14.: Cologne plunger for deep-inelastic reactions: (left) design and (right) instal-
lation inside the reaction chamber. The green and red arrows represent the
beam and recoils direction, respectively. The scheme on the left is taken from
Reference [100].

Because of the tilted plunger axis with respect to the beam, all needed plunger compo-
nents like the motor, the distance measuring systems and the mechanics which guarantee
a smooth and precise linear movement of the degrader have to be placed in a rotating
structure inside the target chamber. The plunger mechanics were built with as little ma-
terial as possible to avoid v-ray absorption. For large movements, such as the change of
target-degrader distances, the motor used is an Inchworm piezoelectric linear motor with a
maximum travel distance of 1 ¢cm. The target-degrader separations are measured by two
inductive transducers which cover the distance range from contact to 5 mm. Moreover, the
plunger is equipped with a piezoelectric crystal stage needed for small movements, in par-
ticular for the piezoelectric feedback system whose sensitivity is better than 1 ym. Because
of the very fast variations and the measured target-degrader capacitance, this feedback sys-
tem cannot compensate the fast vibrations: the system can only compensate slow changes
of the target-degrader separation, for example the deformation of target and degrader due
to heating up caused by the impinging beam. Anyway, during the experiment the actual
target-degrader separation is monitored permanently by measuring the capacitance between
the two foils. This allows to estimate the distance fluctuation with respect to the nominal
position, as it will discussed in Chapter 3. A schematic design and the installation inside
the reaction chamber is presented in Figure 2.14.

As introduced before, the plunger device uses the RDDS method for direct lifetime mea-
surements: after the reaction takes place in the thin target, the excited nucleus leaves the
target with a velocity Bg. Then, as it is shown in Figure 2.15 it loses energy inside the de-
grader material, decreasing its velocity down to the velocity Sy which is directly measured
event by event with the VAMOS spectrometer and then used for correcting the Doppler
shift.

Because of the two different velocities of the fragments, for every ~-ray transition two
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components are present: the energy of the v rays emitted after the degrader would be
properly Doppler corrected, while the energy would be shifted at lower values for those
emitted between the target and the degrader. For each v-ray transition, the ratio between
the area of the two components depends on the fragment TOF from the target to the
degrader, that is obviously a function of the absolute distance d between the foils:

TOF = d = 4
v Bgc
Since the plunger gives information on the degrader position with respect to an internal
reference, the absolute distance between the foils is obtained by evaluating the plunger zero
offset, which will be discussed in both Chapter 3 and Chapter 4. The energy difference AE
between the two components can be determined from the Doppler correction formula and
for the velocities observed in the experiment it can be approximated as

(2.2)

AFE
— ~ AB cost (2.3)
Ep

where Fy is the energy of the emitted +-ray depopulating the level of interest which is
observed at rest, AfS is the difference between the velocities 8g and Sy and 6 is the angle

between the recoil direction and the emitted ~v-rays, that can be determined thanks to the
position sensitivity of both VAMOS and AGATA.

AGATA

VAMOS++

Degrader

Figure 2.15.: Recoil Distance Doppler-Shift method. After the reaction, the excited nucleus
leaves the target with a velocity Sg. The fragment loses energy inside the
degrader material, decreasing its velocity down to the velocity By, that is
directly measured by the magnetic spectrometer and then used for correcting
the Doppler shift. Because of the two different velocities of the fragments, for
every y-ray transition two components are present: the energy of the v rays
emitted after the degrader would be properly Doppler corrected, while the
energy would be shifted at lower values for those emitted before the degrader.
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2.4. Differential plunger device

Having a good energy separation between the two components is a crucial requirement for
lifetime measurements with RDDS method. Obviously, the energy difference AE depends on
the energy loss by the fragments inside the degrader material and it increases with increasing
degrader thickness. In Appendix A the optimisation of the reaction will be discussed, in
particular by defining the degrader material and thickness as required by the experiment.
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The described experiment was devoted to the lifetime measurement of low-lying excited
states in 16198Sn. The nuclei of interest were populated via a MNT reaction where a
106Cd beam impinged onto a ??Mo target. For lifetime measurements via RDDS method
the differential Cologne plunger was employed, placing a 2*Mg degrader after the target.
The complete identification for the reaction products was obtained by using the VAMOS
spectrometer, while the v rays emitted in coincidence by the recoils were detected by the
AGATA HPGe detector array.

This chapter presents the presorting of the data and the calibration of the detectors
described in Chapter 2: the AGATA spectrometer, the VAMOS magnetic spectrometer and
the plunger device.

3.1. AGATA spectrometer

The analysis of the AGATA data starts from the digitalized traces of segments and core
signals for each of the crystals. Contrary to traditional arrays, which have analogue read
out, AGATA allows for various corrections to the signals that improve its performances.
These corrections are listed in the following. By comparing the signal of all the segments
with the ones given by the core, the cross-talk correction can be applied. Moreover, if one
unstable or broken segment is present in one crystal, its signal can be restored. Then, the
position and energy of each interaction is deduced via a pulse shape analysis. From the
information about the interaction points, a software correction of the signals can be applied
in case of neutron damage of the crystal lattice. Finally, the obtained hits in the detector
volume are passed to the tracking algorithm, which provides a list of the reconstructed
rays. Due to the conceptual difference with a traditional y-ray array, the procedure of the
calibration and the data analysis is very peculiar and is described in detail in the following
sections.

3.1.1. Energy calibration

The energy calibration impacts on the quality of the final spectrum. A precise energy
calibration will provide a good energy resolution when all the crystals are summed up.
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3. Presorting and Calibration

In our case this is crucial to clearly separate the two components of a ~-ray transition,
caused by RDDS method. On the other hand, a good energy calibration is necessary in
order to obtain a good performance of the «-ray tracking algorithm as well. In Chapter 2
the characteristic features of v-ray tracking were illustrated and it was underlined that the
interaction mechanism of v rays with matter depends on the energy of the radiation.

Each AGATA crystal is segmented into 36 outer contacts (segments) with a common core
contact. The preamplifier of the central core contact has two different gain outputs. The
energy calibration has to be done for each channel. Therefore, for the AGATA detectors
involved in the present experiment, (36 + 1 + 1) x 24 = 912 channels are present.

The energy calibration was performed by placing a strong *?Eu source in front of AGATA.
In each spectrum the 10 most intense transitions were used for calibrating each segment in
an energy range up to 1408 keV. Because of the large number of channels, the calibration
was obtained via automatic fit, thanks to the program Recal [123], by using a linear func-
tion fixing the offset to zero. Whenever the energy difference between the position of the
calibrated peak and the nominal position was more than a certain value, the procedure was
redone manually. Having in minds the goal of the experiment, the automatic calibration
was considered satisfying if the energy difference was lower than 0.4 keV for the 1408 keV
transition in ?Eu.

The calibration coefficients were applied to all the energy channels as well as to scale the
recorded traces used for the PSA.

3.1.2. Cross-talk correction

In segmented detectors electric cross-talk effects are observed [124, 125]: the sum of all
segments energy is shifted to lower values and this effect increases with the segment mul-
tiplicity. Its origin can be explained by a capacitive coupling between the core and the
segments via the bulk of germanium material [103].

Thus, in addition to a good energy calibration, a cross-talk correction has to be applied
to AGATA to improve the energy resolution [124]. With the same dataset used for the
energy calibration, the crosstalk correction coefficients were obtained by sorting the energies
recorded in the segments with respect to the numbers of firing segments and deducing the
shift from the nominal energy of the most intense transitions of the ?Eu source. The
derived matrices are used for the correction of the measured energies and the restoration of
the baseline. The inverse of the correction matrix is folded to the calculated signal bases to
include crosstalk effects in the pulse shape analysis.

3.1.3. Dead and unstable segments

Some of the AGATA detectors may have some problematic segments, that have been classi-
fied as lost, broken or unstable segments. If in one crystal there is only one segment having
any of these issues, the performances of such detector can be recovered; on the other hand,
if this procedure cannot be applied, the crystal can be removed with little impact on the
PSA algorithm. An easy way to check the status of the detectors is to compare the energy
measured by the core with respect to the segments energy. After the energy calibration of
the detectors has been applied, the software zTalkSort [126], used also for the previously
mentioned cross-talk correction, produces matrices showing the relation between the energy

66



3.1. AGATA spectrometer

measured by the central contact (CC) with the energy of the segments and with the sum of
all the segments (SSg). In the case of a problematic crystal, three different situations can
be identified from these CC-SG matrices:

e In case of a broken segment, the net charge is not collected (e.g. due to a broken
cable between the segment and the pre-amplifier). The cumulating charge flows to the
neighbouring segments where it is collected. For this reason the neighbour-segments
matrices and the SSg matrix present a second structure at lower core energy. Exam-
ples of this behaviour is shown in Figure 3.1 and Figure 3.3.

e In case of a lost segment, even if the net charge is collected, there is no information
inside the data flow and a possible explanation is a faulty connection between the
crystal pre-amplifier and the digitizer.

e In case of an unstable segment the energy signal is present inside the data flow, but
the energy shifts with time. For this case, in the matrix of the problematic segment
(and consequently the SSg matrix as well) there are two similar structures caused by
the different gains. Such a behaviour is clearly presented in Figure 3.2.

In the experiment discussed in this thesis, three crystals presented such problems: 03A,
10C and 12B.

SSg

Figure 3.1.: Central contact energy as function of the segment and of the summed segments
(SSg) energy for crystal 03A. This crystal has segment 12 (central pad) which
is broken, so its charge is collected by the neighbouring segments (border pads).
In addition, the SSg matrix (top-left pad) shows that the energy of the summed
segments is lower than the CC energy (orange dashed line): indeed this HPGe
has segment 02 that is lost.
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05

Figure 3.2.: Central contact energy as function of the energy of segment 05 for crystal 10C.
Having a variable gain, this segment is unstable.

il
Figure 3.3.: Central contact energy as function of the segment and of the summed segments
(SSg) energy for crystal 12B. This crystal has segment 05 (central pad) which is
broken, so its charge is collected by the neighbouring segments (border pads).
In addition to that, segment 11 (central-top pad), which is one of the neighbour-
ing, has unstable gain as it can be identified by the presence of three different
structures. The comparison between the central contact and sum energy of the
segments (top-left pad) shows the presence of the two issues: the several struc-
tures reveal the presence of a broken segment, while the unstable one entails
the SSg energy to be lower than the CC energy (orange dashed line).
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As it is shown in Figure 3.1, crystal 03A presented two problems at the same time: on one
side segment 02 was lost, so its information was not inside the data flow; while on the other
side segment 12 was broken, so the cumulating charges were collected by the neighbouring
segments. In the present version of the procedure, it was possible to correct only segment
12: the effect of this partial correction is that in the spectrum of the restored segment,
“ghost” peaks, caused by the other segment firing, appear.

Then, crystal 10C had segment 05 that was unstable, as it is shown in Figure 3.2 where the
change of gain is clearly visible. Considering the presence of only one problematic segment,
the easy way to solve the issue was to remove it from the data flow and then to restore the
information considering it as a broken one.

Crystal 12B had a different behaviour. In fact, it had both a broken (05) and an unsta-
ble (11) segment, as presented in Figure 3.3. Unfortunately, the unstable segment was a
neighbour of the broken one and therefore in its CC-SG matrix three different structures are
clearly visible. Also in this case, only one of the two problematic segment could be restored,
and therefore segment 05 was chosen because of its very frontal position.

3.1.4. Time alignment

The time of a y-ray hit is measured with respect to a reference given in AGATA by the crystal
trigger. The AGATA system is triggered with a leading edge discriminator on the central
contact of the crystal. A leading edge is used instead of a constant fraction discriminator
(CFD) in order to be more sensitive to low-energy events. As a consequence, an energy
dependence of the triggering time may be observed (walk effect).

In practice, all the segments and core signals are digitalised and recorded for each trigger.
Each recorded pulse shape, or signal trace, consists of 100 samples: 40 before and 60 after
the triggering point. Thus, the pulse shape provides a 1 us snapshot of the charge collection
inside the crystal. The time of a segment net charge (or of the core) with respect to the
triggering point is obtained with a digital CFD applied on the recorded signal trace.

The PSA algorithm determines the position of the interaction of the v ray comparing the
pulse shapes of the net-charge and transient signals with a database. Inside the database,
known interaction positions are assigned to a set of pulse shapes. The PSA comparison is
reliable if the time of all the segments are aligned to the core time. This time alignment is
the first time calibration step performed on the data-set.

The leading-edge timing of the net-charge segment is different from the one of the central
contact, the “real” ~-ray time being in between. Therefore, a new time reference, called
TZero, is chosen as the sum of the net charge time and the core time. This time provides
a better resolution than the one determined by the leading-edge on the core signal. Never-
theless, this required a precise time calibration of the net-charge segment signals, i.e. the
time alignment introduced before is crucial for a good time resolution.

In order to obtain the best result, determining the most accurate interaction position, the
PSA algorithm tries different time shifts of the traces around the TZero time reference. As
a consequence, this time reference can slightly shift depending on the crystal PSA database.
Hence, the crystal time references are aligned to each other after the PSA algorithm. This
time alignment is the second time calibration step.

The last time calibration step occurs at the global level where all the crystal data are put
together. In the case of N detectors, a time dispersion matrix My is built with all pair
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detectors time. The matrix element of index (4, j) is defined as

M(i,j) =TZero; — TZeroj . (3.1)

A set of N time coefficients is obtained minimizing their time dispersion inside the matrix
MnNxn.

3.1.5. Pulse shape analysis

The hit position in a crystal is determined by the PSA algorithm and it depends on both
energy calibration of the traces and on the TZero alignment of the traces. In principle,
the distribution of the hits inside a crystal should be uniform. Nevertheless, it is not
possible to fully suppress grouping of the hits inside the crystal. This is not due to a
physical phenomenon, since there is no reason for a « ray to interact more at some given
positions inside a crystal, but it is due to misinterpretation of the PSA algorithm. This
misleading assignment of the interaction position is under investigation within the AGATA
collaboration.

Random Adaptive AdaptiveTwoHits Full
Grid Grid Grid Grid

Figure 3.4.: Comparison between different PSA grid search for the crystal 00C: hit pattern
projection on xy-plane (top) and zz-plane (bottom). For Random grid the
interaction position is a random point inside the firing segment. For Adaptive
[110] and Adaptive TwoHits grids the algorithm stops searching the interaction
point, as soon as a minimum of y? is found; moreover Adaptive TwoHits accepts
the contemporaneous presence of two hits in the same segment. For Full grid
the interaction point is search inside the whole database.

As introduced in Chapter 2, for this thesis the full grid search algorithm is used to
identify the signal in the database with the best possible resolution, even if it is more time
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consuming than the adaptive algorithms. Employing the full-grid PSA algorithm, a 5 mm
position resolution of the 7-ray interaction point is achieved [109, 112]. In fact, while the
adaptive algorithms stops the search searching the interaction point, as soon as a minimum
(even if local) of x? is found, for the full grid algorithm the interaction point is searched
inside the whole database. In Figure 3.4 the hit pattern for different grid search algorithms
is presented.

3.1.6. Neutron damage correction

The interaction of fast neutrons in the germanium crystals induces lattice defects, which act
as efficient charge carrier traps [127, 128]. Therefore, the efficiency of the charge collection is
reduced due to these defects. The principal consequence of these dislocations, called Frenkel
defects [129], is to increase the number of hole trapping in the detectors. Indeed the holes
are more influenced by these defects, because during the charge collection they are slower
than the electrons. This effect can be observed as a tail on the left side of the full-energy
peak, i.e. on the lower energy part of the y-ray peak. In Figure 3.5 the effect of the neutron
damages on the 7y-ray detection energy is shown for AGATA crystal 12C.

2400.

| Neutron damaged
Corrected
L P i SO

Figure 3.5.: Neutron damage correction of crystal 12C: the 1408 keV peak of ?Eu, before
(red) and after (black) the correction. Neutron damage induces defects inside
the crystal lattice of the germanium detector, reducing the charge collection
efficiency. These defects causes the presence of a tail on the lower energy part
of the v-ray peak.

The segments of the AGATA crystals are more sensitive to the hole trapping than the
core contact [130]. In order to correct the “energy loss” due to the trapping, from the shape
of the signals the mean-free path of both electrons and holes is estimated via software for
each segment of all the crystals. Then, when the path differs from the nominal value inside
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germanium material, the shape of the signal is corrected. In case the detector is really
damaged and the correction is not enough, another simple solution to recover the good
energy resolution of the AGATA detectors is normalising the sum energy of all segments to
the energy measured in the core contact, which is less effected by the neutron damage.

Crystal | FWHM (keV) | FWHM (keV) | Relative gain
before after
03B 3.803 3.682 3.2 %
04B 4.233 3.826 9.6 %
04C 4.010 3.505 12.6 %
10C 3.569 3.512 1.6 %
12A 3.949 3.420 13.4 %
12C 4.240 3.349 21.0 %
13A 3.843 3.809 0.9 %

Table 3.1.: Comparison between the FWHM of the sum energy of all the segments before
and after the neutron damage correction, measured at 1408 keV peak of *2Eu.
Only those detectors that needed the correction are reported in the table.

3.1.7. Tracking

In Chapter 2 it was underlined that the AGATA array power comes not only from its good
position resolution but also from its tracking capabilities. In this thesis the OFT algorithm
was used for the identification of the y-ray path inside the AGATA array. This algorithm
depends on three empirical parameters that can be chosen in order to change the tracking
performances in agreement with the goal of the experiment [101, 102, 131].

e SigmaTheta: effective position resolution of the interaction points. It is used to assess
the goodness of the comparison of the angles from the positions and the angles from
deposited energies, given a sequence of interaction points.

e MinProbSing: in addition to the position requirement mentioned before, the minimum
probability for accepting single interaction clusters defines a threshold for the calcu-
lated figure of merit. This probability is obtained by multiplying the probability to
travel a given depth in Ge times the probability to undergo a photoelectric interaction
for the energy of interest. This probability has the effect of an energy threshold above
which, in fact, events are rejected as background.

e MinProbTrack: the acceptance level of multiple-interaction clusters is defined by the
minimum probability threshold for the figure of merit.

The value of these three parameters was optimised in order to maximise at the same time
both Peak-to-Total ratio (P/T) and the efficiency. For such optimisation, ?Eu and ®°Co
sources were used to test efficiently the tracking for both low and high energy. Anyway,
considering that the transitions of interest have an energy ranging between 900 and 1300
keV, it was chosen to improve as much as possible the tracking capabilities for the 1332 keV
transition of %9Co source. Because of the large number of parameters and conditions to has
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to be taken into account during the procedure, all the graphs related to the optimisation are
reported in Appendix B. The final values for the OFT tracking parameter are summarised
in the following table.

SigmaTheta 1.20 mm
MinProbSing 2.0 %
MinProbTrack 50 %

Table 3.2.: The OFT algorithm depends on 3 empirical parameters that can be chosen
following the requirements of the experiment: the reported values are optimised
for the 1332 keV transition of the °°Co source.
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Figure 3.6.: AGATA relative efficiency as function of v-ray energy without (blue) and with
(red) tracking, measured with ?Eu. In order to reduce the X-rays coming
mostly from the beam and the target, 5 mm thick Cu absorbers were placed in
front of the detectors. The comparison between the relative efficiency without
(squares) and with (stars) the absorbers shows a decrease at energies below 400
keV. The efficiency curve without the tracking has been normalised to 1 for the
1408 keV transition energy. Taken from References [101, 131].

As result of the optimisation, in Figure 3.6 the comparison between the AGATA relative
efficiency measured with a ®?Eu source is shown with and without tracking. In the energy
region of low-lying transitions of the Sn isotopes (600-1200 keV), the tracking increases the
efficiency up to 30%. On the other hand, for energies lower than 200 keV the efficiency is
dropping when applying the tracking: as it is discussed in Appendix B, while rejecting bad
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events for improving P/T, also good ones are discarded because of the tracking parameters®.
Moreover, during the experiment 5 mm thick Cu absorbers were placed in front of the
detectors in order to reduce the X-rays coming mostly from the beam and the target.

The AGATA detecting efficiency is an important factor in the definition of the decay
curve, as it will be discussed in Chapter 4. Thus, in order to be able to estimate the value of
the efficiency along the whole energy range, the points reported in Figure 3.6 were fitted with
different functions [132]. Because of the presence of the absorbers, the typical functions are
not able to reproduce the experimental trend. For this reason, the data were then fitted with
the function adopted in the Radware software [133], where low- and high-energy efficiency
are considered separately. The function used for the fit is

-a
E -G E E 2
E.,) = A+B—— D+ E— F 7
&(Ey) = exp < + 100keV> +< T ey T <1M6V>> ’

where the constants A, B,D,EF G are free parameters.

3.2. VAMOS spectrometer

As introduced in Chapter 2, the VAMOS spectrometer identifies the atomic number (Z),
mass (A) and charge state (q) of the reaction fragment entering it. Thanks to the MWPC
entrance detector and to the fragments-trajectory reconstruction, the spectrometer also
provides the velocity vector of the ions. Combining the information provided by the entrance
detector and the focal plane system, the time of flight, the total energy and the energy loss
can be measured. Afterwards, the calibrated energy and the ion velocity can be used to
deduce the charge and the mass of the ion.

As a first step of the ion identification, the individual detector systems of the VAMOS
spectrometer are calibrated. The measured information is used in a second step to identify
the ion, procedure that will be presented in Chapter 4. Moreover, empirical corrections are
applied to improve the mass resolution.

3.2.1. lonization chamber

For the measurement of the energy and the energy loss of the ions, a good energy calibration
and alignment among the 20 pads is necessary. For the analysis of this experiment the align-
ment coefficients from a previous experiment were used: the calibration coefficients seemed
to work quite well for the central-trajectories pads, while small misalignments appeared for
neighbouring pads. However, before matching the gains for each pad and then setting the
thresholds, the time dependence of the ion energy loss inside the IC was corrected.

In ®?Eu the 121 keV de-excitation is emitted in coincidence with both 244 keV and 1408 keV + rays.
These photons are emitted in similar direction. Because of the 4 cm proximity criterion, these low-energy
~ rays will most likely not be considered as a single interaction points.
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Time alignment: gas pressure-temperature dependence

Inside the IC the CF4 gas flows constantly in order to avoid the presence of impurities that
can worsen the energy resolution of the IC.

Despite this renewal of the gas, a time dependence of the fragments energy loss inside the
gas was observed, as it is shown Figure 3.7. This trend was explained as the dependence of
the gas pressure with the external temperature: during the day the warmer experimental
hall caused the gas pressure to increase and consequently the fragments energy loss as well,
while during the night the cooler external temperature entailed the opposite trend. This
periodical fluctuations, which in some cases went upto 10%, introduced a systematic error
in the evaluation of the recoil energy, deteriorating the atomic number resolution.
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Figure 3.7.: Energy loss in IC-pad 02 (row A) as function of the validated time-stamp (VTS).
Due to the gas pressure changing with the external temperature, the variation
of ion energy loss can be observed.

These fluctuation were corrected via software during the analysis: per each pad the
change of gas pressure was compensated with the introduction of a time-dependent gain.
This time-dependent gain changed every minute. For the very first pads (row A and row B)
it was chosen to move the high intensity peak (see Figure 3.8) always at the same position.
Because of the absence of a reference point, for the last pads (row C and row D) it was
decided to match the time-dependent gain in order to shift at the same position the points
whose signal amplitude was 30% of the maximum.

Thresholds and gain matching

Once the shape of the spectrum of each pad was stable in time, two thresholds were set
to make a veto on the bad events. The ADCs used for digitising the signals of the pads
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automatically remove the pedestal, whose information should not appear in the data flow.
Despite this rejection, in a few cases some “events” related to the pedestal were still visible
in the spectra and therefore low-energy individual thresholds were set per each pad. In
order to reject pile up and to reduce possible contaminations in the element identification,
high-energy thresholds were set as well. As example, in Figure 3.8 the rejection areas are
shown for the central pad spectra.

0 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350

0 50 100 150 200 250 0 50 100 150

Figure 3.8.: Spectra of the central pads for the four different rows in the IC. The red area
represents the events rejected in order to exclude pile up.

In the previously described time correction, the gain was matched in order to scale the
IC-pad spectra to arbitrary positions. Thus, the misalignments between the pads became
more important, as it is shown in Figure 3.9 (left), so a gain matching was mandatory.
Because the energy calibration seemed to work quite well for the central-trajectories pads,
the gain of the other IC pads was changed in order to obtain a continuous trend for each
row. The effect of this adjustment can be seen in Figure 3.9 (right).
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signals as function of the horizontal focal plane position: (left) raw signals
after the time-alignment correction where also the lower and upper thresholds
have been applied, (right) the signals after the gain matching.
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Trajectory requirement

Once the described corrections and the gain matching were applied, it was possible to define
the gates for the Z identification. In fact, by plotting the energy loss AE g in the first two
IC rows as a function of the total kinetic energy Eror (see Figure 3.10), defined structures
appear, in agreement with the well known Bethe-Bloch formula [134].
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Figure 3.10.: Energy loss AE4p in the first two IC rows as function of the total energy loss
Eror (calibrated IC signal summed up the four rows). From the matrix the
atomic number of the fragment will be defined. In the green-dashed rectangle
a second structure is clearly visible and it is due to those events where the

signal is missing from line A or line B.

However, in Figure 3.10 it is clearly visible the presence at low energies of a secondary
structure due to not-correlated signals in the IC pads. Indeed, this second structure was
mainly caused by the first two rows of the IC not firing at the passage of the ions: even if
there was a valid signal coming from rows C and D, from time to time the pads of one of
the first two IC lines did not provide a valid signal. In order to avoid contaminations due to
the wrong identification coming from this second structure, an extra requirement of the ion
trajectory inside the IC was added in the analysis: the signal of one IC pad is considered
valid only if the previous rows fire as well. This condition can be easily described with logic
symbols as

rowyg = rowg X (rowa > 0)

rowp = rowg X (rowg >0 && rowp > 0)
(rowp >0 && rowc > 0)
(

rowp = rowp X (rowc >0 && rowp > 0)

rowg = rowg X
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3.2. VAMOS spectrometer

Thanks to the requirement of this extra condition for the IC, the second structure disap-
peared and the Z gates in the AFE-Eror matrix could be defined. The identification of the
chemical elements will be discussed in Chapter 4.
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Figure 3.11.: Energy loss in the first two IC rows AE,p as function of the total energy
loss Epor (calibrated IC signal summed up the four rows), after requiring the
trajectory conditions of Equation 3.3.

3.2.2. Drift chambers

As introduced in Chapter 2, the role of the Drift Chamber is crucial for the trajectory
reconstruction of the ions flying into the magnetic spectrometer. In fact, thanks to these
detectors, it is possible to directly measure the coordinates (x¢, 0¢, y¢, ¢¢) which are the
starting point for the tracking of the fragments path. The extrapolation of the focal plane
coordinates is presented in Figure 3.13.

The event is considered valid only if at least two non-consecutive DC rows fire. Once
this condition is satisfied, the ion position inside the DC row is estimated taking the firing
channel having the maximum signal. Obviously a misalignment of the channels gain would
create a systematic error in the reconstruction of the fragment trajectories. That was the
case for the experiment discussed in this thesis, as it is shown in Figure 3.12 (left). Thus,
for the 160 channels of all the 4 DC the gain matching was mandatory. Because of the large
number of channels to take into account, an automatic procedure was developed in order to
obtain a continuous charge distribution in each DC row. The result of this procedure can
be seen in 3.12 (right).
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Figure 3.12.: DC signals as function of each channel: (left) raw signals and (right) the signals
after the gain matching. The fragments trajectory is reconstructed if at least
two non-consecutive rows fire.
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Figure 3.13.: Schematic drawing of the drift chambers (DC) along the xz- (left) and yz-plane,
showing trajectory requirement and focal plane coordinates reconstruction.
The event is considered valid only if at least two non-consecutive DC rows
fire. Then the focal plane position (xf,yr), the inclination angles in horizontal
(6f) and vertical planes (¢) are extrapolated considering a straight trajectory
of the ion.

Once the gain matching was done for all the channels and the focal plane coordinates were
measured, the trajectory of the ions was reconstructed, obtaining the magnetic rigidity Bp
and the length of the trajectories. By knowing the length of the trajectory from the target
to the focal plane position (Path), the coordinates at both the focal plane and the target (z;,
0;, yi, ¢;) position, the distance between the detectors measuring the TOF of the beam-like
fragments was calculated as

D — Path — 17.40 n 764.52 — 760.00 ’ (3.4)
cos(¢;) cos(0;)  cos(¢yf) cos(By)
where 17.40 cm and 4.52 cm represent the target-start and focal plane-stop distances, respec-
tively. As it is shown in the formula, the distance is a function of both the initial and final
angles and this dependence would cause aberrations which required empirical corrections,
that will be described in Chapter 4.

3.2.3. Multi-wire entrance detector

The two position-sensitive MWPCs were mounted at the entrance of VAMOS in order to
directly measure the initial position of the ions, that is essential to apply an event-by-event
Doppler correction (see Chapter 4).

However, as it is shown in Figure 3.14, during the experiment several wires in both the
detectors were broken. Because of signal absence in one or both of the detectors, the original
tracking code rejected up to ~80% of good events. In order to avoid losing these data, the
trajectory reconstruction code was modified:

e when both the MWPCs had a valid signals, the initial angles were calculated taking
into account the horizontal and vertical positions provided by the two detectors
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3. Presorting and Calibration

e in case one of the signals coming from one of the detectors is missing, the initial angles
were estimated considering the reaction taking place exactly at the centre of the target
position

e in the unlucky situation when the entrance detector did not provide valid position
signals, the initial coordinates of the particles were taken from the trajectory recon-
struction

From the comparison of the Doppler-corrected y-ray energy spectra of %°Ni (see Chapter
4.2) obtained before and after such trajectory-reconstruction procedure, the statistics was
successfully recovered without worsening the energy resolution.
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Figure 3.14.: Hit pattern of the first (left) and second (right) MWPC entrance detectors.

3.2.4. Multi-wire focal plane

The MWPPAC detector provides a timing signal used for the TOF construction of the
ions, which entered in the VAMOS spectrometer and then reached the focal plane. As it is
described in Chapter 2, the detector is segmented into 20 independent sections in order to
obtain a fast rise time of the signal. However the signal of each section may be affected by
an offset, causing a misalignment between the sections of the detector. Such misalignment
introduces a systematic error in the evaluation of the particles TOF and then in the mass
identification.

Because of its crucial importance for the ion identification, for the various sections align-
ment the mass number over the charge state (A/q) ratio was used. Indeed, the ratio directly
depends on the results of the reconstruction (Bp and D) and in first approximation is pro-
portional to the TOF:

A Bpc

22" 71oF . .
¢  3.105D~ 0 (3:5)

Thus, an offset was added to the TOF measured by each MWPPAC section in order to align
the A/q, obtaining horizontal straight lines along the = focal plane position.

Despite this alignment, small fluctuations of the mass to charge ratio were present along
the horizontal focal plane position. Then, a manual offset was added millimetre-by-millimetre
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3.2. VAMOS spectrometer

Figure 3.15.: Time alignment of the MWPPAC: per each pad of this focal plane detector
an offset is added to the measured TOF. In order to be more sensitive in
the procedure, the time alignment was done looking at the mass number over
charge state (A/q) ratio as function of the focal plane horizontal position.
The two graphs represent the A/q ratio before (top) and after (bottom) the
alignment.
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3. Presorting and Calibration

to A/q in order to avoid this oscillation, improving the mass resolution of the fragments
identification. In Figure 3.15 the A/q versus the horizontal focal plane position is shown
before and after the alignment of the 20 sections.

In the two graphs is also possible to see the presence of a different structure for a focal
plane horizontal position larger than 200 mm. This effect is due to: this effect was caused
by the trajectory-reconstruction algorithm which is not able to calculate at the same time
the trajectories for both transfer and fission fragments. Unfortunately, this limit of the
algorithm caused the presence of those oblique lines, introducing a mismatch in particular
in the fission-fragments mass identification, as it will be discussed in Chapter 4.

Empirical corrections

During the analysis empirical corrections were performed in order to remove aberrations,
which introduced dependences between the variables. The most important aberration is
caused by the estimation of the distance D between the entrance detector and the MWPPAC
at the focal-plane: Equation 3.4 shows that this variable is indirectly obtained from the
Path of the reaction products inside VAMOS, initial and final angles. Such dependence
propagates in particular to the ion velocity

5= 1D(6;, ¢i, 05, ¢5)

c TOF
The latter is used for the calculation of many other variables, such as the A/q ratio (Equation
3.5) and then the charge state (Equation 4.3), which are affected by the discussed relation
with the initial and final angles. These dependences do not have any physical meaning,
so an empirical correction was performed: the effects of the distance D(6;, ¢;,0¢, ) were
balanced by introducing the same relation in the TOF'. From the practical point of view,
for each MWPPAC section the TOF was multiplied by a polynomial function p,, (i) of the
i—th angle, e. g.

(3.6)

TOF(0i,9i,0f,¢95) = TOF X ppy(0i) X pny(@i) X Png(0f) X Pry(@yr) (3.7)

until the A/q ratio was independent from the other variables. The result of such aberration
correction was shown in Figure 3.15.

3.3. Plunger device

In Chapter 2 the RDDS method for lifetime measurement, which employs a plunger device,
was introduced. For this experimental procedure there are mainly two method for extracting
the lifetime of an excited state: the Decay-Curve Method (DCM) and the Differential Decay-
Curve Method (DDCM). In this thesis both methods were used for extracting the lifetimes
of different excited states of interest. In Chapter 4 both experimental procedures will be
discussed in detail. For the moment it is important to underline the main difference between
the two methods: while on one side with DDCM just the relative distance between two points
is considered, on the other side the DCM depends on the absolute target-degrader distance.
However, as it was introduced in Chapter 2, the plunger device gives information on the
degrader position with respect to an internal reference. Thus, the evaluation of the plunger
zero offset was checked in order to obtain the absolute distances.
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Figure 3.16.: Amplitude of the induced tension signal as function of the motor positions. In
order to calibrate the feedback system of the plunger, the calibration procedure
was repeated ranging from the contact point (green-dashed line) up to the
sensitivity limit of the device.
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Figure 3.17.: Inverse of the induced charge as function of the motor positions. For small
target-degrader separation the trend is linear, so the position of the contact

point (1/Q(x) = 0) can be

extrapolated with a linear fit (red line). The

plunger zero offset is given by the distance between the extrapolated and the
measured contact point positions (green lines). Figure taken from Reference

[101].
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3. Presorting and Calibration

First of all the device was calibrated with the capacitance method [135]: while decreasing
the foils separation down to the contact point and sending a pulsed tension signal V' through
the plunger, the induced charge is measured. The procedure was repeated for several motor
positions x in order to calibrate the feedback system, as presented in Figure 3.16.

In the case of two planar foils with area A, the induced charge Q(z) as function of the
distance x goes as the inverse of the separation between the foils, as described by

Q) = Ca)V = e 2V (3.8)

where €y and €, are the dielectric constant in vacuum and the relative permittivity, respec-
tively. This asymptotic trend is real for small target-degrader distance. Thus, by plotting
the inverse of the induced charge as function of the motor positions, it is possible to estimate
the position of the contact point (1/Q(z) = 0), as it is shown in Figure 3.17.

From the difference between the estimated contact point and the measured one, the
plunger zero offset can be obtained. The estimated value was 20.9 + 1.2 ym. In Table 3.3
the target-degrader distances are summarised together with their errors. For each distance
the total error has two contributions: the systematic error due to the plunger zero offset
and the statistical error caused by the fluctuation of the foils during the experiment.

Absolute | Statistical | Total
position error error
30.9 0.326 1.24
35.9 0.820 1.45
40.9 0.391 1.26
50.9 0.249 1.23
170.9 0.440 1.29
320.9 0.848 1.47
520.9 1.446 1.88

Table 3.3.: Nominal plunger positions and absolute target-degrader distances with their
errors. The statistical error is the root mean square of the fluctuation of the
foils separation with respect to the nominal position. The total error has the
contributions from the statistical error and the systematic error.

Then, in order to check the presence of other systematic errors, the lifetime of the QT

state of the 1°Cd beam was measured via both DCM and DDCM [101]. The result of the
comparison will be presented in Chapter 5.
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This chapter presents the analysis of the data performed after the calibration of the detec-
tors, described in the previous chapter. In particular, the attention will be focused on the
complete identification of reaction products, providing their atomic number, charge state
and atomic mass. In addition to this, the discussion on the empirical correction devoted
to improve the ion identification will be presented. Then, the Doppler correction will be
discussed, considering a refined version obtained by optimising the AGATA position and
by correcting the measured ion energy for the energy loss inside VAMOS. After that the
reconstruction of the Q-value of the reaction, crucial tool for controlling the feeding from
higher-lying states, will be shown. In order to better understand the Q-value distribution
and the possible consequences for the lifetime measurement, a qualitative interpretation of
the resulting identification will be discussed. Because the beam energy was ~ 70% above
the Coulomb barrier, Deep-Inelastic Collisions (DIC) were in competition with the MNT
reactions: the beam-like ions were obtained by the reaction '%°Cd+92Mo, while the nuclei
in the Ni region were mostly produced in the '°6Cd+2?*Mg reaction. At the end, the Recoil
Distance Doppler-Shift (RDDS) method, already introduced in Section 2.4, will be carefully
presented, focusing the attention on the two main techniques that were used to extract the
lifetime of an excited state: the Decay-Curve Method (DCM) and Differential Decay-Curve
Method (DDCM).

4.1. lon identification

During the experiment, the data were collected by requiring the coincidence condition that at
least one « ray and one particle had to be detected by AGATA and VAMOS spectrometers,
respectively, within a time window of 2 us. However, given this time window was much
larger than the time between consecutive beam bunches, delivered by the cyclotron with a
period of &~ 110 ns, a more restrictive condition was necessary in order to avoid the random
coincidences between ~ rays and identified particles. This time condition was set on the
difference between the timestamp of AGATA (T'Strack) and the one of VAMOS (VT'S), in
order to select only one bunch. In addition to that, an extra requirement on the TOF was
then set in order to avoid the random coincidence. In the following, all the discussed results
will include such coincidence conditions, that are presented in the 2D particle-y matrix of
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Figure 4.1.: Difference between the timestamp of AGATA (T'Strack) and the VAMOS one
(VTS) as a function of the ions TOF, showing all the events when a particle
and a y ray were detected in coincidence. In the timestamp difference it is
possible to distinguish between the different bunches of the beam, delivered by
the cyclotron with a period of ~110 ns. In order to exclude random coincidences,
a time condition (coloured in the plot) was set.

As introduced in Section 2.3, VAMOS provides the complete identification of the reaction
products passing into the spectrometer, giving event-by-event information such as the atomic
number (Z), the atomic mass (A) and the charge state (q). After the calibration and the
corrections applied to the data coming from the IC, the Z-identification of the ions was
performed. Then, by combining the information related to the ions total energy together
with the direct TOF measurement, the charge state of the fragments was defined. Finally,
the atomic mass was easily extracted.

In addition to that, thanks to the MWPC entrance detector and to the ions-trajectory
reconstruction, the spectrometer also provides the ions velocity vector. This information is
crucial for performing an accurate even-by-event Doppler correction for those v rays emitted
in coincidence with the identified reaction products.

4.1.1. Atomic number identification

After the gain matching, the time correction of the IC signals and the validation conditions of
Equation 3.3, the gate for the atomic number identification were set. In fact, ions lose energy
inside the IC gas according to the Bethe-Bloch formula [105], whose trend is proportional
to the atomic number of the flying fragment [136]

<‘f£> x 72 . (4.1)
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4. Experimental Data Analysis

In Figure 4.2 all the gates used for the Z identification of the fragments are shown. The
identified channels were mainly due to two different reactions: on one side the beam-like
ions were primarily populated via multi-nucleon transfer and deep-inelastic reactions, while
on the other side the lighter nuclei were obtained via the fusion-fission reaction of the beam
interacting with the degrader material.
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Figure 4.3.: Energy loss in the first two IC rows (AE4p) as function of the total energy loss
Eror, focusing the attention on the beam-like fragments. The Z resolution was
at the limit for the nuclei in this region. Especially difficult was the selection
of the atomic number close to the overwhelming inelastic channels (i.e. +1p
channels).

Focusing the attention in the beam-like channels, in the AE — E matrix of Figure 4.3 the
separation between the channels is not well defined. As mentioned in Chapter 2, experi-
mental details, such as the beam energy, were optimised in order to identify the beam-like
fragments without increasing too much the excitation energy of the reaction products. How-
ever, while passing through the spectrometer, the energy loss of the reaction products was
larger than planned due to the change of the entrance detector to the described new dual
position-sensitive MWPC [119]. Unfortunately, increasing the beam energy would lead to
a smaller grazing angle but, because of mechanical constraints due to the coupling of the
two spectrometers [137], it would not allow to put AGATA in the compact configuration
(see Appendix A), resulting in a lower ~-ray detection efficiency. Obviously, during the
analysis this low Z-resolution resulted in several problems, such as heavy contaminations
due to the inelastic-scattered beam (for example any identification of the +1p channels is
completely impossible because they are overwhelmed by the °°Cd events). Indeed, because
of this second issue, the Z-gate identification of the channel of interest was systematically
changed in order to maximise the statistics in the Sn spectra and reduce at the same time
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4.1. Ion identification

the contamination from the beam.

4.1.2. Charge state identification

By summing the energy loss inside each IC row the ion total energy Eror can be obtained.
In first approximation, Eror can be considered equal to the kinetic energy Ej, which can be
calculated from the TOF measurement. From this assumption a “temporary mass” Myemyp
can be estimated:

Eror = Ey, = (v — 1) Myempc® (4.2)

where 7 is the Lorentz factor. Considering that the A/q ratio is given by the kinematic
information (see Equation 3.5), the charge state g of the reaction products can be easily
obtained as

_ Mtemp _ Eror ) (43)
Alqg  (v—1)A/q

As described in Section 3.2, during the analysis a time dependence correction had been
introduced for the IC signal in order to get rid of the pressure fluctuation caused by the
variation of the gas temperature. Despite such correction, minor but still non-negligible
fluctuations were observed in the charge state, as it is shown in Figure 4.4. In order to
remove the time dependence of the charge state, the same procedure described for the IC
signals was performed also to this variable: a minute-by-minute correction was applied in

order to move the centroid of the different charge states to the proper value.

Charge state

Figure 4.4.: Charge states as function of the validated time-stamp (VTS). Even after cor-
recting the energy loss fluctuations in the ionization chamber, the same time
correction has to be set directly to the charge state.
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After applying the time and the empirical corrections (the latter will be explained in
the following), for each identified element, gates on ¢ were set in order to reduce possible
contaminations. In fact, considering the procedure to extract the charge-state information,
the problems affecting the A/q ratio (see Figure 3.15) influenced the charge-state variable
as well. Such problem was caused by the trajectory-reconstruction algorithm which is not
able to calculate at the same time the trajectories for both transfer and fission fragments
[138]. This issue affects mainly the fission-fragments identification. However, in order to
validate the experimental charge state assignation, the measured charge state was compared
with different codes [139-142] for the inelastic-scattered beam in order to check the exper-
imental method. In Figure 4.5 the normalised charge-state yields for the identified '°6Cd
are reproduced by the most recent formulas [140, 142]; the negligible mismatch with the
calculated values for the higher charge states can be explained by the acceptance of the
VAMOS magnetic rigidity [118], which may cause a cut-off.
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Figure 4.5.: Normalised yields of the charge states for the identified '°Cd. The experimen-
tal values are compared with different empirical formulas: (green) Winger [139],
(brown) Leon [140], (blue) Shima [141] and (purple) Schiwietz [142]. The em-
pirical predictions were calculated by using LISE++ [143-146], considering the
reaction products at focal plane. Measured and calculated yields are normalised
setting the maximum value equal to 1.
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4.1. Ion identification

Empirical corrections

In addition to the corrections mentioned in Section 3.2, other empirical corrections were
introduced during the analysis in order to solve the presence of systematic errors caused by
technical development of the detectors.

Drift Chambers lonization Chambers

Xep

Figure 4.6.: Schematic draw of the focal-plane detection system along the xz-plane, showing
in particular the IC Mylar window (red line) which is supported by the vertical
nylon wires (black dots). Despite the presence of the wires, the Mylar foil is
bent because of the different operating pressure of the DC and IC. By knowing
the horizontal angle at the focal plane (see Figure 2.13), the reaction products
energy loss can be corrected.

One of these corrections involve the IC of VAMOS: a 2.5 ym Mylar foil is placed in front
of the detector and it is supported by 32 vertical nylon wires. However, despite the presence
of the wires, the window was bent because of the gas pressure in the chamber, as it is
shown schematically in Figure 4.6. The bumps between the wires introduced a systematic
error which affected mainly the energy loss in the first rows, because the ions had to travel
through a gas volume of different thicknesses. Because of such deformations of the Mylar
window, the variation on the measured total energy was estimated to be 0E/E ~ 2 — 10%.
The horizontal position of the wires x,,. can be easily defined as

Twire = Trp +473.0 tan(fy) , (4.4)

where 473.0 is the distance in millimetres between the focal-plane and the Mylar window
position. Then, the energy loss in the first (AE4) and second (AEg) IC row can be fixed
by multiplying the calibrated signals for a polynomial function of X, as in analogy with
the previously-described aberrations:
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AEA - A-EA X Pny ($wire) (4 5)

AEjB = AE‘B X Png (wwire)
Finally, in order to perform a more precise correction of the total energy loss, the procedure
was redone by observing the trend of the charge state ¢ x Epor as a function of the
horizontal position at the IC entrance. Thanks to this empirical correction, the charge state
resolution d¢/q improved by almost 20%.

4.1.3. Atomic mass identification

Once the charge gates were defined for each element, the atomic mass can be easily obtained
by multiplying the A/Q ratio for the charge state. However, in order to improve the reso-
lution of the mass spectra, a calibration was performed: after gating on each charge state
and obtaining the peaks position by having fitted the A/q spectrum with a multi-Gaussian
function, the effective charge state q.ry and the mass offset M,s; were extracted from the
linear fit

M:A/qxqeff—i—MOff . (46)

Unfortunately, despite the gates set for both atomic number and charge state, in the A/q
spectra background events were still visible. Thus, before performing the extraction of A,
per each charge state an extra condition was set to the A/q spectra in order to reject the
unwanted events and reduce the presence of such background. In left panels of Figure 4.7
the A/q spectra and the gates, used to cut the unwanted background events, are presented
per each charge state of the palladium (Z = 46) channel.

Thanks to the calibration and the refining conditions, the mass resolution reached in the
analysis was A/AA =~ 170. Then, by looking at the mass spectrum as a function of the
horizontal position at the focal plane, 2D gates were set for the definition of the atomic-
mass number and for reducing the possible contaminations between consecutive channels.
As example of such required condition, in the right-top panel of Figure 4.7 the 2D gates
are showed for the palladium isotopes. Then, the comparison between the calibrated mass
spectrum of palladium isotopes and the set gates is presented in right-bottom panel of
Figure 4.7.

4.1.4. Yields of beam-like recoils

The procedure for obtaining the mass distribution is done for all the atomic numbers.
Therefore, in this way the yield for all the beam-like recoils produced in the reaction was
obtained. From this yields the cross section can be extracted for each channel, after a
detailed estimation of the response function of the VAMOS spectrometer!.

For all the isotopes, the yields measured in this experiment are shown in Figure 4.8. In
this figure two different regions can be clearly identified:

LFor the relative cross section, the study of the response function of the spectrometer is sufficient. For the
absolute cross section, instead, a normalization to a reference point (e.g. elastic channel, already known
measurement, theoretical prediction, etc.) is also necessary.
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Figure 4.7.: Atomic mass identification for the gate on Z = 46. (left) A/q spectra for the
different charge states, showing in red the events that were rejected for reducing
the background. (right-top) Calibrated mass as a function of the focal-plane
horizontal position. The coloured region represents the 2D gates, while the grey-
scale points are the rejected events. (right-bottom) Calibrated mass spectrum,
showing in green the gates that were defined for the different atomic mass
numbers. 95
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Figure 4.8.: Yields of the nuclei, identified by the VAMOS spectrometer in coincidence with AGATA, as a function of their proton

and neutron numbers. The beam-like ions were obtained by the reaction of the °°Cd beam with the “2Mo target,
while the nuclei in the Ni region were mostly produced by the '°°Cd impinging onto the 2*Mg degrader. The position
of the beam and target nuclei are highlighted by the purple and blue circles, respectively.
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4.1. Ion identification

e close to Z = 28 the nuclei were populated via the fusion-fission reaction of the beam
with the degrader material;

e the beam-like products (Z ~ 48) were produced mainly via MNT reactions close to
the 196Cd and via deep-inelastic collisions (DIC) for more exotic channels.

The latter region, in fact, is too extended to be populated only via MNT reaction: for
example, in the figure the yields of the Mo (—6p channel) and '2Cd (+6n channel),
whose cross section should be negligible according to the GRAZING code [147] (see Figure
4.11), are of the same order of magnitude than the +2p channel. This can be due to the
combination of two facts: on one side, the contamination of the inelastic-scattered beam
which overwhelms the nearby channels; on the other side, the presence of DIC components,
as the beam energy was ~ 70% above the Coulomb barrier.
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Figure 4.9.: Yields of the even-even beam-like nuclei as a function of their proton and neu-
tron numbers. The yields were estimated from the efficiency-corrected peak
area of the 2* — 0/ transition.

In order to better depict the yield of the various isotopes in the Z & 48 region of interest,
from the Doppler-corrected spectra the peak area of the 2f — O; <. transition was measured
in all the even-even beam-like products and it has been plotted in Figure 4.9. This plot
overcomes the problem in the uncertainty of the Z gates or in the contamination from
the inelastic-scattered beam events. Indeed Figure 4.9 show the presence of two different
behaviours of the identified beam-like ions: on one side Pd (Z = 46) and Ru (Z = 44)
isotopic chains have a symmetric distribution, which is typical for deep-inelastic processes?

2 Another contribution to this symmetric trend can be due to the re-distribution of the primary fragments
because of evaporation process [149].
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Figure 4.10.: Normalised yield of the fusion-fission reaction of the '°°Cd beam with the
92Mo target, calculated by the reaction code GEF [148]. In the simulation
the compound nucleus '"®Th with the excitation energy E, = 120 MeV were
considered and secondary processes like particle evaporation were also added.
In the graph the highest yield is normalised to 1.
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Figure 4.11.: Normalised yield of the MNT reaction of the °°Cd beam impinging onto the
92Mo target at the energy of 770 MeV. The calculation, performed with the
reaction code GRAZING [147], was also considering secondary processes, such

98 as particle evaporation. In the graph the highest yield is normalised to 1.



4.1. Ion identification

[48]; while on the other side cadmium (Z = 48) and tin (Z = 50) chains have a more
asymmetric distribution expanding to more neutron-deficient nuclei, which is a fingerprint
of MNT reactions [48] due to the Q-value (see Chapter 1). These results confirm that the
channels of interest were populated mainly via MNT reactions.
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Figure 4.12.: Total Kinetic Energy Loss (TKEL) distribution, obtained by gating on %¥Sn
(red) and '%*Pd (blue). The two nuclei were populated via different reaction
mechanisms and this affected the distribution of the TKEL. The distributions
are normalised by scaling their maximum value to 1.

The understanding of the reaction mechanisms populating the identified beam-like ions
is crucial for choosing the proper method of analysis. In fact, while Q-value method has
been widely used with MNT reactions [98, 150], DIC make such analysis more complicated:
in this second case, the Q-value distribution is broader than the MNT one, so the control
of the feeding from high-energy states becomes less precise. During the analysis, this effect
was seen while measuring the lifetime of low-lying states in nuclei with Z < 46. In these
nuclei, where the statistics is not sufficient to use the coincidence method, the Q-value gate
cannot “simplify” their level scheme by reducing the direct feeding of the states. However,
as it will be discussed in Section 5.2, the Q-value method works for lifetime measurement
in Sn isotopes. The difference between the two cases can be seen in Figure 4.12, where the
Total Kinetic Energy Loss (TKEL) distribution is shown for 1%4Pd and %8Sn.

In order to get a qualitative idea of the reaction mechanisms populating the beam-like ions,
the fusion-fission reaction of the '°°Cd beam with the “2Mo target material was simulated
via the reaction code GEF [148]. In fact, considering that during the experiment the beam
energy was about 70% larger than the Coulomb barrier, it is reasonable to think that the
beam-like fragments with Z < 46 were produced via fusion-fission reaction. The channels
populated in the fission of the compound nucleus "*Th at the excitation energy F, = 120
MeV were calculated including also secondary processes, such as particles evaporation. The
result can be observed in Figure 4.10, where the normalised yields of the fission fragments
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4. Experimental Data Analysis

are presented: along the isotopic chains the distribution is quite symmetric, while the yields
drop quite rapidly as the atomic number increases for Z > 46. Such trend is completely
different with respect to what is predicted by the GRAZING reaction code [147] for MNT
reaction: Figure 4.11, in fact, shows that the normalised yields decrease exponentially
with the increasing transferred nucleons, relatively to the '9Cd beam. Obviously these
two calculations give just a qualitative idea about the reaction mechanisms, because other
important factors, such as the response of the VAMOS spectrometer, are not included in
the predictions.

4.2. Doppler correction
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Figure 4.13.: Gamma-ray energy spectrum for %Ni before (top) and after (bottom) per-
forming the Doppler correction. The FWHM of the 1332 keV peak is 5.3 keV,
which is just ~ 30% higher than what had been obtained with radioactive
sources.

The emitted v rays were detected in coincidence with the particles identified in VAMOS.
Thus, two different cases can be distinguished: on one side the excited ions emitted the elec-
tromagnetic radiation while resting because implanted in the reaction chamber or stopped
inside the target material; on the other side the VAMOS-identified ions emitted ~ rays in
flight. For this second situation the detected energy was affected by the Doppler shift, which
depends on the particle velocity (8 ~ 11%) and the angle 6 between the emitted ~y-ray and
the direction of the particle. The relationship between the real -ray transition energy E.,
in the centre-of-mass frame and the detected energy FE, is

E,=E, VIZ5 (4.7)

%1 — B cosf
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4.2. Doppler correction

By combining the information of the first interaction point in the AGATA detectors, pro-
vided by the «-ray tracking algorithm, with the recoil velocity vector determined by VAMOS,
the Doppler correction of the emitted ~ rays can be performed on an event-by-event basis.

The TOF of the reaction fragments flying inside VAMOS was measured between the
MWPPAC and the MWPC. Between such detectors the ions had to fly through passive
materials losing kinetic energy [151]. Thus, a correction for the energy loss was introduced
in order to obtain the proper ion velocity that should be used in Equation 4.7.

In addition, in order to get a more precise estimation of the y-particle angle the effective
target-AGATA distance was evaluated. In fact, during the setting of the experimental
apparatus, there could be a shift of the plunger device or of the AGATA spectrometer. This
offset might be up to a few millimetres and therefore will degrade the energy resolution
after the Doppler correction.

In Figure 4.13 the effect of the Doppler correction can be observed for the nucleus 5ONi:
after the optimisation, the FWHM at 1332 keV was 5.3 keV [101, 102]. By gating on
this nucleus, produced via the fusion-fission reaction of '°°Cd on ?*Mg, the quality of the
Doppler correction can be checked and directly compared to the resolution obtained with
a %9Co source. Thanks to the unique capabilities of AGATA and VAMOS, it was possible
to obtain an in-beam energy resolution just ~ 30% higher than what had been obtained
with radioactive y-sources. A good energy resolution is crucial to clearly separate the two
components of the y-ray transitions when using the RDDS method.

4.2.1. Energy loss inside VAMOS
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Figure 4.14.: Comparison between the reaction fragments velocity (blue) directly measured
by VAMOS and (red) the energy-loss corrected one for the 1°°Cd after the reac-
tion. Because of the energy loss in such materials, the velocity that should be
used for the Doppler correction is AS/f ~ 4% larger than what was measured
by the VAMOS spectrometer.
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While flying inside the VAMOS spectrometer, the reaction products passed through the
MWPC (two Mylar foils and almost 10 cm of gas) and into the MWPPAC (one Mylar foil),
slowing down.

The energy loss was estimated with the RangeLibC++ [152], whose database includes also
isobutane and Mylar as stopping materials. From the trajectory reconstruction in VAMOS
the correction was performed event-by-event by considering the effective path inside the
detectors and the pressure of the gas volume. In Figure 4.14 the velocity distribution
of 1%6Cd ions is shown before and after the correction; because of the energy loss in the
materials, the velocity that should be used for the Doppler correction is AS/3 ~ 4% larger
than what was measured by the VAMOS spectrometer.

4.2.2. AGATA position

Figure 4.15.: Schematic drawing of the experimental setup, showing the AGATA (red) and
VAMOS (black) frames of reference.

In Equation 4.7 the other important factor for the Doppler correction is the angle 6 between
the emitted v ray and the velocity vector 5 of the particle. In order to calculate properly the
~v-particle angle, the two positions had to be given in the same frame of reference and then
the relative position of the two spectrometers had to be taken into account. For simplicity,
the VAMOS frame of reference was chosen for the coordinate-axis directions and the target
position was set as origin. Thus, the particle 7}, and Z, directions are given by

174.0 tanb; YAGATA
7, = | 174.0 tang; 7= | —wacara , (4.8)
174.0 zagara +50.0

where 174.0 is the distance in millimetres of the entrance detector from the target position
(see Figure 2.12), 50.0 is the offset in millimetres for the established compact position of
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4.2. Doppler correction

AGATA (see Section 2.2), while 6; and ¢; are respectively the horizontal and vertical angles
measured by the MWPC.

The coordinates given in Equation 4.8 takes into account the nominal position of the
detectors. However, in order to improve the Doppler correction, the effective position of the
experimental setup had to be estimated. To perform this, three possible conditions were
checked during the analysis:

e translation of the target along the z-axis
e rotation of AGATA along the z-axis
e translation of AGATA along the z-axis

In order to control such roto-translations, the coordinates of Equation 4.8 were modified
by introducing a parameter (e.g. offset on the z-coordinate, a rotation angle) and then the
effect of the Doppler correction as a function of the parameter was studied. For example,
in Figure 4.16 the Doppler-corrected 7-ray energy of %°Ni is investigated as a function of
the AGATA position along the z-axis. The value of the parameter, which determines the
effective position, was obtained by maximising the amplitude and minimizing the FWHM
of the two peaks at 1173 keV and 1332 keV. From such procedure it resulted that there was
an offset in the z-coordinate of 7,: the AGATA spectrometer was placed 3.5 mm farther
from the target.
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Figure 4.16.: Doppler-corrected «-ray energy of ®°Ni as a function of the offset along the z-
axis to the set position of AGATA. The optimal value of the offset is obtained
by maximising the amplitude and improving the energy resolution of the peak
at 1332 keV. From the procedure it results that the offset is —3.5 mm.
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4.3. Reconstructed Q-value

The simultaneous measurement of the angle and of the energy of the reaction fragments
entering in VAMOS enables the measurement of the Q-value of the reaction under the
assumption of a binary reaction without particle evaporation®. For the reconstruction it
was assumed, that the reaction occurs in the centre of the target. The energy of the
beam ion at the centre of the target (E,cqc) was calculated by subtracting the energy loss,
estimated by RangeLibC++ [152]. The same procedure was done to calculate the energy of
the detected reaction products (Ejp;) at the centre of the target. The Q-value of the reaction

was obtained by using the non-relativistic formula [153]

My + My My — My 2
Ey — Ereac — 7\/mb My, Ereac Bl COS‘gbl 5 (49)
my my my

Q=

where my; , my and my; are the target, the target-like and beam-like masses respectively,
Ey is the detected energy of the beam-like fragments, while 6y; is the angle of the beam-like
ion with respect to the beam direction.

T T——
E  Dagn R S,
.lBeam “Beam
Target Target

Figure 4.17.: The major contribution to the Q-value uncertainty is given by the energy loss
inside the target. (left) According to the position where the reaction takes
place inside the target, the beam and the fragment lose energy differently.
Then, considering that usually the reaction point in the target is unknown,
the Q-value can be calculated under certain assumption: in the analysis, the
reactions were supposed to take place in the middle of the target. (right) Inside
the target both beam and reaction-fragment will straggle within the target.

As it is deeply discussed in Appendix A, there are several uncertainties of the recon-
structed Q-value. The major contribution to the uncertainty is the thickness 0.715 mg/cm?
of the target and hence the different energy loss of the ions in the target, depending on the
position where the reaction took place. The energy loss of an ion in matter depends on its

3In the text the reconstructed Q-value is also called Total Kinetic Energy Loss (TKEL). This is due to the
fact that there is a relation between the two variable (Q = —TKFEL), so a gate on the first automatically
identifies a gate on the second.
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4.4. Recoil distance Doppler-shift method

mass, atomic charge number and energy (see Figure 4.17). Even though the energy loss of
the recoil is calculated for the identified ion, the difference of energy loss between the beam
ion is higher for the transfer channels. Especially for the transfer of many protons this effect
is important.

The straggling and the unknown position of the beam spot on the target increases the
uncertainty of the reconstructed Q-value. By combining all these effects, an uncertainty of
around 20 MeV can be expected, as it can be deduced from Figure A.2.

The Q-value is a powerful tool which allows to control the feeding from higher-lying states
[98]. In order to check its implementation, the lifetimes of low-lying states in °4Cd were
extracted (see Chapter 5).

4.4. Recoil distance Doppler-shift method

The Recoil Distance Doppler-Shift (RDDS) [100] method is a well established technique
for the determination of picosecond lifetimes of excited nuclear states. The technique is
based on the extrapolation of the lifetime by observing the intensity of both shifted Is(z)
and unshifted I,,(z) components of a v-ray transition as a function of the target-degrader
distance x. Such components are due to the different Doppler shift, caused by the slowing
down of the reaction products after passing through the degrader material (see Figure 2.15).

The ratio between the intensity of the two components depends on the time of flight
between the target and the degrader. In particular two ratios can be defined, the decay
curve R(z) and the flight curve F(x):

I,(z)
R(z)= ——————
I“(x; (xs(x) (4.10)
F@) = 1 L@

According to such definition, the two ratios are related functions and they can be easily
written as R(z) = 1 — F(z)%.
4.4.1. Decay-curve method

The decay curve R(x) is commonly used for the lifetime determination. In fact, for the
simple case of one unique level deexciting, the decay curve presents an exponential trend:

X

t —
R(z) =n(0)e T =n(0)e PscT | (4.11)

where 7 is the lifetime of the level, n(0) is the initial level population and ¢ is the speed of
light.

*Instead of the sum I, () + Is(x), other normalizations (e.g. number of ions) can be used in the analysis
and they usually entail that the two ratios become mathematically independent.
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Figure 4.18.: Representation of a possible level-feeding pattern: the levels k& populate the
level of interest 7, which deexcites via transitions to the levels h. Taken from
Reference [100].

In real cases however, when more levels are involved creating a complicated level-feeding
pattern (see Figure 4.18), the analysis of a lifetime measurement is basically done by solving
the corresponding system of differential equations. Following the notation used in Figure
4.18, the differential equation for the level of interest L; reads

inz(t) = -\ nl(t) + Z Ak nk(t) bri (4.12)

where n;(t) and ng(t) are the number of nuclei in the levels i and k at the time ¢, the
quantity by; are the branching ratios from the level k to the level ¢ and A\; = 1/7; is the
decay constant of the j-th state (j lays between i and k). In the simple case of a decay
chain when every state has just one feeder (by; = 1), the solution of the differential equation
is given by the Bateman equation [154]

i i =Mt

i—1
ni(t) = |nk(0) x ECAJ- X ZHi o) : (4.13)

k=1 j=k L1lp=kp#j

Otherwise, in the more general case the solution of Equation 4.12 with respect to the decay
curve R;(t) can be written as [100]

N
i _,
Ri(t) = Pie ™ + > My, [e Akt e M] : (4.14)

where P; denotes the direct feeding intensity of the level i. The coefficients My; are defined
as
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by N N A
My | =2 —1) = by Py — by M M byni == 4.15
k <)\k > ki Lk k mZk:H mk+mzi;-1 km ¥ ( )

and represent the ratio of the decay constants of Equation 4.13.

Coincidence measurement

A great progress in the field of lifetime measurements was achieved when the step from
~y-ray singles plunger measurements to y7y-coincidence measurements was made. The main
motivation to perform coincidence plunger measurements was to overcome the problems
concerning the feeding from states above the one of interest [155]. In order to take into
account the discrete feeding, many experimental values, such as feeding intensities and
lifetimes of the feeders, have to be determined which can be problematic in some cases. Even
higher difficulties are associated with the unobserved feeding, which normally introduces
large uncertainties.
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0 | r | T -
B Bu  ~-Det.1

Figure 4.19.: Schematic drawing explaining the basics of the coincidence method. By gating
on the shifted component of the feeder B, the transition of interest A would
have both shifted and unshifted components; on the other hand, by gating on
B, all the A-transition 7 rays would be emitted after the degrader. Adapted
from Reference [100].

By gating on one of the feeding transitions Lj of the level of interest, the side-feeding is
eliminated and only the feeding via the selected transition B is relevant for the determination
of the level lifetime 7. A more simple interpretation of the method is that, by selecting the
transition B, only the population due to such feeding is investigated. In particular, as it is
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summarised in Figure 4.19, by gating on the shifted component (Bs) of the feeder B, the
transition of interest A would have both shifted and unshifted components; on the other
hand, by gating on unshifted component B, all the A-transition ~ rays would be emitted
after the degrader.

4.4.2. Differential decay-curve method

The Differential Decay-Curve Method (DDCM) [99, 100, 156] is an alternative analysis
procedure for lifetime measurements with RDDS data. With respect to the standard analysis
this method entails several advantages:

e there are no assumptions on the shape of the curve R(t) (see Equation 4.10)

e only relative target-degrader distances, which can be measured with high precision
without the estimation of the plunger zero offset (see Section 3.3), are required

e in each case there is a certain target-degrader distance range where the data points
are sensitive to the corresponding lifetime

With such method, the lifetime of a state can be easily obtained as

7i(t) = l _ _Ri(t) _ Zk brioui R ()
N gR.(t) ’ (4.16)
dt "

wk(0) ex(Ey)
w;i(©) € (Ey)
efficiency €;(E,) and the angular distribution w;(©) of the electromagnetic radiation.

In the equation the denominator is the derivative of the function R;(t). Assuming similar
errors for numerator and denominator for all flight times, the error of the lifetime gets large
for small denominator values, that is for small slopes of the R;(t) curve. This is used for the
definition of the sensitive region, which has its limits at those flight times where the slope
of the R;(t) curve is at the half of the maximum value.

Following Equation 4.16, for each value of the flight time ¢ one value for the lifetime can
be determined. Since the lifetime of a state is a constant, the function 7;(¢) must be a
constant as well. Thus, deviations from a constant value most likely indicate the presence
of a systematic error.

where the factor of proportionality ag; = is determined by the detector

Coincidence measurements

Analogous to the DCM, coincidence measurements can be performed also with DDCM in
order to get rid of the presence of side-feeding transitions. In fact, as it is shown in Figure
4.19, after gating on the component feeding transition B, the Equation 4.16 becomes

B,
7(t) = f“i : (4.17)

J— BS
dt A (1)
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where ABs(t) and APs(t) are the coincidence intensities of the shifted and unshifted com-
ponents of the transition of interest, respectively.

Also in this case, it is extremely important to fit a smooth curve to the data points,
especially in the sensitive region. In principle, the curve must be monotonically increasing
with exactly one inflection point, which has to be inside the sensitive region.
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After performing the complete identification of the reaction fragments and optimising the
Doppler correction for the v rays emitted in flight, the validity of the experimental method
can be tested. The plunger zero offset (see Section 3.3) was tested by measuring the lifetime
of the first 2% state of 19Cd with the coincidence method, in order to ensure that the
reaction occurred between the '°°Cd beam and the Mo target. The implementation of
the reconstructed Q-value was also checked by measuring the lifetime of the low-lying states
of 19Cd. The Q-value gate avoids the inclusion of systematic errors caused by the beam
excitation on the ?*Mg degrader. In this chapter the lifetime measurement of the first 2+
and 47 states in 1961088y which were the goal of the experiment, will be presented. In
particular an additional and detailed discussion is focused on the different methods to get
the lifetime of these states with the lower error bars for the °8Sn case. At the end of
the chapter, the feasibility of measuring lifetimes in the identified odd-mass Sn isotopes,
107,109Gy | is discussed.

5.1. Cadmium isotopic chain

Thanks to the large statistics and well known lifetimes of the low-lying states along the
whole isotopic Cd chain, the low-lying excited states of Cd are used as benchmark of the
experimental method and analysis.

As described in Section 3.3, the plunger device was first calibrated in order to have
the correspondence between the induced tension of the feed-back system and the motor
position (see Figure 3.16), then the zero offset was extrapolated in order to obtain the
absolute distances between the target and degrader foils (see Table 3.3). By observing the
~ rays emitted by the '°°Cd beam, the evaluation of the plunger zero offset was checked by
extracting the lifetime of the 27 state via both DCM and DDCM [101]. In fact, as mentioned
in Chapter 4, the first method depends on the absolute target-degrader distances while the
second only on the relative distances.

In addition, the reconstructed Q-value, introduced in Chapter 4, was also used to control
the feeding from higher-lying states [98] and to simplify the decay model, which should be
taken into account for the lifetime of a given state. In order to check the implementation
of such a powerful tool, the lifetimes of low-lying states in '°4Cd were extracted.
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5. Results from Lifetime Measurements

5.1.1. '%Cd

The excited states of the 1°6Cd projectile are the most strongly populated in the experiment.
In Figure 5.1 the Doppler-corrected y-ray energy spectrum gated on '°Cd shows that mostly
the low-lying states of both '°6Cd and ?Mo were populated in the reaction. From the
transitions identified in the single ~-ray energy spectrum and by observing the coincidences
thanks to the prompt v — v matrix of Figure 5.2, a partial level scheme of '%°Cd can be
deduced. Indeed, by observing carefully the v — ~ matrix, the QT — 0;5. transition is in
coincidence not only with the 4f — QT transition but also with many others. The presence
of all these transitions feeding the first 27 state makes the measurement of its lifetime via
single v rays really complicated. For this reason, the coincidence method was used by gating
on the shifted component of the 4f — QIL transition, the largest feeder, in order to extract
the lifetime of the 2f state from the resulting decay curve. Moreover, gating on the shifted
peak of the feeding transition ensures that the reaction took place at the target position and
that both shifted and unshifted components of the transition of interest would be present.
This avoid also the systematic error due to the possible excitation of the beam ions on the
degrader material.
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Figure 5.1.: Doppler-corrected ~-ray energy spectrum, obtained gating on '96Cd, for all the
plunger distances. The most intense transitions of both °°Cd and ?*Mo are
identified and labelled.

By using the DCM, which depends on the absolute target-degrader distances (see Table
3.3), a lifetime of 10.7(4) ps is obtained for the 2" state. Figure 5.3 (left) shows the decay
curve, obtained by fitting the normalised area of the 2] — O;fs_ unshifted component as a
function of the distances between the foils. Then, the DDCM, which depends only on the
relative distance between the points, has been applied: as presented in Figure 5.3 (right),
after averaging the obtained values of the lifetime in the sensitivity region of the method
[99, 100], the lifetime of the 2T state results to be 10.4(2) ps.
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Figure 5.2.: Prompt Doppler-corrected -y matrix for 1°6Cd for all the plunger distances.
By gating on a certain transition it is possible to observe the ~ rays detected
inside a coincidence time window of 6 ns and then determine the partial level

scheme of the populated nuclei.
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Figure 5.3.: Lifetime measurement of the 1%6Cd first 2% state via the coincidence procedure,
performed by gating on the shifted component of the 47 — 2] transition. (left)
Normalised area as function of the target-degrader distances for the QT — 0;.3.
transition, showing (red line) the fitting function used for the Decay Curve
Method. (right) Lifetime of the 2% state as function of the target-degrader
distances, obtained via the Differential Decay Curve Method: the solid line
represents the average value, the dashed lines are the corresponding error bars
and the grey area marks the region outside the sensitivity of DDCM. The final

results are summarized for the two methods in Table 5.1.
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5. Results from Lifetime Measurements

The lifetime of the first 27 state of 1°Cd was then obtained with two different methods,
which provided exactly the same result: this fact confirms that the previously estimated
value of the plunger zero offset is correct. Moreover, the result is perfectly in agreement
also with previous measurements reported in bibliography [157], which further supports the
validity of the experimental method. The comparison between the experimental results and
the one adopted in the literature is summarized in Table 5.1:

Literature value DCM DDCM
10.5 (1) 10.7 (4) | 104 (2)

Table 5.1.: Lifetime of the 2] state of 1°6Cd: the results obtained via the DCM and DDCM
are compared to the literature adopted value [157].

5.1.2. %Cd

Once confirmed the calibration for the plunger distances, another variable that is important
for the lifetime measurement has to be checked: the reconstructed QQ-value. Because the
statistics of '°°Cd do not allow to perform the test with the coincidence procedure, avoiding
in this way the systematic error caused by the beam excitation on the degrader!, the lifetime
measurement of excited states in 1%Cd was used to validate the Q-value gating procedure.

The '°4Cd nuclei were populated mostly through the transfer of 2 neutrons from the
beam to the target. In Figure 5.4 the spectrum shows that states with spin up to 10A were
populated in the yrast band, but also ~-ray transitions belonging to side bands with both
positive and negative parity can be identified. From these identified y-ray transitions the
level scheme of 1%4Cd was reconstructed.

As introduced before, a Q-value gate allows to control the feeding from the higher-energy
transition. On the other hand, such extra condition has to be a compromise between the
simplification of the decay model and the statistics in the transitions of interest. However,
keeping in mind that the Q-value has an intrinsic resolution due to the energy loss in the
target (see Appendix A) of few MeV and considering the complexity of the level scheme
reported in Figure 5.4, for the test it was decided to “suppress” the transitions that are
above the first 47 state. Thus, the @ > —14 MeV was set and the resulting y-ray spectra
are shown in Figure 5.5

'Even if it is difficult to estimate the systematic error, it seems that its contribution is negligible because
of the ?*Mg foil thickness. In fact, when performing the Q-value test with the °°Cd data, the measured
lifetime is 10.6(8) ps, which is perfectly in agreement with the results reported in Table 5.1.
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5. Results from Lifetime Measurements
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Figure 5.5.: Doppler-corrected v-ray energy spectrum for '°4Cd, gating on the Q-value for
reducing the feeding from high-spin transitions (see text). For the three dis-
tances the lowest-lying transitions are shown (blue): the feeding from the states
above the 4T state is practically negligible. Despite of the additional constraint
on the reconstructed Q-value, there are still 1°°Cd contaminations (red).
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Figure 5.6.: Normalised unshifted area as function of the target-degrader distance for (left)
47 — 21 and (right) 2 — 0 5., showing (red line) the fitting function used
for the Decay Curve Method. The area is normalised to the sum of shifted and
unshifted areas. The obtained lifetimes are 7.77(47) = 3.0(3) ps and 7(27) =

8.0(5) ps.
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5.1. Cadmium isotopic chain

By observing the decay curves of Figure 5.6 and the ~-ray spectrum of Figure 5.5, it is
clear that the 4] state has some feeders, due to the (4)* — 41 and 6] — 4 transitions.
For this reason the lifetime of the 47 state 7.;7(4") = 3.0(3) ps is larger than what is
reported in literature 7(47) = 1.5(5) ps [158]. However, since the goal was to measure the
lifetime of 2% state, the measured 7.7(4") was considered as an effective lifetime. In this
way, the lifetime of the first 27 state could be measured: the result is perfectly in agreement
with previous measurements and the error bar is even smaller than the values reported in
literature. In Table 5.2 the results obtained for '*Cd are summarised:

State | 7 [ps] T [ps]
literature
27 [80() [ 93¢
8.5 (12) °
47 1303)] <6¢
1.5 (5)°

Table 5.2.: Comparison between the measured lifetime of both 2] and 4] states in '04Cd

with results reported in literature. Results @ are taken from [159] and ? come
from [158].
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5. Results from Lifetime Measurements

5.2. Tin isotopic chain

As introduced before and also extensively described in Appendix A, the experimental setup
was optimised in order to populate and select '°®*Sn. Because of the steep change of the
reaction Q-value (see Table A.2) and according to the Q-value considerations (see Equation
1.19), for the most neutron-deficient Sn isotopes the cross-section decreases abruptly, as
expected for many nucleon transfers. For this reason only the '6-1098n cases will be
discussed.
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Figure 5.7.: Inelastic-scattered beam contamination in the Sn isotopic chain. (left) Frag-
ments total energy (Epor) as function of the y-ray Doppler-corrected energy,
requiring the Z = 50 identification: the 2% — 0% transition of °°Cd indicates
that is possible to reduce the contamination by requiring the condition (dashed
red line) Eror < 500MeV. (right) Mass spectrum of the Sn isotopic chain with
(blue) and without (red) the condition for reducing the °°Cd contamination:
the peaks related to 1961998n have a sensible reduction, while the rest of the
statistics remains practically untouched.

An additional problem, which limits the study of the Sn isotopic chain, is given by the
contamination of the inelastic-scattered beam. In fact, Section 4.1 shows that the kinetic en-
ergy of the fragments at the entrance of the IC was not sufficient to have a clear identification
in Z (see Figure 4.3): the channels from —1p to +2p are overwhelmed by inelastic-scattered
beam events.

In order to reduce such contamination in the channels of interest without losing statistics,
a gate on the measured total energy of the fragments was set. In Figure 5.7 (left) the relation
between the y-ray energy spectra and the fragments total energy is shown: by requiring the
condition Eror < 500 MeV, it is possible to reduce the contamination of both the 27 — 0"
and 4% — 27 transitions of '°°Cd, without rejecting events related to the Sn channels.
Then, in Figure 5.7 (right) the effect of such a condition in the Sn isotopic chain mass
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5.2. Tin isotopic chain

spectrum is presented: the peaks related to °6:1998n have a sensible reduction?, while the
rest of the statistics remains practically untouched.

In the followings the results of the 1961998y nuclei are presented, with the above condition
(Eror < 500 MeV) applied.

5.2.1. '%8gn

The '98Sn nucleus represents the most populated isotope of the whole isotopic chain. In
Figure 5.8 the spectrum shows that states with spin up to 10h were populated during the
experiment and from the observed 7-ray transitions the level scheme of '°®Sn is reported.
One notices immediately that the transition de-exciting of the 8 state can make the lifetime
measurement of the 2% state difficult: in fact the unshifted component of the 8t — 6T
transition has exactly the energy of the shifted component of the 2+ — 0T transition.
Thus, in order to correctly extract the lifetime of the 27 state a gate on the reconstructed
Q-value is mandatory.

As it was previously tested for the '°4Cd case, the Q-value gate allows to control the
feeding from the higher-energy transitions. In particular, for 1%Sn it was possible to suppress
all the transitions above the 6T isomeric state: in fact only the peaks belonging to the
6T — 4T, 4T — 27 and 2% — 0T transitions are still visible in the y-ray energy spectrum
when the condition ) > —21 MeV is required. In Figure 5.9 the Q-value gated -ray spectra
of 1988n are presented for each target-degrader distance, showing the evolution of the shifted
and unshifted components of the 47 — 2% and 2T — 07 transitions.

From these gated spectra the direct feeding to the low-lying 2%, 4™ and 6™ states could
be determined: this procedure is crucial for extracting the lifetime of these states via DCM,
because it helps introducing some constraints to the fitting function parameters. The direct
feeding parameters after the Q-value gate are summarised in Table 5.3.

Measured feeding
Neo (11 +£4)%
Nap (27 +£5)%
Najo (62 £5)%

Table 5.3.: Direct feeding measured from the v-ray spectra of Figure 5.9.

Thanks to the Q-value gate, in order to extract the lifetimes just a three-step decay-chain
model can be used, considering the de-excitation of 67, 47 and 27 states. The 6T state is
an isomer with 7(67) = 10.5(6) ns [160, 161] and therefore its contribution to the decay
curves is constant over all the distances. Via the DCM the lifetimes of first the 41 and later
the 27 states are extracted with an error below 15%: 7(41) = 3.6(5) ps and 7(2%) = 0.76(8)
ps. The lifetime of the 2T state is perfectly in agreement with the literature adopted one
7(27) = 0.69(17) ps [2], extrapolated from Coulomb excitation measurements [2, 83, 84].
The normalised unshifted area as a function of the plunger distances and the fitting curves
are presented for the 47 — 2 (left) and 2 — 0T (right) transitions in Figure 5.10.

2In experiments involving magnetic spectrometers like VAMOS, it has been empirically observed that the
A/q ratio has a distribution peaked around 3. Because of this, the beam contamination was affecting the
channels with mass 106 + 3 x m where m is an integer value
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Figure 5.8.: (left) Doppler-corrected y-ray energy spectrum in coincidence with '°®Sn, summed for all the plunger distances. All
the identified transitions are reported in the level scheme of 1%Sn (right).
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Figure 5.9.: Doppler-corrected y-ray energy spectrum for 1%8Sn, after gating on the Q-value
to reduce the feeding from high-spin states (see text). For each plunger distance
the 4% — 2% (blue lines show the centroids) and 2t — 0 (red lines show
the centroids) transitions are shown, presenting for both of them the shifted
(dashed) and unshifted (solid) components.
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5. Results from Lifetime Measurements

o5

Figure 5.10.: Normalised area as function of the target-degrader distances for the 47 — 2%
(left) and 2 — 0" (right) transitions, obtained from the spectra of Figure
5.9. The lifetimes 7(47) = 3.6(5) ps and 7(2%) = 0.76(8) ps are extracted

In the following other methods to derive the lifetime of the first 27 and 4™ states in the
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from the fitting curve (solid red) via the Decay Curve Method (DCM).

108Gn with the goal to reduce the error will be described.

The first attempt consisted in measuring the lifetime of the states via DCM, using a
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Figure 5.11.: Lifetime measurement of the first (left) 4% and (right) 2% state in 1%Sn as
function of the target-degrader distance, obtained via the Differential Decay
Curve Method: the solid line represents the fitting function, while the dashed
ones are the error bars. The lifetimes result to be 7(4%) = 3.67(12) and
7(2%) = 0.7(2) ps. In the graphs the points in the method sensitive region are

1 .
60 80 100



5.2. Tin isotopic chain

“combined x?” function: in fact, as the lifetime of the 4T state is a common parameter in

both the decay curve fitting functions of Figure 5.10, a combined function can be defined
in order to minimize the y? both for the lifetime of 47 and 2% states simultaneously. With
this method, while the fitting conditions for the 2% state remain the same, the number of
points taken into account for the lifetime estimation of 4™ state is doubled. Despite the
expectations, this procedure gives larger errors for the states lifetimes: 7(4") = 4.1(10) ps
and 7(27) = 0.76(10) ps.

The second attempt consisted in the extrapolation of the lifetimes via the DDCM. Because
of the statistics, the adopted method was different from what was used for 1°Cd: in fact,
instead of the coincidence procedure, the measurement was performed with the single-y
one. As explained in Section 4.4 and summarized in Equation 4.16, in this method the
contribution of the feeders to the state of interest has to be subtracted. This introduces two
problems which may prevent the measurement: on one side the area of the 6™ state cannot
be estimated; on the other side, because of the error propagation, the method becomes
less precise as the number of feeders increases. A possible solution for the 67 area issue
comes from the fitting functions, used in the measurement via DCM: in that procedure, in
fact, the value of the offset gives information on the direct feeding to the 67 state, which
corresponds to (9 +2)%. Using this evaluation of the peak area of the 67 — 4T transition,
the weighted average of the points in Figure 5.11 gives a lifetimes of the two states of
interest: 7(47) = 3.67(12) and 7(27) = 0.7(2) ps, which are perfectly in agreement with
what was obtained via DCM. However the lifetime of 2 state has a larger error than the
one obtained via DCM.

30000

25000

20000

01 ps

—_

5000

Counts/0

10000

5000

Lifetime [ps]
Figure 5.12.: Distribution of the 4" state lifetime, obtained simulating the peak area of the
6T isomeric state and then performing the measurement via DDCM. The green

solid line represent the mean value of the distribution. The resulting lifetime
is 7(41) = 3.7(2) ps.

After having verified the limits of the method, additional work was done for improving the
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5. Results from Lifetime Measurements

analysis of the lifetime of the 4T state in order to make the procedure more robust. In fact,
a possible objection about the described steps of the analysis concerns the evaluation of the
peak area of the 67 — 47 transition: from the offset of the DCM fitting function just an
average value of the peak area can be extracted. For this reason, instead of subtracting the
constant offset, the measurement was performed via DDCM, introducing the fluctuations
around the estimated average value. Per each point the peak area of the 67 — 4T transition
was taken randomly from a uniform distribution in the range from 5 to 13, determined by
considering 20 from the average value. Then, the effect of such parameter on the analysis
was investigated through a Monte-Carlo simulation. From the distribution of the lifetime,
which is shown in Figure 5.12, the final result can be obtained 7(41) = 3.7(2) ps where the
error is given by the FWHM of the distribution.

All the described methods yield compatible values of the 2 and 4T states lifetime. The
values adopted from now are 7(2%) = 0.76(8) ps and 7(47) = 3.7(2) ps, which represent the
most precise and robust estimation of the lifetimes.

5.2.2. 196gp

The '%Sn nucleus represents the lightest Sn isotope with enough statistics to allow to
performing lifetime measurements. Despite the large contaminations from the '°Cd beam
and In isotopes, the spectrum in Figure 5.13 shows clearly that only the yrast states up to
the 107 of 1°Sn were populated. As in many other neutron-deficient even-even Sn isotopes,
the 67 state is a seniority isomer with a lifetime of 7(61) = 3.8(6) ns [162-164].

Thanks to the fact that only the yrast states up to the 10" were populated and to the
presence of the 61 isomer, for the low-spin states lifetime determination a procedure similar
to the one adopted for 1°®Sn can be adopted, by considering only the 2%, 4+ and 67 states.
From the ~-ray spectrum of Figure 5.13 the direct feeding to the low-lying states could be
determined. The direct feeding parameters are given in Table 5.4.

Measured feeding
Ns o (15 £ 9)%
Ny BT+ 7%
Nojg (48 £ 7)%

Table 5.4.: Direct feeding measured from the v-ray spectra of Figure 5.13.

Unfortunately the statistics of the 4™ — 2% transition peak are not sufficient for directly
extracting the lifetime of 4T state. Thus, after constraining the range of the feeding pa-
rameters, the lifetimes of the two lower states are extracted only from the decay curve of
the 2% state, presented in Figure 5.14. The obtained lifetimes are 7(41) = 5.2(39) ps and
7(27) = 1.3(7) ps.
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5. Results from Lifetime Measurements
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Figure 5.14.: Normalised area as function of the target-degrader distances for the 27 — 0%
transition. The lifetimes 7(47) = 5.2(39) ps and 7(2%) = 1.3(7) ps are ex-
tracted from the fitting curve (solid red) via the Decay Curve Method (DCM).

5.2.3. Odd-mass Sn

In addition to the even-even Sn isotopes just described, also the 197198n nuclei were pop-
ulated with sufficient statistics to perform lifetime measurements.

These odd-mass Sn have structure similar to the one of the even Sn isotopes. Indeed,
the two main bands, identified in the level schemes of 197Sn and '%°Sn, can be explained as
the coupling of the unpaired neutron from either the 2ds,, or 1g7/, orbits to the 106,108Gy,
core, respectively. Several v-ray spectroscopic studies were performed in the past to derive
the complex level schemes of 197Sn [165, 166] and %°Sn [167-170] isotopes. Figure 5.15 and
Figure 5.16 show the known level scheme for 1°7Sn and '%?Sn, respectively.

Because of the presence at low spin of two bands, based on the coupling of a g7/, and
gs/2 neutron to the core, the v-ray transitions in the two bands have very similar energy.
Considering also that for each transition there are both the shifted and unshifted compo-
nents, the lifetime measurement of any state is practically impossible via RDDS method.
In fact, in both the spectra of Figure 5.17 and Figure 5.18 most of the peaks correspond
to more than one 7-ray transition. From the observed 7-ray transitions, the °7Sn states
were populated up to the excitation energy E, ~ 4 MeV, while the states of '°?Sn were
populated until E, ~ 6 MeV.

Concluding, even if the statistics are sufficient to extract the lifetimes, for the odd-mass
1071096y jsotopes the fact that too many transitions have similar energy makes the lifetime
determination unfeasible, even by using the Q-value gate method.
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Figure 5.17.: Doppler-corrected ~-ray energy spectrum for 1°’Sn, summing up all the statis-
tics. No contamination from '%°Cd beam are present, but several peaks due
to 17In transitions (orange) are observed. When the assignment was possible,
the identified transitions of the beam-like ion are shown.
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Figure 5.18.: Doppler-corrected v-ray energy spectrum for °?Sn, summing up all the statis-
tics. Despite the constraint on the fragments total energy (Eror), contamina-
tion (red) from the inelastic-scattered °°Cd beam is still present; in addition
also contamination (orange) from %In are visible. When the assignment was
possible, the identified transitions of the beam-like ion are shown.
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In the previous chapters the experimental method has been discussed, which allowed to
extract the lifetimes of the 2t and 47 states in 106198Sn. The reduced transition prob-
abilities have been deduced and, in this chapter, they are compared to previous experi-
mental values, obtained by Coulomb excitation measurements. The B(E2) values are also
compared with the theoretical results, obtained from the state-of-the-art Large-Scale Shell-
Model (LSSM) calculations, performed in collaboration with the theoretical group from the
Institut Pluridisciplinaire Hubert Curien (IPHC, France).

6.1. B(E2) systematics along the Sn isotopic chain

The measurement of the reduced transition probabilities B(E2;2% — 0%) along the Sn
isotopic chain has attracted a large interest: indeed, the information on the low-lying states
in the neutron-deficient Sn isotopes can shed light on the evolution of “magicity” of the
proton shell closure Z = 50. However, because of the presence of the seniority isomers,
typical fingerprint of semi-magic nuclei, the investigation of transition strength, such as
B(FE2;2" — 07), in neutron-deficient even-even tin isotopes has been mainly performed via
Coulomb excitation measurements [81, 83-93|. The present result represents de facto the
first direct lifetime measurement for the low-lying states 2+ and 4 in the neutron-deficient
Sn region. Furthermore, the data allowed to estimate the reduced transition probabilities
B(FE2;4% — 27), that was never measured before for such neutron-deficient nuclei. In
Figure 6.1, the systematics of the B(E2) values for both 47 — 2% and 2 — 0" transitions
are presented, which include also the results obtained in this thesis.

The lifetime of the first 27 state of 198Sn corresponds to a reduced transition probability
that is perfectly in agreement with all the previous Coulomb excitation measurements [81,
83, 84, 86]. This new result has an error of ~ 10%, which makes it one of the most precise
measurements if compared to the previous values. In addition, thanks to the different
analysis procedures that were used and improved, for the same nucleus the B(E2;4T — 21)
is extracted with an error of ~ 5%. Remarkable are also the results of 1°6Sn: while the
large error on the lifetime of the 4T state makes any clear conclusion on the evolution of the
B(E2;4" — 21) difficult, the B(E2;2% — 0 ;) suggests that this quantity is decreasing
when going towards 1°°Sn. In Table 6.1 the new and the previously-measured values of the
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6. Theoretical Interpretation

reduced transition probabilities for the 4t — 2+ and 2+ — 07 transitions in 961988 are
summarised!.
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Figure 6.1.: Reduced transition probability B(FE2) systematics along the Sn isotopic chain
for (top) 47 — 2% and (bottom) 2+ — 0T transitions. The results discussed in
this thesis (black dots) are compared with previous experiments. The “adopted”
results for the neutron-rich isotopes are taken from Reference [2], while for the
neutron-deficient region the results are taken from References [81, 83-93].

106G, T08G,,
2t 50t 4t 2t | 2t 50t 4T 5 2F
Coulex at GSI - - 464 (114) -
Coulex at NSCL | 480 (117) ; 460 (78) -
Coulex at ISOLDE | 390 (78) - 444 (38) -
This work 245 (132) 446 (334) | 422 (44) 364 (20)

Table 6.1.: Reduced transition probabilities for the low-lying 2 — 0% and 4+ — 27 tran-
sitions of 1961988y The values, extracted from the lifetimes measured in this
work, are shown together with those obtained via Coulomb excitation measure-
ment [81, 83, 84, 86]. The results are reported in e2fm?.

!The GSI value [83] of '°®Sn was recently corrected by the work of Kumar and collaborators [81], who
changed the B(FE2;2% — 0T) from 460 (114) to 464 (114) ¢ fm®*. Therefore, in the following the more
recent value will be adopted.
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6.2. Proton excitation across the Z=50 shell closure

6.2. Proton excitation across the Z=50 shell closure

For the neutron-rich tin isotopes the magnitude of the proton gap was directly extracted
from the separation energy Sa,, experimentally measured for Sn and Te isotopes [77, 78],
showing a maximum of ~ 9 MeV for 32Sn (see Figure 1.15). On the neutron-deficient
side, however, only indirect evidence of the size of the Z = 50 shell closure exists, e.g. the
excitation energy of the core-excited isomer in *Cd? [79] or the large Gamow-Teller strength
observed in the 3 decay of 1°°Sn [80]. The proton shell closure for 1°°Sn has been estimated
from the Effective Single Particle Energies (ESPE), which include only the monopole term
of the nuclear interaction, and it was found to be ~ 6.5 MeV, which is the value adopted in
the majority of the theoretical calculations (see Figure 6.3).
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Figure 6.2.: Comparison between the experimental low-lying states in 1°6:19%8Sn with LSSM
calculations, obtained with SnETMod [171] and Z50BonnC [172] interactions.
In the calculations, '°Sn was defined as core and the neutrons model space
consisted of the 1ds 9, 0g7/2, 1d3/2, 251/2 and Ohyy /5 orbitals.

The structure of the Sn isotopes can be calculated by considering a '°°Sn core. As an
example, in Figure 6.2 the yrast band up to the 8% state in 1961088 is compared with LSSM
calculations, obtained by using the SnETMod [171] and Z50BonnC [172] interactions. For
both neutrons and protons the ds/a, g7/2, d3/2, s1/2 and hyy /o orbitals were included in the

2In the work of Blazhev and collaborators the neutron shell gap of °°Sn has been estimated from the 12F
isomer of “Cd. Then, taking into account the isospin symmetry of the nuclear interaction, the proton
shell gap was considered equal to the neutron one.
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valence space3. On one side, the agreement between the experimental and the calculated
level scheme is quite good, especially with the Z50BonnC interaction. However, when
computing the transition probabilities, one realizes that the use of the standard effective
charges gives an underestimation of the B(E2) values. In fact, by comparing the values
reported in Table 6.1 with those obtained via LSSM calculations (Table 6.2), it is clear that
the neutron excitation alone is not able to reproduce the experimental results: while the
B(E2;4" — 21) cannot be reproduced at all, reasonable values of the B(E2;2" — 01) can
be obtained by using a neutron effective charge e, = 1.3e. Such large value of the neutron
effective charge comes from the fact the proton gg/o shell is closed and there is a missing
part of the Ohw major shell to the E2 quadrupole operator [173].

06g,, T08g
2t — 0t 4t =2t | 2t 5 0F 4T 2t
SnETMod (e, = 0.5¢) 55 13 65 1
SnETMod (e, = 1.3¢) | 368 90 438 8
Z50BonnC (e, = 0.5¢) 60 2 76 2
Z50BonnC (e, = 1.3¢e) 409 16 513 15

Table 6.2.: Reduced transition probabilities for the low-lying 2 — 0% and 4+ — 27 tran-
sitions in 106:198Sn  calculated with the SnETMod [171] and Z50BonnC [172]
interactions. In the calculations, the core was '°°Sn and the neutrons model
space consisted of g7 /odshyy o orbitals. The results are given in units of e? fm?.

The main reason of such mismatch between experimental and calculated values of the
transition strength is due to the lack of proton-core correlations. The quadrupole correla-
tions between orbitals near the Fermi surface are larger when AL = 2 and AJ = 2 [174].
This is indeed the case under discussion, since the orbitals gg/5 and ds/, are involved for
the neutron-deficient Sn isotopes (see Figure 1.3). Therefore, the role of particle-hole ex-
citations across the Z = 50 proton gap becomes important to explain the physics involved
and the large E2 polarization. Figure 6.3 shows the evolution of the proton ESPE, obtained
considering the gg/2, ds/2, g7/2, d3/2 and sy5 proton orbitals and the ds /3, g7/2, d3/2, S1/2
and hyy /9 neutron orbitals as model space [83]: the effective shell gap Z = 50 reaches the
maximum values at the neutron magic numbers N = 50, 82.

As example of the crucial role of particle-hole excitations across the Z = 50 proton gap,
in the work of Banu and collaborators [83], based on the Coulomb excitation measurement
of 1%8n, the experimental results are compared with a LSSM calculations considering a
907y core, with 992> ds/2, g7/2, d3j2 and sy o proton orbitals and ds o, g7/2, d3/2, $1/2 and
hy1/2 neutron orbitals as model space®. For such closed-shell core, the effective interaction
[79, 83] is isospin independent (proton and neutron shell gaps have the same energy), but
it was phenomenologically adjusted in order to reproduce the structure of the Sn isotopes
and of the N = 82 isotones. The calculation allows up to 4p — 4h proton excitations and
the effective charges are set to the pure-isoscalar values e, = 1.5¢ and e, = 0.5e. Because
in this model space the m-scheme dimension would be excessively large, the coupled code

3For simplicity in the following the model space will be defined as gr/2dshyy)o.
4For simplicity in the following the proton and neutron valence spaces will be called 7(g,d,s) and
v(g7/2,d, s, h11/2), respectively.
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Figure 6.3.: Calculated proton Effective Single-Particle Energies (ESPE) as a function of
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Comparison of the measured B(E2;27 — 01) values with LSSM predictions,
considering °Zr as closed-shell core (see text). The results discussed in this
thesis (black dots) are compared with previous experiments: the “adopted”
results for the neutron-rich isotopes are taken from Reference [2], while for the
neutron-deficient region the results are taken from References [81, 83-93]. The

LSSM predictions are taken from Reference [83].

133
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NATHAN [34] is used, which allows for a seniority truncation. Convergence was obtained
for seniority v = 8. In Figure 6.4 the comparison between the described LSSM predictions
and the experimental values of the reduced transition probabilities is shown for the whole
Sn isotopic chain. While in the case of the °9Sn core (see Table 6.2) very large neutron
effective charge was necessary to reproduce the B(E2;2" — 07) values, the pure-isoscalar
effective-charges values are sufficient if proton excitations across the Z = 50 shell closure is
considered.

Despite the inclusion of the proton-core excitations, the experimentally observed asym-
metry of the B(E2) systematics cannot be reproduced. This suggests to further investigate
the role of proton-core excitations and also other features of the theoretical predictions, such
as the effect of seniority truncation or of the core polarization as a function of the neutron
number. Indeed, so far all the previous theoretical calculations have used pure-isoscalar
effective-charge values e; = 1.5¢ and e, = 0.5e.

6.3. Effect of seniority in LSSM calculations

Thanks to the results obtained in the present experiment, it is possible to theoretically
investigate the trend of the reduced transition probabilities for the 47 — 27 (Av = 0) and
2% — 0" (Av = 2) transitions. Thus, new LSSM calculations have been performed in order
to reproduce the trend of the experimental values. In such calculation a 3°Zr core has been
adopted and the matrix elements were fitted on the same experimental observables used for
the interaction of the work of Banu and collaborators [173]. As a model space, the 7(g,d, s)
and gg/2, ds/2, g7/2, d3/2, S1/2 and hyy/o neutron orbitals have been considered®. Because
of the large dimensions of the model space, the neutron orbital 0gg/, has been “frozen”,
avoiding excitation across the N = 50 shell gap, the proton excitations have been limited
up to 4p —4h and the neutron occupation of orbit Ohyy /5 has been also restricted up to 4. In
order to check the effects of the seniority truncation, the calculations have been performed
in two cases: on one side the seniority is limited up to 8, as in the work of Banu and
collaborators [83]; while on the other side no truncations have been applied to the seniority.
Then, in the second case, the calculations have been performed for three different sets of
effective charges:

e pure-isoscalar effective-charges (e, = 1.5¢;e, = 0.5¢), in order to compare the results
with those obtained with the %°Zr core

o (ex = l.4e;e, = 0.6e), in order to introduce a small isovector component (eﬁ/l = 0.1le)
in the nuclear interaction

o (ex = 1.3e;e, = 0.7e), in order to introduce a small isovector component (e% = 0.2¢);
these values are taken from the work of Blazhev and collaborators [79], who studied
the excitation energy of the core-excited isomer in *®Cd and estimated the neutron
shell gap for Z = 50 (the proton shell gap of °°Sn was then deduced by considering
the isospin symmetry of the nuclear interaction)

Because of the different required configurations and of the large dimensions of the valence
space, these new calculations are time demanding and therefore the calculations along the

SFor simplicity in the following the neutron valence space will be called v(g,d, s, h11 /2)-
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6.3. Effect of seniority in LSSM calculations

whole Sn isotopic chain are still on going. For the moment, results are available for the
neutron-deficient nuclei up to 1'9Sn. In Figure 6.5 the comparison between the experimental
B(E2) values and the LSSM calculations is presented for the 4=110Sn isotopes.
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Figure 6.5.: Experimental B(E2) values for the 47 — 2% and 2% — 0" transitions to-
gether with LSSM predictions, considering a 89Zr closed-shell core (see text).
The results discussed in this thesis (black dots) are compared with previous ex-
periments: the “adopted” results for the neutron-rich isotopes are taken from
Reference [2], while for the neutron-deficient region the results are taken from
References [81, 83-93]. The different lines represent the LSSM calculations: the
solid line represents the B(E2) prediction obtained from the seniority trunca-
tion v < 8, while the dashed lines are the theoretical results where no seniority

truncation has been considered and three different sets of effective charges are
used.

6.3.1. Seniority-truncated predictions

The B(E2;2% — 07) values, obtained with the new LSSM calculations, based on a 8Zr
core with the neutron orbital gg/, “frozen” and a seniority truncation v < 8, correspond
so far to the theoretical values obtained by Banu and collaborators [83] using the “Zr
core (see Figure 6.4). The reduced transition probabilities of the 47 — 2% transitions are
clearly underestimated with the seniority truncation (see Figure 6.5). On the contrary, the
predictions of the LSSM calculations with no restrictions on the seniority agree better with
the experimental results. This can be clearly seen by looking at the B(E2;4" — 27) value
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6. Theoretical Interpretation

of 1088n.

The wave functions of the 0T, 21 and 47 states in 1961083 isotopes can be described as a
linear combination of the eigenvectors related to a certain value of the seniority v. Indeed,
for semi-magic nuclei, as the Sn isotopes, the seniority represents a “good” quantum number
[3]. In particular, the wave functions of the 1%°Sn nucleus can be written as

|07) = V68% v = 0) + V0% |v = 2) + V2T%|v = 4) + V2% [v = 6) + V3% |v = 8)
127) = V0% [v = 0) + V71% Jv = 2) + V8% [v = 4) + V19% |[v = 6) + V2% |v = 8)

147) = V0% v = 0) + V62% v = 2) + V18% v = 4) + V1T% |[v = 6) + V3% [v = 8) ,
(6.1)

while for the 1°8Sn they become

0F) & V62% v = 0) + V0% |v = 2) + V32% v = 4) + V2% |v = 6) + V4% |v = 8)
127) &~ V0% v = 0) + VT0% |[v = 2) + V7% |v = 4) + V21% |v = 6) + V2% [v = 8)

147 =~ V0% [v = 0) + V59% v = 2) + V18% |v = 4) + V19% |v = 6) + V4% |v = 8)
(6.2)

For both Sn isotopes, the wave functions describing the ground state are composed by
~ 60% of configurations with seniority v = 0, as it is expected from a “textbook” seniority
description. On the other hand, important contributions are present from configurations
with seniority v > 4 that suggest a more complex and fragmented wave function. The
complete absence of terms with seniority v = 2 is due to the parity and spin composition
rules: two unpaired nucleons with different spin cannot be coupled to total spin equal to 0.
Regarding the wave functions of the 2% and 47 states, the main contribution is given by
v = 2 configurations, as it is expected from the seniority description. Then, the terms with
seniority v > 4 become more and more significant with increasing spin. Another important
feature of the wave functions, obtained with a v < 8 truncation, is that the contribution
of the highest possible seniority is just 2 — 4%. Therefore, a naive estimation of the v > 8
components in the full seniority calculations entails that such terms would be around 1%.
However, as it is shown in Figure 6.5, their contribution is sufficient to drastically change
the trend of the reduced transition probabilities, especially for the 4% — 27 transition in
108811.

These results indicate the complexity of the wave functions describing the excited states
of nuclei in the N = Z = 50 region: despite the proximity to the doubly-magic '°°Sn,
already the ground state has a really fragmented wave function, that is far from the usual
textbook examples where the nucleons occupy the orbitals with the lowest single particle
energy.

6.4. Theoretical results and discussion

The results obtained in this thesis, namely the lifetimes of the 27 and 4T states in the
neutron-deficient '9%:108Sn isotopes, has provided new data to further test the nucleon-
nucleon interaction in the region around N = Z = 50. From the comparison between the
experimentally deduced transition probabilities B(E2;2% — 07) and B(E2;4" — 21) with
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6.4. Theoretical results and discussion

LSSM calculations (see Figure 6.5) one can make two major observations that improve our
understanding of this so far badly comprehended region close to 1°°Sn. However, before
discussing our two main conclusions, one should keep in mind the following statements:

e the wave functions of the 27 and 4™ states are very fragmented. Indeed, the largest
configuration contribution goes from around 20% (14%) of the ground state down
to 9% (4%) of the first 4T state in °6Sn (1°Sn). This means that for neutron-
deficient Sn isotopes the naive description of the 27 and 4™ excited states as (g7/2)”:2
configurations is far from being a reliable description.

e the inclusion of proton excitation across the Z = 50 is crucial to define the physics
case. In fact, for '°Sn the probability of having the proton gq /2 fully-occupied is
~ 60% and it decreases down to 50% for '0%Sn.

The first conclusion of this thesis is related to the kink observed experimentally and the-
oretically in the B(E2;2% — 07) values, when going from N = 56 to N = 58. Although
our experimental B(E2;2% — 0F) value for the °Sn presents a large experimental uncer-
tainty, it shows a downturn with respect to 1%8Sn. The kink observed in our experimental
B(E2;2% — 07%) values when passing from 1%Sn to the '°®Sn is nicely reproduced by the
LSSM calculations when no seniority truncation is considered. Indeed, when comparing
the theoretical B(E2;2%t — 01) values, obtained with the same valence space but with a
seniority truncation v < 8, and with the non-seniority truncated calculations, the first has
a smooth behaviour of the B(FE2) values while the second presents a step-like behaviour.
Differences in the truncated and non-truncated B(E2;2% — 01) calculations start to ap-
pear for N > 58, since more neutron valence particles are available to contribute to larger
seniority components of the wave function. The drastic change of trend in the reduced
transition probabilities is even more evident for the B(E2;4" — 21), where the theoretical
calculations show an evident jump when passing from °6Sn to 1%8Sn. It is clear that the ex-
perimental B(E2;4% — 27) for 198Sn can only be reproduced if no truncation is considered.
For the '%6Sn, the difference among the theoretical calculations with or without seniority
truncation is less evident, due to the reason just discussed above; therefore, even if our ex-
perimental value presents large uncertainties, it cannot be decisive to discriminate between
the two calculations. The effects of the truncation can be evidently seen in the Figure 6.6,
that shows the expected values of the occupation numbers for the adopted model space. It
is observed in this plot that by including higher orders of seniority, the proton excitation
across the Z = 50 shell gap becomes more important with the consequent decrease of the
population of the gg/, orbital (increase of the orbitals g7/5-ds/2). Instead, for the neutrons,
there is a reduction of the population of the hy;/, orbital in case of no seniority truncation,
while the occupation of both g7/5 and d3/; orbitals increases. These variations in the occu-
pation numbers entails a larger contribution to the quadrupole correlations, which causes
an increment of the reduced transition probabilities B(E?2).

Summarising, the very-first measurement of the B(E2;4" — 2%) value in Sn is crucial to
conclude that seniority truncated wave functions do not contain all the physics necessary
to describe the neutron-deficient Sn nuclei. This remarkable result questions the validity
of the previous attempts of reproducing the experimental trend of the B(FE2;2T — 01)
in a consistent way, via theoretical LSSM calculations considering the seniority truncation.
The full non-seniority truncated calculations also show a step-like behaviour on the B(E?2)
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values as a function of the neutrons number, something not predicted until now.

Regarding the trend of the reduced transition probabilities, obtained with non-truncated
LSSM calculations, a few words can be spent about the slight overestimation of the the-
oretical predictions for 1'°Sn with respect to the experimental data. This suggests that,
when increasing the number of valence neutrons, the definition of the valence space inside
a major shell could be too restrictive. Despite the (g, d, s, hy;/2) valence space contains all
the Ohw excitations, for the presented theoretical calculations the truncation on the neutron
occupancy of the hyy/p orbit is still too restrictive. Keeping in mind that the hqy/, orbit
does not provide quadrupole correlations, the limitation on its occupancy entails that the
other orbitals population has to increase. However, as discussed previously, the quadrupole
correlation between the remaining orbitals is really strong (AL = 2 and AJ = 2) and
therefore a small variation on the neutron occupancy can cause a large deviation on the
B(E2) values. The influence of the truncation on the hq /2 occupancy would become more
and more important as the neutron number increases. On the other hand, in the previous
section it was shown that the contribution of the valence neutrons to the B(FE2) values is
really limited, because most of the quadrupole correlations are provided by the proton-core
correlations. The same comment can be extended also to the proton valence space, which
is not including hy; /5 orbital. In fact, the “reduced” valence space can cause an overestima-
tion of the population in those proton orbitals, which largely contribute to the quadrupole
correlations. Unfortunately, while the possible population of the proton hyy/; orbital can
be naively estimated to be around 1072 particles, by observing the occupation numbers
presented in Figure 6.6, the contribution of the hyy/o orbitals to the reduced transition
probabilities B(E2) cannot be easily evaluated.

The second important observation when comparing our experimental data with theory
is related to the effective charges used in the calculations. The valence space contains all
the Ohw excitations and the quasi SU(3) partners gg/o and ds/o that holds the dominant
quadrupole strength [30] in this valence space. In the LSSM calculations the neutrons in the
go/2 have been blocked, having observed that for the most neutron deficient Sn isotopes the
neutrons in such an orbital do not contribute to the B(FE2) values. Therefore, in this valence
space one expects that the renormalised interaction takes into account the excitations from
the core that leads to standard effective charges e, = 0.5e and e, = 1.5e for neutrons and
protons, respectively, that will remain constant in the valence space [11]. However, from our
data it has been observed that, to get a better agreement with experiment, effective charges
different to these standard ones (e, = 0.5¢ and e, = 1.5e, i.e e{msl = 0.5¢, 6{352 = Oe) have to
be invoked. It seems that the best effective charges that reproduce the experimental data are
e, = 0.6e and e; = 1.4e that imply the following isoscalar and isovector polarisation charges
eéfl = 0.5¢ and e]% = 0.1e, respectively. Similar value of the effective charges was discussed
in Reference [79]. One might ask what is the origin of this small isovector contribution to
the effective charges. On one hand, one has to note that in the calculations only up to
4p — 4h excitation from the gg/o proton core are allowed, in addition to the fact that the
hy1/2 intruder orbital in the neutron valence space has been included in the calculations.
This could imply a small departure from the canonical effective charges. However, more
importantly, Hamamoto and collaborators [63] showed that for nuclei far away from the
valley of stability the IS GQR carries also an appreciable amount of the IV density due
to the neutron (proton) excess, while the calculated IV GQR carries very little IS density.
Alongside the discussion of Hamamoto, Du Rietz and colleagues [64] observed also that
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6. Theoretical Interpretation

in the mirror nuclei ' Fe->'Mn effective charges with a considerable isovector polarisation
charge were necessary in order to describe the experimental transition probabilities.

These two effects, the partial truncation of the Ofw valence space and the possibility to have
an isovector component in the effective charges for neutron-deficient nuclei, could explain
the observation that non-canonical effective charges are needed in the neutron deficient Sn
region in order to explain the trend observed experimentally in the B(E2;2T — 0T7). Ad
pleniorem scientiam, this question deserves further experimental and theoretical efforts.

In conclusion, the work presented in this thesis has underlined the importance of the
transition strengths for the understanding of the degrees of freedom necessary to describe
properly the nuclei in this region. While the energy of the excited states can be reproduced
even considering a 1°°Sn core (see Figure 6.2), basic nuclear properties, such as the reduced
transition probabilities, are more sensitive to the even small components of the wave func-
tion. Indeed our results of the B(E2;2%T — 0T) values, but especially the B(E2;4"T — 27)
for 1%8n clearly show that high seniority components of the wave functions are of extreme
importance to define the transition probabilities in this region. Actually the bell shape
like behaviour of the B(E2;2% — 07) in all previous LSSM calculations does not hold any
more, and a kink is clearly seen experimentally and theoretically in the B(E2) values when
passing from 1%Sn (N = 56) to 1%Sn (N = 58). Another important conclusion from our
data is related to the compatibility of our experimental B(E2) values with a small isovector
component in the effective charges when all the Ohw excitations in the valence space have
been taken into account, but with some truncations in the proton gy, and neutron hyy /o
orbitals. A systematic experimental and theoretical study in this region would shed light
on the isoscalar and isovector polarization of the core when far away from the stability.
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Transition probabilities, especially B(FE2) values, give valuable insights into the nature of
nuclear interaction and its evolution with respect to the neutron (N) and proton (Z) num-
bers; in fact, they are an indicator of the appearing/disappearing of a shell closure or of
the presence of areas of deformation. In the neutron-deficient Sn region several studies have
been performed to examine the evolution of the B(E2;2T — 0) values as a function of
the neutron number, that, when approaching N = 50, can help to elucidate the robustness
of the proton shell closure in the vicinity of 1°°Sn. Before this work the reduced transition
probabilities have been measured via both safe and relativistic Coulomb excitation measure-
ments. However, because of the difficulties in producing such neutron-deficient nuclei close
to the proton drip line, the experimental values suffer from large uncertainties which make
the physical interpretation challenging. In addition, despite the theoretical progress describ-
ing the atomic nucleus during the last decades, so far it has not been possible to reproduce
consistently the trend of the experimental reduced transition probabilities B(E2;2T — 0T)
in the full Sn chain.

7.1. Conclusions

As mentioned in the introduction, the tin isotopes have a privileged status because they form
the longest chain in between two doubly magic nuclei, °°Sn and '32Sn, accessible experimen-
tally. This allows systematic studies of basic nuclear properties from very neutron-deficient
N = Z to very neutron-rich nuclei. Since the transition probabilities give particularly valu-
able insights into the nature of the nuclear interaction, the multipole correlations should be
deeply investigated in order to shed light on the nuclear structure in the vicinity of both
proton and neutron drip lines.

In order to measure the B(FE2) transition strengths in neutron-deficient Sn nuclei, in
this thesis a different experimental approach was used with respect to Coulomb excitation,
namely Multi-Nucleon Transfer (MNT) reactions, which are a powerful tool for studying
low-lying states. More specifically, the lifetimes of both 21F and 4f excited states were
measured via Recoil Distance Doppler-Shift (RDDS) method in °°Sn and '°8Sn. Such
results represent the very first direct lifetime measurement of low-lying states in the neutron-
deficient Sn region. The experiment discussed in the thesis proves that the combination of
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MNT reactions with the RDDS method is an alternative method to obtain precise estimation
of the reduce transition probabilities in this region.

From a theoretical point of view it is well known that, despite the proximity to the doubly-
magic 1°°Sn, already the ground state of the investigated Sn isotopes has a fragmented wave
function, that is far from the usual textbook examples where the nucleons occupy the orbitals
with lowest single particle energy. This means that for neutron-deficient Sn isotopes the
naive description of the 2% and 4™ excited states as (g7 /2)”:2 seniority configurations is not
correct. In fact, the experimental reduced transition probabilities cannot be reproduced by
the simplistic parabolic trend, typical for one-body even operator such as the O(E2), as one
might expect from the seniority scheme conservation.

Thanks to the lifetime measurement of both 4% states in 1961988y, it was possible for the
first time to determine the B(FE2;4" — 27) values. From the comparison of this second
remarkable result with Large-Scale Shell-Model (LSSM) calculations, the validity of previous
theoretical discussions has been questioned. In fact, while the energy of the excited states
can be reproduced within the LSSM calculation framework by even considering a '%9Sn
core, the experimental B(FE2;4%T — 27) values have showed to be really sensitive to the
form of the wave function: in fact, in addition to the proton excitation across the Z = 50
shell gap, such reduced transition probabilities can be reproduced only by avoiding any
seniority truncation. This fact is exceptional because until now all the previous theoretical
interpretations have been based on seniority-truncated calculations and they have not been
able to reproduce consistently the trend of the experimental B(E2;2" — 01) values.

In addition, the theoretical calculations have highlighted the presence of an isovector
contribution to the effective charges arising from the polarization of the core. Other ex-
perimental and theoretical studies have already observed and predicted that nuclei in the
neutron-deficient region might present a significant isovector contribution to the effective
charges. However the origin of such polarization is still under discussion and deserves fur-
ther experimental and theoretical efforts. In fact, on one hand, despite the valence space
contained all the 0w excitations, the truncation on the gg/, orbitals and the inclusion of
the neutron f; /5 could imply a departure from the canonical effective charges.

7.2. Future perspectives

The limited combination of stable beams and targets, that one can use in nuclear physics
research, restricts the study of nuclei far from the stability valley. However, in the last
decades new experimental apparatus have allowed to increase the detection efficiency and/or
the selectivity, permitting to investigate more and more exotic species. One example is the
state-of-the-art HPGe detector AGATA, whose employment was crucial for the success of
the present experiment, and in the near future will move to the Laboratori Nazionali di
Legnaro (Legnaro, Italy). There, the coupling of the 27 solid-angle coverage of AGATA
detectors with other ancillary detectors, such as magnetic spectrometer (PRISMA [175-
177]), charged-particle detectors (EUCLIDES [178], SPIDER [179], TRACE [180], etc.)
and neutron detectors (Neutron Wall [181], NEDA [182]) will provide to the physicists
unprecedented opportunities in the study of exotic nuclei, even by using stable beams.
Contemporaneously with the arrival of AGATA at Legnaro, the first physics campaign
employing radioactive beams will start with the SPES [184-186] project (see Figure 7.1).
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Figure 7.1.: P70 proton cyclotron at the Laboratori Nazionali di Legnaro for the SPES
project. The primary proton beam will be accelerated up to the energy of
70 MeV and impinge onto a uranium carbide target, producing several exotic
species via proton-induced fission; then, the radioactive nuclei will be reaccel-
erated by the ALPI super-conductive radio-frequency linear accelerator up to
an energy of about 10 MeV/A, to be delivered to the experimental apparata.
Taken from Reference [183].

Thanks to the unique capabilities of the new generation detectors and the employment of
radioactive beams, many doors will be opened for the investigation of the nuclear structure
far from the stability valley. Besides the Laboratori Nazionali di Legnaro, in Europe other
radioactive-ion beams facilities exist or are being built, such as HIE-ISOLDE [187, 188] at
CERN, SPIRAL2 [189-191] at GANIL and the future FAIR facility [192] at GSI (Darmstadt,
Germany). This global trend of investing so much effort in the development of new facilities
and new generation experimental setups will pave the way to study new exotic species, that
will help in a better understanding the nature of the nuclear interaction.

In addition, as multi-nucleon transfer reactions have been shown to be powerful tools for
investigating both neutron-rich and neutron-deficient nuclei, experiments similar to the one
discussed in this thesis can be performed in order to study in detail the nucleon-nucleon
interaction further away from the valley of stability towards the neutron and proton drip
lines. As an example of these new opportunities, Figure 7.2 reports different GRAZING
calculations for the production cross section of target-like recoils in multi-nucleon transfer
reactions where “Rb beams impinge onto 2°Pb target at the energy ~ 20% above the
Coulomb barrier [193]. The calculations were performed for four different cases: neutron-
deficient unstable "*Rb beam, 8"Rb stable beam and neutron-rich unstable *#98Rb beams.
In this figure it can be seen that, when using neutron-rich beams, more neutron-rich species
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Figure 7.2.: GRAZING code calculations for the production cross sections of target-like
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nuclei in multi-nucleon transfer reactions as a function of transferred protons
and neutrons. The results refer to the collision of Rb isotopes on 2%8Pb at
energies about 20% above the nominal Coulomb barrier. The panels correspond
to the heavy binary partner in the reactions: from the top they are " Rb-+2%8Pb,
8TRb+4-208Pb, 9Rb+4-2%8Pb and PRb+28Pb. Taken from Reference [193].



7.2. Future perspectives

in the region of 2°®Pb are accessible. Thus, the combination of this reaction mechanism
together with the high-intensity radioactive beam and state-of-the-art experimental appa-
rata will push the research to explore new regions of the Segre chart, that have been not
accessible up to now.
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The aim of the experiment described in this work is to study the 1°-108Sn isotopes via a
multi-nucleon transfer reaction, populating these nuclei through +2p—2n and +2p channels,
respectively!. In order to reach the final goal of the experiment, the setup was carefully
optimised. Thus, the beam-target combination was optimised for the present lifetime mea-
surement by choosing a '°Cd beam and a ??Mo target, that will yield the best rates for the
nuclei of interest and will allow a good identification of the produced nuclei. The optimisa-
tion of the experimental apparatus, such as target and degrader material, beam energy and
VAMOS setup, has been made by taking into account several features:

e The energy of the beam-like fragments had to be sufficient to reach the VAMOS focal
plane and to allow the identification. In particular, numerical simulations show that
the recoils energy should be larger than 3.7 MeV /A at the entrance of the ionization
chamber in order to obtain a good resolution of Z.

e The goal of the experiment was to study the low-lying states below an isomer, therefore
the beam energy had to be kept as low as possible to limit the feeding of the high-spin
states. This request puts an upper limit on excitation energy and consequently on the
beam energy.

e The velocity difference, due to the energy loss of the recoils in the degrader, had to be
enough to separate the two components of each transition and in particular those of
interest. Increasing the degrader thickness, the energy loss would be larger but, on the
other hand, also the velocity spread and the parasitic counting rates would increase
as well.

e For both AGATA and VAMOS the parasitic counting rate had to be reduced as much
as possible. This puts a constraint on the degrader material: taking into account the
angular acceptance of VAMOS and the kinematics of the reaction of the beam with
the degrader, the fragments should not reach the focal plane.

Some of the listed requests enter in conflict with others, limiting the possible target-
degrader materials and the energy of the beam. It is clear that the conditions depend

'In the text the reaction channels are defined with respect to the beam, which is the heavy partner.
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on several parameters all related together, thus the optimisation procedure was repeated
several times in order to find the best possible combination of beam, target and degrader.
Table A.1 summarises the results coming from the calculations and simulations presented
and discussed in the next sections.

Beam 106Cq
770 MeV
Target 2Mo

0.715 mg/cm?

Degrader Mg
1.6 mg/cm?

Table A.1.: The experimental setup was optimised to populate 1°®Sn isotopes, which cor-
respond to the +2p — 2n channels of the proposed multi-nucleon transfer re-
action: the beam, target and degrader combination was carefully chosen after
simulations.

A.1. Target: material and thickness

In order to maximise the kinetic energy of the beam-like recoils, an inverse-kinematic reac-
tion was chosen. Indeed, for a fixed projectile-target combination and for a defined centre
of mass energy Ef"™, the beam-like reaction products would have more energy than in the
case of direct kinematics, because of the transferred momentum during the collision. In
Figure A.1 the comparison between the inverse and direct kinematics is presented for the
projectile-target combination reported in Table A.1 and for a fixed E{™: the calculations
clearly show that in inverse kinematics the '°®Sn fragments have the energy that is /100
MeV higher than the direct reaction.

Material

In order to build a thin self-supporting target, there are just few possible materials that are
lighter than '°6Cd: before the alignment with the degrader in the plunger, the material of
the target should be enough resistant to support the stretching process. For these reasons,
the possible selection was reduced to three metals: *Ni, °Zr and ??Mo.

58Ni QOZI. 92M0
+2p —4.7 MeV | —5.9 MeV | —3.1 MeV
+2p—2n | —=7.9 MeV | —13 MeV | —8.1 MeV

Table A.2.: Ground-state to ground-state Q-value for multi-nucleon transfer reaction, pop-
ulating the +2p and +2p — 2n channels that correspond to '“®Sn and '%°Sn,
respectively. The values are reported for the different target-material options.

The choice of the target material was done in order to maximize the cross section of the
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Figure A.1.: Comparison between (left) direct and (right) inverse kinematics for
106Cd+92Mo, fixing EF™ = 351.5 MeV. Both 1%8Sn (red) and its binary part-
ner °Zr (blue) fly in the direction of the spectrometer. However, for inverse
kinematics the '°®Sn fragments have the energy that is ~100 MeV higher than
the one produced in the direct reaction, providing a better identification at the
ionization chamber. The VAMOS angular acceptance is highlighted in green,
placing the spectrometer at the grazing angle.

reaction. As introduced in Chapter 1, Equation 1.19 showed that multi-nucleon transfer
cross-section has a cut-off that is proportional to exponential of the difference between the
ground-state Q-value @4y and the optimum Q-value Qop; [194, 195]. In Table A.2 the Qg
is reported for the different target-material options and for the two channels of interest. In

first approximation [196, 197] the optimum Q-value, described by Equation 1.20, can be

estimated as
Zpthl - ZpZt

Qopt = Zp Zt

E;™ (A1)
where Z; is the proton number of i-th particle, while pl, tl, p and ¢t denote for projectile-like,
target-like, projectile and target respectively. The @Q,, was calculated for the minimum
beam energy FE; that should be sufficient to make the channels of interest reach the IC with
3.7 MeV/A. In Table A.3 the calculated values of the optimum Q-value are summarised for
the different target-material options and for the Sn channel.

58Ni 90ZI‘ 92MO
—8.3 MeV | —3.4 MeV | —2.9 MeV

Table A.3.: Optimum Q-value for different target material, estimated via Equation A.1.

From the comparison between the results reported in the two tables, the °*Ni and 9>Mo
would be a better target material for populating the channels of interest. In fact the
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A. Optimisation of the Experiment

smallest Q-value difference is only 0.2 MeV for both ®°®Ni and “2Mo in populating %°Sn
and '%8Sn, respectively. Moreover, according to GRAZING [147] calculation, the integrated
cross section of the reaction for the two different targets is the very similar.

Because of some mechanical constraints due to the coupling of the two spectrometer,
the relative position of AGATA and VAMOS and their configurations were limited [137].
Considering the minimum beam energy that allows the Sn fragments to reach the IC, the
grazing angles with °®Ni and ??Mo target are 17° and 25°, respectively. However, for
the grazing angle of '%Cd+58Ni reaction, it was not possible to set AGATA in compact
configuration and it would have consequently meant a decrease of the overall y-ray detection
efficiency: from simulations, the efficiency lost was estimated to be 28%. Thus, ?>Mo was
chosen as target material.

Thickness

Once the target material was defined, its thickness was to be discussed: while on one side a
thicker target entails a larger production of the ions of interest, on the other side it causes
a worsening of the Q-value experimental resolution.

50
VAMOS acceptance I
40 Central trajectory
= 30
[0)
=
-
2
= 20
10 R
0 Il Il Il Il Il Il Il 1 Il Il
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Target Thickness [mg / cm2]

Figure A.2.: Total Kinetic Energy Loss (TKEL) as function of the target thickness, sim-
ulated for the central trajectory (red) and taking into account the VAMOS
angular acceptance (blue). The TKEL dispersion is estimated considering the
difference between the maximum and minimum values. The green dashed lines
represent the chosen thickness for the experiment.

In the channel of interest there are transitions with similar energies with respect to the
aim of the experiment, thus a good Q-value resolution is a key point to control the feeding
from higher-lying states [98]. For this reason the target thickness was optimised by focusing
the attention on the Q-value resolution.

In Chapter 4 the Q-value reconstruction of the reaction is deeply discussed. For this
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A.2. Degrader: material and thickness

discussion the Q-value was calculated with Equation 4.9, that is written as [153]

My + My My — My 2
Ey — Ereac — —/mp My Ercac By cosOy (A.2)
my my myy

Q=

where my, my and my; are the target, the target-like and beam-like masses respectively, Ey;
is the detected energy of the beam-like fragments, 4 is the beam energy at the reaction
point, while 60y; is the angle of the beam-like ion with respect to the beam direction.

In order to estimate the Q-value resolution as function of the target thickness, the Total
Kinetic Energy Loss (TKEL= —(Q) was calculated with Equation 4.9 for a beam energy
of 750 MeV by simulating the reaction taking place at the beginning, at the centre and at
the end of the target with RangeLibC++ [152]. In Figure A.2 the result of the simulation
is shown: in red only the central trajectory was take into account, while in blue all the
possible trajectories in agreement with the VAMOS acceptance.

As introduced before, the dispersion increases with the target thickness. Thus, the thick-
ness had to be a compromise between the statistics and the possible selectivity, which is
useful to control the feeding from higher-lying states. For this reason the target thickness
was chosen to be around 0.7 mg/cm?.

A.2. Degrader: material and thickness

As introduced in Chapter 2, in RDDS method the degrader reduces the velocity of the
recoils and it allows to have for each ~-ray transition two components, whose areas are
related to the lifetime of the state. Thus, the choice of both material and thickness has to
maximise the energy separation between the two components, while reducing as much as
possible the rates due to the reactions between the '°6Cd beam and the degrader. These
two constraints are in conflict: a thicker degrader would increase the separation between the
~-ray transition components, but at the same time would increase the number of reactions
in the degrader and emitted - rays.

Material

For the same reason as for the target optimisation, the degrader material should be lighter
than the beam in order to reduce the parasitic counting rate. On one side, for a fixed energy
loss of the beam-like fragments, lighter materials entail thicker foils with a larger number of
atoms (causing higher rate of beam-degrader interactions) [198]. On the other, the VAMOS
spectrometer would stop most of the degrader-like reaction products because of their very
different magnetic rigidity with respect to the channels of interest. Thus, even with a large
number of emitted ~ rays, those event would be rejected by requiring a particle-y coincidence
condition, because of the Bp acceptance of VAMOS.

Moreover, in order to obtain a planar surface and to allow the capacitance feedback of
the plunger, the degrader material should be stretchable and preferably metallic. Obviously
the Coulomb-excitation lines of the material should be far from the transitions of interest
in order to avoid superposition of the v-ray peaks. Thus, the possible selection was reduced
to four metals: Mg, 4°Sc, ?3Nb and ??Mo.

However, during lifetime experiments via RDDS method the target and degrader material
should be obviously different in order to avoid the reaction of interest to take place on the
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Figure A.3.: Beam (red) and degrader (blue) energy as function of the ion angle with respect
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to the beam-line direction, showing the VAMOS angular acceptance (gree). By
using 2.9 mg/cm? of ?3Nb (top) and 2.3 mg/cm? of **Sc (middle), both beam
and degrader ions reach the entrance MWPC; on the other hand, using 1.95
mg/cm? of Mg, only degrader ions reach the spectrometer but at the same
time their velocity would be very different from the beam-like one, allowing to
reject the whole VAMOS event. The kinematics of the reaction is simulated
with the software LISE++.



A.2. Degrader: material and thickness

degrader foil. In addition to this, the employment of different material for target and
degrader allows to take under control the status of the two foils during the experiment.
The degrader material was selected in order to reduce as much as possible the parasitic
counting rate, caused by the reaction of the beam with the degrader itself. Then, the
kinematic of the reaction was simulated for the three materials with the software LISE++
[143-146], by considering a thickness that would reduce the %8Sn velocity by AS = 1%.
As it is presented in Figure A.3, by using **Nb (2.9 mg/cm?) or #*Sc (2.3 mg/cm?), both
the degrader and beam ions would reach the entrance MWPC and most of them would also
reach the IC. On the other hand, with Mg (1.95 mg/cm?) the reaction is so asymmetric
that the beam ions would not reach the VAMOS entrance detector. Thus, according to
these simulations, even if the 2*Mg foil contains a number of atoms that is twice the ones
of the other materials, the detected v ray would not be in coincidence with VAMOS.
Thus, 2*Mg was chosen as degrader material.

Thickness
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Figure A.4.: Recoil velocity difference as function of the 2*Mg degrader thickness. The y-axis
on the right shows the minimum energy separation between the two compo-
nents for the transition 2T — 07 of 198Sn, taking into account the compact
configuration of AGATA.

The degrader thickness directly depends on the energy separation between the two com-
ponents of each ~-ray transition. While on one side a thicker degrader allows to clearly
identify the two components, on the other side the energy loss should be compensated by
increasing the beam energy that may entail a larger population of high-lying states with
respect to those of interest. Moreover, even if Figure A.3 shows that 2*Mg would not be
identified inside the spectrometer, the huge number of emitted v rays (the number of atoms
in the degrader is almost 10 times larger than those in the target) can still be randomly in
coincidence with other detected particles, increasing the background.
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A. Optimisation of the Experiment

In previous experiments, it has been proven that the AGATA in-beam energy resolution is
around 5 keV at 1332 keV, as shown in Chapter 4. Thus, it was decided that the minimum
energy separation should be approximately equal to the energy resolution. For the channels
of interest the energy loss inside the degrader and the consequent velocity decrease was
simulated as function of the material thickness with RangeLibC++. In Figure A.4 the
trend of the velocity difference is presented; moreover, accounting the position of the AGATA
detectors when the array is in compact configuration, the energy separation between the two
components was estimated for the transition of interest in '°®Sn (FEyr_o+ = 1206.1 keV).
For the chosen energy separation limit, the degrader thickness was chosen to be around 1.6
mg/cm?.

A.3. Beam: energy

In the previous sections it has been underlined that the energy of the beam-like recoils had
to be sufficient to reach the VAMOS focal plane: according to simulations, in order to have
a good resolution of Z in the ionization chamber, the recoils energy should be more than
3.7 MeV/A. However, if the beam energy is too high, high-lying states might be populated
failing the aim of the experiment: as it is discussed in Chapter 5, the nuclei of the studied
region have a low-lying isomers so, if the excitation energy is too high, all the feeding might
ends up in the isomer and therefore none of the states below the isomer would be directly
populated. This condition would make the lifetime measurement impossible for the states
of interest, as it happens in fusion-evaporation reaction (see Chapter 1).

Starting from the Z-identification constraint, the travel of the recoils inside VAMOS was
simulated via both LISE4++ and RangeLibC++: considering their energy loss inside all the
detectors (gas, Mylar foils, etc.) described in Chapter 2, the energy of °*Sn ions should
be larger than 4 MeV /A at the entering into the MWPC. The same simulations confirmed
that minimum beam energy, which allows the identification of Sn nuclei inside the IC, is
750 MeV.

In order to perform the experiment in safe conditions, the energy of the beam was chosen
to be 20 MeV larger than the estimated value. Thus, a '%Cd beam at 770 MeV was
required? for the experiment.

2As discussed in Chapter 4, the beam energy was not enough for a clear identification of the fragments
atomic number. In fact, just before the performed experiment the new VAMOS entrance detector (see
Chapter 2) was mounted, so the energy loss of the fragments inside the spectrometer was underestimated.
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In Chapter 2 the features of AGATA tracking algorithms were presented, underlining the
necessity of optimising the performances according to the goal of the experiment. For this
thesis OFT algorithm was used in the identification of the y-ray path inside the array and
the meaning of the three empirical parameters was described in Chapter 3.

This appendix focus on the graphs linked to the tracking parameters optimisation. The
values of the three parameters were optimised in order to maximise at the same time both
Peak-to-Total ratio (P/T) and tracking efficiency. Moreover, as explained in Chapter 3, it
has been chosen to improve the tracking capabilities for the 1332 keV transition of 9Co
source, because the transitions of interest have an energy ranging between 900 and 1300
keV [101, 102, 131].

As the low-energy ~ rays are mostly detected by photoelectric effect, in Figure B.1 the
P/T ratio is almost constant for the 121 keV transition. On the other hand larger effects
can be observed for the 1332 keV case: a small value of SigmaTheta, in fact, may exclude
useful points from the clustering, treating these events as background. The rejection of such
events has effect on both P/T and tracking efficiency. Therefore, the value of SigmaTheta
was defined as the beginning of the plateau of the two variables.

The parameter MinProbSing sets a threshold in the energy acceptance for the single
events, so that below this threshold all the low energy events are rejected by the figure of
merit. However, while the figure of merit rejects more background events and improves the
P/T with the threshold increasing, also good event are discarded as well. This behaviour
can be observed in Figure B.2. For this reason the value of MinProbSing should be as low
as possible and it was chosen to maximise the tracking efficiency at 1332 keV.

In the investigation of the optimal MinProbTrack value, the dependence of both P/T
and tracking efficiency is less evident than the previous cases, as it is shown in Figure B.3.
Moreover, while on one side the P/T slightly increases with MinProbTrack, on the other
the efficiency has the opposite trend. Thus, the value of MinProbTrack was chosen by
multiplying P/T by the tracking efficiency and then selecting the maximum.
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B. Tracking Optimisation
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Figure B.1.: Tracking optimisation for OFT algorithm: SigmaTheta. (left) Peak-to-Total ratio (P/T') and (right) tracking efficiency
as function of SigmaTheta for several combinations of the other two parameters. The tracking efficiency is defined as
the ratio between the area measured with the tracking and the one without the tracking. Both P/T and efficiency are
estimated at (top) 121 keV transition of !%2Eu and (bottom) 1332 keV of 5°Co. The green dashed line represents the
optimal value of the parameter, chosen at the beginning of the plateau of both P/T and tracking efficiency.
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Figure B.3.: Tracking optimisation for OFT algorithm: MinProbTrack. (left) Peak-to-Total ratio (P/T") and (right) tracking
efficiency as function of MinProbTrack for several combinations of the other two parameters. The tracking efficiency
is defined as the ratio between the area measured with the tracking and the one without the tracking. Both P/T and
efficiency are estimated at (top) 121 keV transition of ?Eu and (bottom) 1332 keV of °Co. The green dashed line
represents the optimal value of the parameter.
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After the description of the optimisation procedure of the tracking parameters, it is worth
mentioning what arises from the P/T ratios reported in the figures. These values are indeed
much lower than the nominal one [103] or what expected from Compton-suppressed HPGe
arrays, whose typical values are around 50 — 65%!. Because of the very busy AGATA
campaign in GANIL, the reaction chamber was really activated by previous experiments
and the time requested to reduce the activity to standard rates was too long. In fact, during
the AGATA calibration runs which took place just before the beginning of the experiment,
the rates of the background were around 2.5-3.5 kHz per crystal. Because of this large and
not-uniform background, there is a bias in the evaluation of the P/T ratio, whose value
is much lower than expected. However, despite of the presence of this bias, the described
procedure for the optimisation of the tracking is still valid: the OFT algorithm has been
proven effectively to reconstruct the path of the v-ray, that were emitted not only by the
radioactive sources, but also by the activated target chamber.

'P/T ratio is strongly dependent on the v-ray multiplicity, so for the reported value the multiplicity is
implicitly considered below 10.
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