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Introduction

Introduction

When an energetic ion strikes a microelectroniciaievt induces current
transients that may lead to a variety of undes&r&ihgle Event Effects (SEE). An
important part of the activity of the SIRAD heawnifacility at the 15 MV Tandem
accelerator of the INFN Laboratories of Legnar@al{lt concerns SEE studies of
microelectronic devices destined for radiation h@snvironments.

An axial lon Electron Emission Microscope (IEEM)wsorking at the SIRAD
irradiation facility. It is devised to provide a enometric sensitivity map of Single
Event Effects of an electronic device. The IEEMtegsreconstructs the positions of
individual random ion impacts over a circular aoddl80 um diameter by imaging
the ion-induced secondary electrons emitted from tdrget surface. A fast Data
Acquisition system (DAQ) is used to reconstruct ¥i@nd Y coordinates and the
temporal information of every ion impact. Any signaduced by the SEE in a
generic DUT can be used to tag the IEEM reconstduetvent. This information is
then used to display a map of the regions of thd BUrface which are sensitive to
the impinging ions.

In this thesis we introduce the subject of the atffeof ionizing radiation on
microelectronics circuits and systems. We then rilgscen detail the IEEM system,
especially how it was modified and improved duriihg period of our work.

We present the results of an extensive study ofi&M resolution and image
distortions, performed using high statistics adtjoiss obtained with a 241 MeV
Br ion beam by means of a fast SDRAM-based iondedisingle event detection
system, specifically designed for this purpose.

We also describe a new feature implemented in tA® Bystem which enables
the IEEM to perform Time Resolved lon Beam Induc€darge Collection
(TRIBICC) studies, and show preliminary results anféd studying a MOSFET

power transistor.
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We also studied a digital microelectronic circusiQl-lmager Shift Register) in
two steps: we measured the SEU cross-section withbooad-beam facility at
SIRAD, and then used the IEEM to acquire a SEUigeityg map.

At present the resolution of the IEEM at SIRAD @& nlose to the theoretical one.

In this thesis we also describe an extensive sstunfies we performed to investigate
the origin of the resolution degradation.

The conclusiondollow and close this work.
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Introduzione

Quando uno ione energetico colpisce un dispositiioroelettronico, induce
impulsi di corrente che possono generare diversigl8i Event Effect (SEE)
indesiderati. Una parte importante dell'attiviglla facility di irraggiamento a ioni
pesanti SIRAD, presso il tandem da 15 MV dei LatmraNazionali di Legnaro
(Italia) dell'INFN, riguarda studi di SEE su disfing microelettronici destinati ad
ambienti ostili per il livello delle radiazioni.

Presso la facility di irraggiamento SIRAD, e' innfione un lon Electron
Emission Microscope (IEEM). Esso e' concepito paregare mappe di sensibilita a
Single Event Effect di un dispositivo elettroniamn risoluzione micrometrica: |l
sistema IEEM ricostruisce le posizioni degli impati singoli ioni distribuiti
casualmente entro un'area di 180 um di diametgisendo gli elettroni secondari
emessi dalla superficie del bersaglio colpita dadlte. Un sistema di acquisizione
veloce (DAQ) é utilizzato per ricostruire le coardie X ed Y e linformazione
temporale di ogni impatto. Ogni segnale indotto wla SEE in un generico
dispositivo sotto test puo essere utilizzato percara gli eventi ricostruiti dal
sistema. Queste informazioni sono in seguitozziiie per generare una mappa delle
aree della superficie del dispositivo che sonoibénall'impatto ionico.

In questa tesi introduciamo l'argomento degli éfféella radiazione ionizzante
sui sistemi e i dispositivi microelettronici e ieguito descriviamo in dettaglio il
sistema IEEM, soffermandoci in particolare sulledifione e le migliorie introdotte
durante questo periodo di lavoro.

Descriviamo un detector di singoli impatti ionibasato su una SDRAM, con il
quale abbiamo ottenuto acquisizioni ad alta steéisisando un un fascio di ioni
Br da 241 MeV. Questi dati ci hanno consentito shalio approfondito della
risoluzione delllEEM e della distorsione dell'imgn@e generata.

Descriviamo inoltre una nuova caratteristica impamta nel nostro sistema di

acquisizione, che consente all'lEEM di effettuaraliai di Time Resolved lon Beam
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Induced Charge Collection (TRIBICC), e illustriamaisultati preliminari ottenuti
studiando un transistor MOSFET di potenza.

Abbiamo infine studiato un circuito microelettronidigitale (SOI-Imager Shift
Register) in due fasi: dapprima e’ stata misui@tekione d'urto a SEU con la nostra
facility di irraggiamento a fascio non focalizzate, in seguito I''lEEM e' stato
utilizzato per acquisire una mappa di sensibili&EJ.

Infine, verificato che allo stato attuale la risntine dell'lEEM presso SIRAD non
e' vicina al valore teorico, in questo lavoro dsitedescriviamo la serie di studi
approfonditi condotti al fine di indagare l'origindella degradazione della

risoluzione.
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1 Radiation effects on electronic devices

The effects of ionizing particles in electronic quonents are due to the formation
of trails of electron-hole pairs in the semiconduchaterial along the particle track.
Under the effect of internal or applied electrieldis, these charge carriers generate
currents in the external circuit as they move ared allected by electrodes. The
consequences of localized uncontrolled charge tiojes due, directly or indirectly,
to a single energetic particle have been categbrameSingle Event Effects (SEE);
they form a large assortment of anomalies in theratpns of many types of devices.

In this chapter | will introduce the subject of ia@tn effects on electronic

devices and will focus on the physical processesluwed in the production of SEE.

1.1 Charge deposition

1.1.1 Introduction

There are two primary methods by which charge lsased along the path of an
lonizing particle: direct ionization,due to the coulomb interaction of a charged
incident particle with the electrons of the mater@gandindirect ionizationwhen the
incident particle interacts (coulomb, nuclear) wilie lattice silicon nuclei of the
material to produce secondary ionizing particlexdis, protons, alphas and other

nuclear fragments).

1.1.2 Direct charge deposition

When an energetic charged particle passes througgméconductor material, it
frees electron-hole pairs along its path as itdos@etic energy. When all of its
energy is lost, the particle comes to rest in #gmisonductor; the total path length
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traveled is referred to as the particleimge A frequently used quantity is the rate of
energy loss by ionization of the particle, timear energy transfe(LET):

(2.1) LET:% d'i

with p the density of the material and x is the distaalmng the path of the
particle. The LET is frequently expressed in MeV2tng. In these units the energy
loss per unit path length (MeV/cm) is normalizedtiy density of the target material
(mg/cnt), so that the rate of energy loss can be roughbteyl independently of the
target material.

It is easy to relate the LET of a particle to therge deposition per unit path
length, if one knows the average amount of enelgyt ts needed to create an
electron-hole pair. Consider silicon: the dens#®2B28 mg/crhand approximately
3.6 eV energy deposition is needed to release leatr@n-hole pair [1], hence a LET
of 97 MeMdn¥/mg corresponds to a linear charge deposition @Clum. This
conversion factor of about 100 between LET andalirgharge deposition in silicon
is handy and should be kept in mind. A useful mfiehumb for silicon is that the
maximum LET of an ion, expressed in MeV-%mg, is roughly equal to its atomic
number Z [2].

The LET is a function of the velocity v of an iondacan be express as:

(2.2) LET(Z,v)=Q?xLET(Z =1,v)=1?xZ?xLET(Z =1v),

where LET(Z = 1, v) is the Linear Energy Transféraoproton with the same
velocity v, andn accounts for the velocity dependence of the affeatharge Gz n
x Z of the ion inside the impacted material. The (E¥E 1, v) of a proton is given
by the Bethe-Boch equation and scales like The fractional chargm, function of
the atomic number Z of the species and the ioncitgle, can be estimated, within a

few percent, using the parametric form:
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(2.3) qzl—Axex;{—B v j
VBethe
with A = 1 and B= 0.95 [3]. If v>> vgemethe ion is unable to retain electrons and
the charge is the naked nuclear charge Z. As th@iogresses through the material,
it loses energy and slows. Wher wgeirethe ion picks up electrons and the effective
charge decreases further as the slowing ion captnose.
The dependence of the LET as a function of therdegsiched by the ion slowing
inside a target material is of fundamental intefestunderstanding the interaction of

a given particle with a device.
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Figure 1.1  LET vs ion depth curve for 210Me\°Cl ion in silicon.

Figure. 1.1 shows the average LET as a functiooroflepth for a 210 MeV°Cl
ion traveling through silicon. A peak in the chamgposition occurs &ail 50 pm
below the silicon surface as the particle nearsaitgje. The rate of ionization then
drops as the ion slows and captures more and nectans, going to zero when the
particle becomes a completely neutral atom. Thek pgaacharge deposition is

referred to aBragg peak
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1.1.3 Indirect charge deposition

Protons and neutrohsan both produce significant SEE rates due toréatli
mechanism.

As a high energy proton or neutron enters the samdigctor lattice, it may
undergo an inelastic collision with a silicon nuge This may result in the emission
of alpha ¢) and a recoiling daughter nucleus (e.g. if thei8its onea-particle, the
recoiling nucleus is Mg), or a spallation reactiam,which the target nucleus is
broken into two recoiling fragments (e.g. Si breakes C and O ions). These heavy
reaction products deposit large quantities of eneatpng their paths by direct
ionization, and hence they may induce a SEE. Tké&stic collision by-products
typically have low energies and do not travel feonf the site of the inelastic
collision of the primary particle. They also teru lie forwarded scattered in the
direction of the primary particle. As a consequeB&&E sensitivity is a function of
the angle of incidence of the proton or neutronwlenergy neutrons may also
indirectly create ionizing secondary particles wiiegy interact with the boron used
as a p-type dopant for junction formation in ICse tisotope'®B is unstable and

neutron capture induces the nucleus to fissionlititum and alpha.

1.2 Charge collection

1.2.1 Introduction

The basic properties of charge collection followiagarticle strike have been
investigated using several theoretical and experialemethods. The physics of
charge collection have been studied through theofigero and three dimensional
numerical simulations [4][5] or by measuring inddceharge collection transients
with ion microbeams and lasers. lon microbeam asers have also been used to
map integrated charge collection as a functionodh time and position [6] in ICs.

! Pions and kaons are hadronic particles which amdyzed in large numbers in High Energy
Physics experiments at accelerators. Since thfgctefare very similar to those of protons, thel} wi

not be discussed here.

10
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1.2.2 Physics of charge transport

There are essentially three mechanisms that athemcharge carriers deposited
by an ionizing particle:

e carriers can move bgrift in response to applied or built-in fields in the

device;

» carriers can move hgiffusionunder the influence of carrier concentration

gradients within the device;

e carriers can be annihilated gcombinationthrough direct or indirect

processes.

These three mechanisms are of course not uniqtigetparticle strike problem
and are in fact the governing processes of chaegesport in semiconductor under
most operating conditions.

When an energetic particle hits a microelectronawvicke, the most sensitive
regions are reversed biased p/n junctions. In thk field present in the depletion
region of a reversed-biased junction, the chargeieca drift and are efficiently
collected by the electrodes. According to Gunnéotiem, the drifting carriers induce
a current on electrodes of the device. The indun@dent appears on an given
electrode delayed only by the time necessary telinerical field to propagate at the
speed of light the information about the new chatptribution, and not when the
carriers actually reach the electrode. For all ficak purposes the signals on all
electrodes appear simultaneously and the inducedrduvill appear on an electrode
even if the carriers do not really reach them, hemrecombine or get trapped, etc.

The amount of induced current in tiath electrode is:

m

0
a / )

(2.4) i =—q0-

<

where( is the amount of moving chardeétrore. Non si possono creare oggetti
dalla modifica di codici di campo.is the drift velocity,Errore. Non si possono
creare oggetti dalla modifica di codici di campo.is the electrical field at the

position of the chargey; is the voltage of théth electrode and the derivative is

11
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evaluated keeping the potential constant on akroglectrodes. The voltage swing
induced by this unwanted current flow can change ltdgic state of the device,
depending on the amount of the induced charge anteintrinsic properties of the
circuit to which the device is connected.

Carriers that are produced outside the sensitiy@etien region, where the
electrical field is not present, either recombine difuse and do not induce a
transient current. The carriers that manage taskffinto the depletion region do
induce transient currents as they drift and getect#d. It is then clear that the
transient induced current will generally have a fammponent, due to the prompt
drift of carriers created by a direct particle imtthe sensitive region, and a slow
component, due to the diffusion of carriers creaisetside the sensitive region that

slowly move into the sensitive regién.

Funnel

p+ substrate

Figure 1.2  Funneling of the junction field to the barge deposited by a ionizing particle.

As a matter of fact, things are a bit more compéidaand interesting. Along the
path of a heavily ionizing particle the dense nga#brium distribution of electron-
hole pairs induces a funnel-shaped distortion efgbtential that extends the electric
field away from the junction and deep into the $rgie (Figure. 1.2). This funneling
effect enhances charge collection by drift: chatgposited some distance from the

junction can be collected through the efficientftdgrocess. The prompt (drift)

2 It should be noted that a particle hitkar a depletion region can also result in a significa
transient current as carriers diffuse into the eggh region.

12
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collection phase typically follows for tens of psszonds and as the funnel collapses,
diffusion then dominates until all excess carrigase been collected, recombined or
diffused away from the junction area. The curreminsient typically lasts 200
picoseconds with the bulk of the charge collectiaourring within 2+3 microns of

the junction region for modern submicron CMOS textbgies.

1.3 Cumulative effects

1.3.1 Introduction

Energetic particles incident in a solid lose thkinetic energy not only by
producing electron-hole pairs, but also by dispigatoms as they travel through a
given material. Neutrons are particularly good amdging a silicon lattice. If the
energy of the neutron is sufficient, the primaryo&k-on atom can also displace
other atoms in the lattice 00 for one 1 MeV neutron). For ions the non-iomggzi
energy loss (NIEL) is particularly important neletend of range, when the ion is
slow and elastic coulomb collisions with nuclei e important and dominate the

total rate of energy loss (Figure. 1.3).

102

Bromine ion
in SILICON
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LET (coulomb with
electrons)
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Figure 1.3 Mean LET and NIEL of a bromine ion in slicon as a function of kinetic energy.
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In a material like silicon, the accumulation oftie# defects, from the non-
ionizing energy loss of a great number of incideaiticles, will directly affect the
minority carrier lifetime and mobility, and thisdd to modifications of the electrical
characteristics of components (e.g. degradatioeledtrical parameters; increased
leakage current). The effects of non-ionizing egelgss are categorized as
Displacement Damage Dog§eDD) effects.

When an insulator is exposed to ionizing radiafimed and charged regions are
induced and the material does not return to it§ainstate. The homogeneous
accumulation of charge in oxide layers and Si-SiQerfaces in silicon devices
exposed to ionizing radiation is at the origin bk tparametric degradation of

irradiated devices. These effects are callethl lonizing Dos€TID) effects.

1.3.2 Displacement Damage

Defect production:

The non-ionizing energy loss produces displacednsitoThe primary lattice
defects initially created are vacancies and intefst. A vacancy is the absence of an
atom from its normal lattice position. If the digpkd atom moves into a non-lattice
position, the resulting defect is called an inigedt The combination of a vacancy
and an adjacent interstitial is known as a close graFrenkel pair. As regards the
density of defects produced by radiation, at onieexe radiation-induced defects
may be relatively far apart and are referred tpast defects or isolated defects. For
example, incident electrons and photons with enefghe order of 1 MeV produce
such defects. At the other extreme, defects mgyba@uced relatively close together
and form a local region of disorder (defect clusterdisordered region), such as
those ones produced by incident neutrons with gnefrthe order of 1 MeV, or by a
heavy ions near the end of their range. The meshamvolved is the initial transfer
of a significant amount of energy from the partice single Si atom. The dislodged
primary knock-on atom then displaces many otheat&ins locally, thereby creating
a disordered region called a cluster. This may ocaveral times if the primary
knock-on is energetic enough (Figure. 1.4). In galnencident energetic particles
produce a mixture of isolated and clustered defects

% To knock out an atom in Si requires 25 eV.

14
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Defect reordering:

Once defects are formed by incident radiation, thal reorder to form more
stable configurations. For example, the vacangjlicon is an unstable defect and it
is quite mobile at room temperature. After vacamcee introduced, they move
through the lattice and form stable defects suchdiascancies (two adjacent
vacancies) and vacancy—impurity complexes. Defeordering is usually called
annealingand typically implies that the amount of damagé as effectiveness are
reduced (Figure. 1.5). Defect reordering is temjpeea dependent (thermal
annealing) and dependent on the present excesrcaoncentration (injection
annealing). Furthermore, the reordering of defedtis time or increased temperature
to more stable configurations can also result imaredfective defects, where in this
case the process is often referred in the litegaisrreverse annealing, in contrast to

the more typical process of forward beneficial ahimg.

I I I I [ [ I I 1 [

i Depth vs. Y-Axis

| | 1 | | | 1 1 | |
0A - Target Depth - 1000 A

Figure 1.4 A defect cascade created by a 50 keV prary knock-on silicon ion in silicon.
The primary ion is in red; displaced ions in greenClusters and super-clusters of displaced
ions are evident (SRIM 2003).
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Neutron Burst

Long-term Anneal

—— 2X
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Figure 1.5 Conceptual illustration of a short termand long term annealing at room

temperature of displacement damage in bulk silicomnd silicon devices [7]

DDD effects:

The discussion on defect reordering clarifies that effectiveness of radiation-
induced displacement damage depends on the camsliifcthe irradiation and on the
time passed after irradiation. More generally, dgeneffectiveness depends on many
factors, including particle type, particle energgadiation temperature, measurement
temperature, time after irradiation, thermal higtafter irradiation, injection level,
material type (n- type or p-type) and impurity tyged concentration. The primary
effect of displacement damage that leads to theadegion of material and of device
properties is the introduction of new energy levelshe band gap, associated with
defects (a new energy level arise from a disturbaviclattice periodicity). These
defect states, or centers, have a major impadi@electrical and optical behavior of
semiconductor materials.

Radiation-induced levels in the band-gap can gseto several processes. Let us
focus, for instance, on titbermal generatiorof electron-hole pairs through a level
near midgap. This process can be viewed as then#heexcitation of a bound
valence-band electron to the defect center andstlimsequent excitation of that
electron to the conduction band, thereby generairigee electron-hole pair. Only

those center near the midgap make a significaniribotion to carrier generatién

4 An exponential decrease in generation rate ocasrthe energy-level position is moved from
midgap.

16



Chapter 1 - Radiation effects on electronic devices

Thus, thermal generation of electron-hole pairsi¢viis the mechanism for leakage
current increases in silicon devices) through tamhainduced defects centers near
midgap is important in device depletion regions.

Another type of effect is theecombination of electron-hole pajra process in
which a free carrier of one sign is first captueddhe defect center, followed by the
capture of a carrier of the opposite sign. Recoatimn removes electron-holes pairs
as opposed to the generation process. The mearatimmiaority carrier spends in its
band before recombining is referred to as the réooation lifetime. Radiation-
induced recombination centers cause the lifetimedeeorease: this is the dominant
mechanism for gain degradation due to displacemh@miage in bipolar transistors.

A third effect is the temporaryapping of carriersat a typically shallow level. In
this process a carrier is captured at a defecteceamtd is later emitted to its band,
with no recombination event taking place. In gehdrapping of both majority and
minority carriers can occur (at separate levelsadi&ion-induced traps are
responsible for increasing the transfer inefficieimccharge-coupled devices.

A complete review of the literature on the effea$ radiation-induced

displacement damage in semiconductors materialslevides can be found in [7].

1.3.3 Total ionization effects

When an MOS transistor is exposed to high-energizing irradiation, electron-
hole pairs are created uniformly along the trackhef incident particle throughout
the oxidé. Electron-hole pair generation in the oxide letdalmost all TID effects:
in fact, the generated carriers induce the buildtigharge, which can lead to the
device degradation. The effect of the ionizationM@S devices depends upon the
way that this charge is transported and trappéidea$i-SiQ interface. The net effect
of ionizing radiation on MOS device oxides depengsn the oxide thickness, the
field applied to the oxide during and after expesuas well as trapping and
recombination within the oxide. The manufacturirrggessing techniques strongly
affect the latter factor.

After pair creation, in general, some of electram#i recombine with holes
(depending on the material, the kind of radiatiowl ahe applied field, which acts

® In oxide (SiQ), the electron-hole pair creation energylis7 eV.
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separating the pairs). Following the initial creatiprocess, the radiation-generated
electrons and holes are transported under the empgliectric field. Most of the
electrons will drift in picoseconds toward the gatdnere they are collected, while
holes, far less mobile in Si than electfyriger where they have been generated.
After this, the holes undergo a “hopping” transpovter the Si/Si@ interface,
through localized states in oxide. As the holesr@pghes the interface, some
fraction (strongly depending on the process) ofhltbkes will be trapped, forming a
positive oxide trap charge. Most of the holes aapged within 7 nm of Si/SKO
interface and generally anneal with time.

In addition to hole trapping and annealing at th&iS, interface, there is build
up of radiation-inducednterface traps Hydrogen ions (protons) are likely to be
released as holes “hop” through the oxide or ag Hre trapped near the Si/SiO
interface. The protons can drift to the Si/giterface where they may react to form
interface traps. In addition to oxide-trapped clkamgd interface-trap charge buildup
in gate oxides, charge buildup will also occur thew oxides including field oxides
and silicon-on-insulator (SOI) buried oxides.

Semi-permanent TID effects in MOS devices and dsccaused by the buildup
of space charge in the Sitayer fall into several categories, such as veltaffsets,
or shifts, induced parasitic leakage currents anbility degradation.

In general, the effect of radiation-generated chdyg on thethreshold voltage

shift AV, of a transistor is given by:

25) AV, =(=1/C,)[ " Ao(x)(¥/t,)dx,

where §y is the oxide thickness, Cox is the oxide capaciaand x is measured
from the gate-SiO2 interface. From equation (1L@&pn be seen that positive charge
(trapped holes) will cause a negative shift inttireshold voltage of a device, while
negative charge will cause a positive shift in theeshold voltage. In general, the
initial response of an MOS transistor to radiati®@ negative shift in the threshold
voltage, due to buildup of trapped holes. For digahtly large amount of trapped

positive charge, the n-channel device may be tuomedven for a zero applied gate

® In Silicon: detectrons< 0.14 N/V-S, Hhoes< 0.05 ni/V:s.

18
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bias. In this case the device is said to have gote “depletion mode”. When
strongly into depletion, the n-channel device cedsdunction because it cannot be
switched from the ON to the OFF state: it is alwa@yé (Figure. 1.6)!

Vs Vg=0 vd

Field oxide

Lo /‘/ \\ )

Positive oxide Channel turned
trapped charge on withVg=0

p-Type Silicon
A\ J

Figure 1.6  Schematic cross section of an MOS trassor illustrating charge buildup in the

gate oxide

Charge gathered in the thick field oxide will atson on a parasitic leakage path
at the edges of the gate metal, where current loanffom source to drain outside
the channel region. The irradiation-induced shifth@ gate-oxide curve is small due
to the thin thickness of gate oxide layer. On thatary, while the contribution of
the field oxide leakage current is negligible befaradiation, after irradiation it
becomes the major effect. This is due to the latigjekness of the field oxide respect
to the gate one, this resulting in a larger voltslyét per unit dose. The combination
of two effects makes thkeakage currentraise several orders of magnitude after
irradiation, which is often enough to cause funwidfailure of the devices.

Figure 1.7 shows the voltage threshold shift effet a typical commercial
process. Hardened devices will exhibit much loweeshold shifts primarily because
of recombination in the oxide. Present commercisliGIS technologies will usually
fail at levels between 10 and 50 krad(Si). To Betdcale, the total dose that can be
accumulated during 10 years in space may range &onmimum of a few krad(Si)

and may reach up to 100 krad(5iJhe total dose that will accumulated in 10 years

" In Si0, the number density of electron-hole pairs per doge is n = 7.6x28e-h/cni-rad; in Si
n = 3.7x16° e-h/cmi-rad.
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by the frontend electronics of the silicon CMS kexcat LHC will range from
100krad(Si) to 50 Mrad(Si).

)
2+
OFF
] n-ch an
THREHOLD
WOLTAGE g ' ' i -
(WOLTS) 104 105 108 DOSE (RADS)
pch
-1
=T On
)
OFF

Figure 1.7  Voltage shift due to irradiation.
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2 Single Event Effects

Single Event Effects (SEE), as the name sugge€sjwe to the interaction of a
single particle with a semiconductor device. Irstbhapter | will discuss SEE and

describe the various types of effects that cambeded by a single particle strike.

2.1 | ntroduction

2.1.1 Brief history of SEEs

The first confirmed report of cosmic-ray-inducech@e Event Upsets (SEU,
discussed later) in space was presented at the SSRE975 by Bindeet al[8]. In
this paper, four upsets in 17 years of satelliterafpon were observed in bipolar J-K
flip—flops operating in a communications satellifEhe authors used scanning
electron microscope (SEM) exposures to determime siénsitive transistors and,
using a diffusion model, calculated a predictedetipate within a factor of two of
the observed rate. Due to the small humber of ebsgeerrors, the importance of
SEU was not fully recognized until 1978-1979, wisggnificant numbers of SEU-
related papers were presented at the NSREC.

The occurrence of soft errors in terrestrial mitzogonics manifested itself
shortly after the first observations of SEU in spd@]. This watershed paper from
authors at Intel found a significant error rate DIRAMs as integration density
increased to 16 to 64K. The primary cause of sofire at ground level was quickly
diagnosed as due to alpha particle contaminantsthin package materials.
Radioactive contaminants in the water used by #ogofy were contaminating the

ceramic packages of devices.

8 NSREC: Nuclear and Space Radiation Effect Confaren
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In the late 1970s, evidence continued to mount toamic-ray-induced upsets
were indeed responsible for errors observed iflgatmemory subsystems, and the
first models for predicting system error rates wiyanulated [10]. By this time
satellite memory systems had increased in sizeoarutbit error rates of one per day
could not be ignored.

Even though the first papers attributed memory igpse direct ionization by
heavy ions, by 1979 two groups reported at the NSRE errors caused by proton
and neutron indirect ionization effects [11] [12This was a very important
discovery, because of the much higher abundanpeotdns relative to heavy ions in
the natural space environment: not only would SEEcaused by galactic cosmic
rays, but also by protons trapped in the EarthtBateon belts and by solar event
protons. The paper by Guenadral[12] was the first to use the term “single-event
upset”, and this term was immediately adopted leyctbimmunity to describe upsets
caused by both direct and indirect ionization. Jear 1979 also brought the first
report of single-event latchup (SEL, describedrjaten important discovery given
the potentially destructive nature of the failurede.

In the early 1980s, research on SEU continued ¢toease and methods for
hardening ICs to SEU were widely developed and tilsemlighout this decade [13]
[14]. There were also few studies on another emgrgind potentially troubling
single-event issue: errors due to single event®mbinational or imbedded logic.

The 1990s saw two major developments that continoi@acrease the importance
of SEEs. One was the dramatic decrease in the nuafb@anufacturers offering
radiation-hardened digital ICs. This (among otfaators, such as the increased
functionality and performances they could provitkx) to the increased usage of
commercial electronics in spacecraft systems. Hewetheir relative sensitivity to
SEE presented significant challenges to maintaisiysggem reliability. The second
development was the continued advance in fabrica@ehnologies toward smaller
IC feature sizes and the higher speeds and morglegntircuitry that scaling
enables. These advances typically increase satsitiv SEE, even to the point of
errors occurring in a benign desktop terrestrialimmment, and may also lead to
new failure mechanisms. These two developmentsoleh interesting convergence

of mission from two historically disparate commiuast space and military vendors
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driven toward commercial (non radiation hardenatugds and commercial vendors
driven toward a very real concern about SEE iretheryday consumer environment.
As we enter the Z1century, concern about sensitivity to SEU is etgedo
continue, both in memories and core logic. Upsetseirestrial electronics are a
serious reliability concern for commercial manufmets. At the same time,
feasibility of traditional SEU-hardening techniqués becoming questionable,
especially because of fewer dedicated rad-harddiees implementing them. Circuit
design that are inherently radiation resistant ddaing By Design, HBD) are

receiving considerable attention [15] [16].

2.1.2 Classification of SEE

In Chapter 1 we have seen how an ion strike reteabarge along its path
through a semiconductor and how this charge catobbected by p/n junctions, but
what really matters is determining whether the éwtually causes an error in
circuit operation. In the following sections we wdtudy how charge collection
interacts with the circuit type and design to aeeatsingle-event effect. Here we
report the major types of single event phenomenactwcan be classified into

several categories:
* Single event upset (soft error that can be reset)
e Single event latchup (soft or hard errors)
» Single event burnout (hard failures)

e Single event gate rupture (hard failures)

2.2 Single Event Upset

221 Introduction

Single event upset, or SEU, is the most common ofEengle event effect. SEU
is caused by the deposition of charge in a dewca fingle particle, that is sufficient
to change the logic state of a single bit (from bmary state to another). Whether or
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not the charge deposited through direct ionizatsosufficient to cause an upset of
course depends on the type of device and circattlias been struck, as well as the
strike location and particle trajectory. Direct imation is the primary charge
deposition mechanism for upsets caused by heawgy(ions with atomic number Z

2, i.e. He and above). Lighter particles, such axsops, do not usually produce
enough charge by direct ionization to cause upsatémory circuits, but researches
have suggested that single event effects due éotdonization by protons may occur
in new and more susceptible ICs [17] [18].

Single bit upsets are sometimes caledt errorsbecause a reset or a rewriting of
the device results in normal device behavior tHegeaAn SEU may occur in analog,
digital, or optical components; it may also havée&k in surrounding interface
circuitry to which they are connected, but thi®sgly depends on the nature of the
interconnections. Some memory devices are alsceptibte to Multiple Bit Upset
(MBU), in which more than one bit is upset. Thimmdae caused by a single ion
traveling essentially parallel to the die surfadepositing energy in the sensitive
volume of a consecutive line of memory cells, aikstg the die close to normal,
depositing enough energy in two or three adjacelt$ to upset them. A severe SEU
is the Single-Event Functional Interrupt (SEFI)vimich an SEU in the control
circuitry of the device places it into a test mobalt, or undefined state. The SEFI
halts normal operations, and requires a power tesecover.

In the next paragraphs the focus will primarilydrememory circuits, as this will

be the main field of application of the equipmeescfibed in this thesis.

2.2.2 Single Event Upset in DRAM

SEUs in terrestrial electronics were first obserie®RAMSs [9] [19]. This kind
of memories have historically been quite susceptiblsoft errors because they rely
on passive storage of charge to represent infoomatihere is no inherent refreshing
of this charge packet (e.g., charge resupply throadoad device) and no active
regenerative feedback. Their charge state is reautdified by funnel-assisted drift
or diffusion following an energetic particle strikbey hence allow any disturbance,
no matter how small, of the stored information &wsst, until corrected by external

circuitry.
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What is so often referred to as a bit flip, thensiion from one stable binary state
to the other, is not required in DRAMs for an SEUJoccur. A degradation of the
stored signal to a level outside the noise mardirthe supporting circuitry is
sufficient to lead to erroneous interpretation andesultant error. DRAMs have
therefore received less use in space systems aseerg have preferred SRAM
technologies. As the need for very large amountnelboard memory is increasing,
the use of DRAM technologies in space systemsadsméeg more common.

DRAMs are prone to SEU due to three primary meigmast storage cell errors,
bit-line errors and a combination of the two.

Figure 2.1 illustrates the mechanism fetiorage cell errorsin a field plate
capacitor DRAM [20]. In this kind of DRAM a storé@” is represented by electrons
occupying a potential well under the field platehile a stored “1” corresponds to
electrons being depleted under the plate. Followaipgrticle strike, electrons can be
collected at the reverse-biased field plate. In ¢hse of a stored “0”, this just
reinforces the original state, but a stored “1” t@ok like a stored “0” after electron
collection.

lon Path
Bit Line

Word Line

______ T F-—-\__J ¢ nT

Stored Information Charge

Figure 2.1 lllustration of storage cell SEU in a #&ld-plate DRAM. Collections of electron
at the reverse-biased field plate reinforces a sted “0”, but can lead to an upset of a stored
Hln.

Upsets can also occur in DRAMSs due to bit-linekstsi When the bit lines are in
a floating voltage state (e.g. during a read cycl®RAMs are sensitive to the
collection of charge into diffusion regions thae alectrically connected to the bit
access lineS Thebit-line error is the reduction of the sensing signal due toage

imbalance introduced of the precharged bit linescaise they can only occur during

® This collection could arise from any of the aceeassistor drains along the floating bit-line or

from a direct strike to the sense amplifier cinguitself.
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a read cycle, bit-line errors have a direct depeog®n the read access frequency,
with an increasing error rate as the access frexyu@creases.

A new failure mode for DRAMs was demonstrated whewas found that charge
collection at both the storage cell and bit lifegttwas insufficient to individually
cause an upset, could cause an error in combingibjn This new failure mode,
dubbed theCombined Cell-Bit lindCCB) error, was shown to dominate the storage
cell and bit-line error rates for very short cytles. The three components of soft
errors in a 512K DRAM are shown in Figure. 2.2 alirection of the cycle time.
Note the independence of storage-cell errors ofedyme, and the domination of

CCB errors for short cycle times.
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Figure 2.2 Components of soft-error rate in DRAM [2A]. The storage cell component is not
dependent on the cycle time, while soft errors inveing the bit lines increase dramatically as

the cycle time decreases.

2.2.3 Single Event Upset in SRAM

The upset process in SRAMs is quite different frdbRAMs, due to the active
feedback in the cross-coupled inverter pair thain®a typical SRAM memory cell,
as illustrated in Figure. 2.3. When an energetitigda hits a sensitive location in a
SRAM (typically the reverse-biased drain junctidradaransistor biased in the “off”
state, T1 in figure), charge collected by the jiorcinduces a transient current in the
struck transistor. As this current flows througle tstruck transistor, the restoring
transistor (“on” p-channel transistor, T2 in figui@urces current in an attempt to
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balance the particle-induced current. The curréoivihg through the restoring
transistor, due to the finite transistor channeldiatance, induces a voltage drop at
its drain (point A in Figure. 2.3). This voltageisient (in response to the single-
event current transient) is actually the mechantat can cause upset in SRAM
cells. In fact, T2 drain is also connected to théeg of transistors T3 and T4. If the
induced current is sufficient to lower the voltaggestoring transistor drain below a
threshold voltage, the logical states of T3 and Wil be inverted. This will
consequently force the voltage of point B to g&' (it was at zero before the hit),
so switching T1 and T2 and changing the state efcill as a result. Competition
between the feedback process and the recoverygygoeerns the SEU response of
SRAM cells. In fact, if the recovery current sowtdey the restoring transistor is
faster than the feedback one, the circuit will fiigt, although the induced transient

current is obviously still present.

4 Voo \
off on “on” p-channel
Ta T2 (restoring transistor)
Rib
_N_f ] A
‘ Feedback lon Strike
B P—M— /
Rip “off” n-channel
Ts " T1 (struck transistor)
on o

Figure 2.3 Schematic layout of a CMOS SRAM cell.

Interestingly, even incident particles with LET taelow the upset threshold are
often sufficiently ionizing to induce a momentamyltage “flip” at the struck node of
an SRAM (Figure. 2.4). Whether an observable SEQuis depends on what
happens faster: the feedback of the voltage trahgieough the opposite inverter, or
the recovery of the struck node voltage as theleiagent current dies out. It must
be noted that drift (including funneling effects)responsible for the rapid initial flip
of the cell, while long-term charge collection biffusion prolongs the recovery
process; both mechanisms are critical to the ypseess.
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Figure 2.4 SRAM struck drain voltage transient forion strikes with LET well below, just
below and just above the SEU threshold.

The recovery time of an SRAM cell to a particlek&rdepends on many factors,
such as the particle LET, the strike location, &r@mm a technology standpoint, the
recovery time depends on the restoring transigtoreat drive and minority carrier
lifetimes in the substrate [22] [23]. A higher @shg current leads to a fast recovery
time, as do decreased minority carrier lifetimesili@e cell feedback time is simply
the time required for the disturbed node voltagdeted back through the cross-
coupled inverters and latch the struck device sndisturbed state. This time is
related to the cell write time and in its simpléstm can be thought of as the RC
delay in the inverter pair. This RC time constastthus a critical parameter for
determining SEU sensitivity in SRAMSs: the smallee RC delay, the faster the cell
can respond to voltage transients (including wpitéses) and the more susceptible
the SRAM is to SEUs. Obviously this has implicaidor the sensitivity of future,
higher speed technologies.

2.2.4 Single Event Upset in SOI devices

Due to their intrinsic structure, Silicon On Ingela(SOI) devices were regarded
to be much less sensitive to upsets than convaltlmulk silicon circuits. In a bulk
Si transistor the charge generated by an ion sisikaly collected from the substrate

1% This is because a higher restoring current is nooiiekly able to re-establish the struck node
voltage, while decreased substrate minority catifietimes reduce the diffusion current at the slru
node.
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region, regardless whether the gate or the drambesen hit. In a SOI transistor,
instead, (see Figure. 2.5) the volume area sensibleharge collection is made
smaller by the buried oxide that prevents chargeosited in the substrate to be
efficiently collected. However, it has been shovwawht is possible to have charge
collection from below the buried oxide in SOI teologies that use a very thin
buried (on the order of 200 nm) oxide layer [24].

For these technologies it has been measured thaatinrated cross section (~ 8
um?/bit) was closer to the sum of the active gate @madh areas (6.im?bit) rather
than to the gate area alone (0i84%/bit). This indicates that, contrary to the earlier
beliefs, charge collection could also occur from sbstrate below the buried oxide,
at least in some SOI technologies.

From past studies, it is known that charge colectoccurs only when the
substrate is biased in depletion or inversion mashe the mechanism for charge
collection at top electrode was assumed to be dwe dapacitive discharge or to a
displacement current. Recent studies and simuka{@®] with dedicated microscopy

experiments performed at microbeam facilities, tted deeper understanding of this

Gate

B
n+ pt+ bOdy,j-h\ n+
Buried oxide

kind of phenomenon.

Funnels

Figure 2.5 Charge collection behavior in SOI trangtor

2.25 Single Event Upset in logic circuits

Although we have concentrated on SEU in memoryds¢they can also occur
in other digital circuits, prime examples being rorocessors and digital signal
processors. Errors in logic circuits are very daresito critical timing windows and

logic paths, and may never propagate to the oytimst Therefore, in core logic, the
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concepts of “faults” and “errors” are distinct fromemory circuits and require
precise definition.

In a logic circuit, charge collection due to a $&gvent strike on a particular
node will generate a low-to-high or high-to-low tagje transition or a transient noise
pulse. If this pulse is larger than the input nois&rgin of a subsequent gate, it will
compete with the legitimate digital pulses propagathrough the circuit. The ability
of the noise pulse to propagate depends not oniisanagnitude, but also on several
more factors. First, the existence of active coratiamal paths from the struck nodes
to latche$"; second, the arrival time of the erroneous signahe latches; third, the
erroneous pulse time profile at the latch iffuf all three of the above conditions
are properly met, then the SE-generated noise muilsbe captured by the latch as
erroneous information. We define this as the gdimeraf asoft fault(SF).

SFs may also be generated by direct single-evekeés to the latch nodes, where
the latch information is corrupted via a bit flip. this case the effect is analogous to
SEUs in memory circuits and can be modeled in daiway.

Once a SF has been identified, or a SF probalhiéis/been calculated, one knows
the vulnerability of a circuit to single events #dcritical paths which may
contribute a weak link for single-event toleranidewever, actual upset rates, which
refer to the observable operation of a particuleou@t located in a particular hostile
radiation environment, cannot be immediately dedufrem knowledge of SFs.
Internal SFs may not be observable at the intenét® of a circuit (or the 1/O ports
of a subcircuit). For example, the particular la&ffected by the soft fault may be
part of a “don’t care” state of the finite state anme; the change of state has no
effect on subsequent operation of the circuit.te,erroneous latch data may be part
of a data register that is scrubbed in a subseqtleck cycle. Thus, no observable
error actually occurs. However, if the soft fauteatually propagates to one or more
of the 1/0O ports of the circuit, then an externallyserved error exists; we define this

and only this event as agrror event It is clear that one soft fault may cause

' The active combinational paths depend on the dimatate of the logic as determined by the
particular code vectors executed at that time [flesent “state” of the logic).

2 The pulse must arrive within the setup and holgi(3ime of the latch element to be stored by
the latch element. The clocking characteristicstted latch and the previous state of the latch

contribute to this mechanism.

30



Chapter 2 - Single Event Effects

erroneous information at many /O ports and th& #rroneous information may

appear during many clock cycles.

2.2.6 Single Event Upset in analog circuits

SEU can occur in almost any integrated circuit. fesample, SEU is not
constrained to digital circuits, but also occuairalog circuit as well.

Upsets in photodiodes used in optocoupler apptinatihave been observed and
correlated to direct ionization by protons. Singlent current Transients (SET)
resulting from proton direct ionization are capaloe causing upsets in these
photodiodes because they are by design very langeoperate at very high data
rates. A recent analysis suggests that a combmatialirect ionization and recoils
are responsible for the anomalous angular depeedeic proton upsets in
optocouplers. Charge-coupled devices (CCDs) can aks sensitive to direct
ionization by protons because of their large cailbecdepths [26].

Errors are observed in many analog circuit typeduding operational amplifiers,
comparators, analog-to-digital converters (ADCspséts in ADCs are interesting

because analog errors are observed as corruptiahgiial output codes.

2.3 Other kinds of SEE

2.3.1 Single Event Latchup (SEL)

Circuits are made by combining adjacent p-type antype materials into
transistors. Paths other than those chosen to fibven desired transistor can
sometimes result in so-called parasitic transistetsich, under normal conditions,
cannot be activated. A latchup is the inadverteaaitoon of a low-impedance path
between the power supply rails of an electronic monent, triggering the above
mentioned parasitic structure, which then acts abat circuit, disrupting proper
functioning of the part and possibly even leadimg its destruction due to
overcurrent. A power cycle is required to corréds situation.

The parasitic structure is usually an equivalerd tfyristor (or Silicon Controlled
Rectifier, SRC), a PNPN structure which acts asN® Rind an NPN transistor
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stacked next to each other (Figure. 2.6). Duriteg@up, when one of the transistors

Is conducting, the other one begins conducting too.

Vdd Vss
N+ N+
Rw
Rs

A E]
€ EP P-well

P P E:h

N |
N-substrate

Figure 2.6  Lateral section of a p/n/p/n structure \ith two parasitic BJTs

They both keep each other in saturation for as lsdghe structure is forward-
biased and some current flows through it (it usuadeans until a power-down). The
SCR parasitic structure is formed as a part oftttem-pole PMOS and NMOS

transistor pair on the output drivers of the gates.

2.3.2 Single Event Gate Rupture (SEGR)

Dielectric breakdown can occur when the electrgdfiacross an insulating
material exceeds some threshold value. When iedibl an energetic particle strike
to the gate region of an MOS device, this phenomesaeferred to as a Single-
Event Gate Rupture (SEGR).

Single-event gate rupture has been studied mosngixely for power devices
such as double-diffused power MOSFETs (DMOS), sowNkuse this device or
describing the SEGR mechanism.

As shown in Figure. 2.7, current flow in the DMO®usture is vertical rather
than lateral as in a standard MOSFET. Applicatiba @ositive bias to the gate in
this n-channel DMOSFET inverts the p-body regioridion a channel between the
n-source at the top of the structure and the daibstrate) contact at the bottom of
the structure. To handle large currents, the talicdure usually contains hundreds or

thousands of these cells connected in parallel.
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Figure 2.7  Structure of a vertical power MOSFET andcurrent flow paths following a

heavy ion strike.

The thick lightly-doped epitaxial region allows tpewer MOSFET to sustain high
voltages without breakdown. When an ion strikesribek region through the gate
oxide, SEGR can occur as charge is transportedthe&i/SiQ interface. As charge
from the ion strike accumulates underneath the gegen (and depending on the
gate bias), the electric field in the gate insulain temporarily increase to above the
critical field for breakdown, causing a localizeetldctric failure (i.e., an SEGR).
The SEGR response in vertical power MOSFETs has damponents [27]. The
“capacitor response” describes the interaction h&f ton directly with the gate
dielectric, inducing an oxide breakdown at a lowield than would occur in the
absence of the ion strike. If a drain bias is agpivhen the ion strike occurs, part of
the drain voltage may be transferred through thevepl layer to the gate interface
[28]. This part of the response is referred toles“substrate response.” Increasing
the gate voltage increases susceptibility to SEBugh the capacitor response by
increasing the pre-existing electric field in theide. Increasing the drain voltage
also increases the susceptibility to SEGR becaadeopthis voltage can be coupled
to the interface through the substrate response.

SEGR effects have been studied for some time inepal@vices, but a topic that
has recently received a considerable amount irteseSEGR in logic and memory
ICs. As gate oxide thicknesses decrease, SEGR dmddme a problem in ICs

because they will likely be operated at somewhgttdri electric fields.
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2.3.3 Single Event Burnout (SEB)

Single Event Burnout (SEB) due to heavy ions, regrand protons has been
observed both in power MOSFET and in bipolar trstasi SEB is a destructive
failure mechanism that comes about due to a perdsjiolar transistor structure
inherent to some devices. Looking at the power MEDBBtructure in Figure.2.7, a
parasitic bipolar transistor is formed by the nyseuemitter), p-body (base) and n-
epitaxial (collector) regions. Following an ioniké;, currents flowing in the p-body
can forward bias the emitter-base junction of tlaeapitic BJT due to the finite
conductivity of the p-body region. The parasiticTH now operating in the forward
active regime, and if the drain-to-source voltagehigher than the breakdown
voltage (B\Weo) of the parasitic BJT, avalanche multiplicationtioé BJT collector
current can occur. If this positive feedback (reagative) current is not limited, it can

lead to junction heating and the eventual burnétit@ device [29].

2.34 Single Event Snapback (SES)

Single Event Snapnack is a stable, regenerativelitom similar to latchup
caused by a drain-to-source breakdown in normal@SMransistors. Like latchup,
the resulting condition is a high current statet tb@n lead the device to failure
(Figure 2.8)

. J

Figure 2.8 Snap back mechanism in n-MOS structure

Unlike latchup, a p-n-p-n four layer structure & necessary to have a snap back.
Snap back is initiated by avalanche breakdown ef dhain junction by current

injection into the n-MOS transistor body, or by ege body current after an high
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dose rate radiation pulse or an heavy ion strikeer/an ion hit, excess current near
the drain junction results in avalanche multiplieatand injection of holes that flow
in the body region to the body contact (1) and eahs potential at the source-body
junction to increase. If an avalanche conditiorsusstained long enough due to a
sufficiently large current pulse, the source-sudistjunction becomes forward biased
turning on the parasitic npn bipolar transistor angecting electrons into the
substrate (2). As these feed into the drain, amtthli avalanche multiplication occurs
(3), causing an increased substrate current angbleting the regenerative feedback
mechanism (4). Snap back cannot be triggered umlessxternal circuit provides
sufficient current; for this reason, it is usuakebved onto I/O stages of ICs equipped
with large current drive pull up transistors. Itrist observed in p-channel devices
because the ionization rate for holes is much lowen for electrons, and

regenerative feedback is consequently much lower.

24 The SIRAD Single Eventsirradiation facility

241 Introduction

The SIRAD heavy ion irradiation facility, located e 15 MV Tandem-XTU
accelerator at the INFN National Laboratory of Lagn (Italy) is dedicated to
radiation damage studies in silicon detectors aadcéds. An important part of the
experimental program is the study of ion induced $Emicroelectronic devices and
systems. Devices under test are exposed to a byeamh (few crf) and global
characterizations are routinely performed. A widkestion of swift ion species, from
Li to Au, is available to test most modern techggle@lectronic devices for high
energy physics and space applications. The IEEMudsed in this work was non-
invasively installed to extend SEE capabilitiesttod SIRAD beam-line to include
the ability to reconstruct the impact points ofiindual ions with high resolution. In

this section we will give a detailed descriptionSIRAD facility.
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2.4.2 The Tandem XTU accelerator

The Tandem-XTU accelerator is an electrostatic YarGraaff type (Figure 2.9):
two stripper stations are used in order to achiegk ion energies.

Figure 2.9 The 15MV Tandem XTU at the INFN LegnardoNational Laboratories.

Table 2.1 reports typical ion species and enerm@asdable at SIRAD. Normally,
the extracted beam is continuous but pulsed beagnalso possible. The maximum
operating voltage is 15 MV and available ions rafigen *H (30 MeV) to**’Au (1.4
MeV/a.m.u.). The energy, expressed in MeV, of thesiat the exit of the Tandem
with two strippers is:

(2.1) E=E, +V,[(1+q(f+q,[(L- )
where E,; = 0.18 MeV is the energy of the negative chargedimected from the
source into the Tandem ¥ 11+15 MV is the Tandem operating voltage, f =50.2
and q is the positive charge of the ion expressed itsurfi the electron charge after
the first stripper foil located at the terminal.eTbharge g> ¢, is the ion charge after
the second stripper foil located downstream offits¢ one. The second stripper foil
can be excluded, in which case the energy of the i®

The beam at the Tandem output is not monochrondatcto the realization of
different q and g ion charge states. Magnetic momentum analysistseiens of a
certain energy and the switching magnet then sémelsnonochromatic beam into
the various experimental beam lines. The Tandem-Xdddelerator services 3
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experimental halls and 10 beam lines: the SIRADnbdiae is the +70° in the
heavily shielded hall 1 ( Figure 2.10)

22)  E=E,;+V,[(l+q)

Figure 2.10 Picture of the SIRAD irradiation facility at INFN Laboratori Nazionali di
Legnaro. The large global irradiation chamber in faeground is open. The IEEM chamber is

downstream and not visible.

2.4.3 The SIRAD irradiation facility

Bulk damage and SEE studies are routinely addreaséiie SIRAD irradiation
facility of the INFN National Laboratory of Legna(@adova, Italy) by Universities
and Industrial groups, involved in the study of thadiation hardness of
semiconductor devices and electronic systems fgh lenergy physics and space
applications [60].

The characteristics of the typical ion beams abéalaat the SIRAD irradiation
facility are reported in Table 4.1: the energy esluefer to the most probableand
02 charge state, obtained with two stripper statems with the Tandem operating at
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14 MV; the surface ion LEfTand range reported are for silicon (calculated by
SRIM).

lon | Energy (MeV) a1 | &2 | LET, (MeV x cnf/ug) | Range jim)
H 28 1|1 0.02 4390
Li 56 3|3 0.37 378
g 80 415 1.01 195
2c 94 5|6 1.49 171
o 108 6|7 2.84 109
= 122 718 3.87 99.3
g 157 8|11 8.59 61.5
¥g 171 9|12 10.1 54.4
cl 171 9|12 12.5 49.1
8Tj 196 10|14 19.8 39.3
Sty 196 10|14 21.4 37.1
BNj 220 11|16 28.4 33.7
cu 220 11|16 30.5 33.0
"Ge 231 11]17 35.1 31.8
Br 241 11|18 38.6 31.3
W0ag 266 12|20 54.7 27.6
127 276 12|21 61.8 27.9
9Au? 275 13|26 81.7 23.4

Table 2.1 Characteristics of the typical ion beamsvailable at the SIRAD irradiation
facility with the Tandem operating at 14 MV. The vdues of the LET, and the range are for

silicon.

At present when using 197Au beams in SIRAD the afjpay voltage is typically
lowered to 11.6 MV due to a temporary limitationtire maximum current in the
power supply of the switching magnet that devidkesbeam into the line at 76®.
The ion species reported in Table 4.1 have beestteel in order to minimize the
time required for the ion source change during $&dts. When possible two multi-
sources (the first including O, Si, Ni and Ag; second including F, CI, Br, and I)
are used to decrease the time for beam setting.

The essential elements of the SIRAD line, showhigure 2.11, are:

e asystem of adjustable horizontal and vertica$ slit

13 We plan to remove all limitations of this type slyipping further electrons from the ions just

before the analyzing magnet.
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e aquadrupole doublet for focusing the beam dowmittimetric spots;
* an electric rastering system for irradiating exehthrgets;

e an irradiation chamber with a vertical sample-hpldevailable both for

diagnostic and irradiation purpose;
e achamber with an extractable Faraday cup (FC70);

e an irradiation chamber including a battery of snkdraday cups and a
battery of silicon PIN diodes with pulse countirigatronics.

ql1: charge after the first foil

Ion/proton Tandem q2: charge after the second foil

source
. Charge q=-1 /\ Analyzing
| i -~ ||
1 ~ m magnet
' Faraday cup q, q,

feedback to stabilize Tandem Faraday cup
£
< O

C—"1 quadrupole
Adjustable =1 4

Rastering slits \ U
system or e
Y / Switching
Faraday
cup \ ‘Quadrupole magnet

Irradiation
chamber

SIRAD
chamber

EEM
chamber

Figure 2.11 Schematic drawing of the SIRAD irradiaion facility. The IEEM chamber is
downstream of the large global irradiation chamber(SIRAD chamber). A smaller chamber

upstream is used for beam diagnostics.

The typical spot size diameter of a focused beaBdsanm and beam diagnostics
is performed by an extractable Faraday Cup postiom a diagnostic chamber
located]1 m upstream of the target plane. Visual inspeaatiothe beam profile may

be performed on a quartz window positioned at te @ the irradiation chamber.
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An image intensifier is sometimes used to see thambspot on the quartz for
tenuous beam current.

In order to irradiate a large target with a focupeaton or ion beam, a rastering
system is used. The system, produced by IBA (LowiaiNeuve, Belgium), is made
of vertical and horizontal deflection plates 1 nmdp with 5 cm gaps, and with
linearly ramped voltages (Mx = £15 kV) at slightly different frequenciesx(= 625
Hz,vy = 612 Hz). The rastering system permits a uniforediation (better than 5%)
over a fiducial area of 5x5 émon the target plane. On-line monitoring of therhea
current and uniformity on the target is provided dpquare battery of 3x3 small
Faraday cups, located behind the target plane (sahgbder). This configuration is
suitable for radiation tests at beam currents higihen 100 pA/crhand is currently
used for proton induced bulk damage studies ingsili

The very low ion fluxes (#010° ions/(cnfiS)) necessary for global SEE studies in
electronic devices and systems are obtained byingomsachine collimators to
achieve low beam currents (< 1 nA) and by defo@usiie beam on the target plane
by adjusting the SIRAD quadrupole doublet (see fegd.11). The doublet is
positioned before the rastering system, which ismadly not used in SEE
experiments (it is used instead for high currerk lmlamage studies or intense ion
beam irradiation). The ion fluxes for SEE testswaedl below the sensitivity of the
Faraday cups and the beam spot cannot be seetheitfuartz system. To setup the
beam, measure the ion flux, uniformity and the duabf the beam (mono-
chromaticity) we use an array of silicon PIN diodssparticles counters in the target
plane. During irradiation the device under tessusrounded by 4 diodes and the
beam characteristics are monitored.

The same beam-set up procedure is used when thd IElsed. A single PIN

diode inside the IEEM chamber is used to measwéthflux and the beam quality.
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3 SEE studies

3.1 SEEs modeling

311 Introduction

Modeling Single Event Effect rates in a microelentc device involves a

combination of:
e assumptions about the physics of the device;
» detailed knowledge of the radiation environment;
* real experimental.

The device physics that underlies SEE involvesgih@eneration along the path
of a primary or secondary ionizing particle, changesport and collection on circuit
nodes and the final response of the circuit to dharge transient. Both the total
collected charge and the rate of charge colleatenm be important to triggering a
single event effect. Models that predict SEE raypscally use test data obtained at
accelerator irradiation facilities to extract infaation about the device sensitivity.
The typical information sought for are the crosstise ¢ and the critical charge
(Qc), as a function of LET or the energy of the incidparticles. The experimentally
measured cross section for a device can be exprasdhe ratio between the number

of SEE counted for a certain fluence of particlea given LET or energy:

(3.1) o= Courlts;lcmz].

fluenc

Once the cross section versus the particle LEThergy has been measured, there
are established techniques for using the dataedigirSEE rates in a given radiation
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environment. The rate prediction methods do ayfajdod job of predicting what is
actually observed in a radiation hostile environtneach as onboard a spacecratft.

As a first approximation the occurrence of SEEgsen by the quantity of
deposited energy. This allows one to reduce alltighar types and energy
distributions present in the radiation environmentheir LET and to calculate the
deposited energy by integrating the LET along tregettories throughout the
sensitive volume. With this simplification, the ptem is to define the size of the
sensitive volume, calculate the rate of particlés land the consequent energy
depositions, and determine the fraction of totatiple hits that cause SEEs. The
SEE rate is the product of the sensitive area erchip by the flux of particles in the
environment that can cause the considered evestpiidblem is complicated by the
angular dependence since the amount of energy ileghos the sensitive volume
depends on chord length, which in turn dependsngieaof incidence of the striking
particle.

This model was first proposed by Pickel and Blandiio 1978 [30] and was later
implemented in several simulation codes. This nettmodels the sensitive volume
as a right rectangular parallelepiped (RRP) witterkel dimensionsx andy and
thicknessz (Figure 3.1). The ion path through the RRFsiand is determined by
thickness,z, and the angle of incidencé, between thexy plane. Charge is also
allowed to be collected along a funneling distarsgethat adds te for the charge
calculation.

The energy deposited in the sensitive volume frarnoa interaction with LETIL,

is

(3.2) E= (s+ S )L.
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Figure 3.1 Schematic of the RPP model parameters

This energy is converted to ionization charge dnsl assumed that all the charge
generated within the charge collection lengths is collected by the sensitive
volume circuit node. This model is also based am ftillowing assumptions: ion
plasma track structure can be ignored, ion LEToisstant along a chord s through
the sensitive volume, charge collection by diffussfoom ion strikes external to the
RRP can be ignored and there is a sharp thresboldpset, i.e. ions with a LET
below threshold will not cause SEEs, ions with aTlL&bove the threshold will
always give SEEs.

To get a SEE ratR(E:) prediction, the model integrates the LET distribntand
the expected ion flux over the chord-length modidaby an analytic differential

distributionf(S)function relation:

33  RE)=A] oL (s E. ) (s)bs.

0

where the integration goes from zero to the maxinpath-length through the
RPP,A, is the average projected area of the R®R) is the integral fluxk is the
threshold energy for generating. and L(s, E) is the minimum average LET

depending on chord length through
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EC
S+s,

(3.4) L(sE)=

As already mentioned above, the RPP model assunséspafunction for cross
section versus LET value. However, most devicesvshgradual rise from threshold
to saturation, rather than a step function. Thisaver is due to the superposition of
composite response of multiple types of sensitivemes, with different thresholds
and with distribution of their parameters. To sottes issue, it has been proposed
[31] to divide the cross-section curve into sevetaps in order to more accurately
represent it. The generally accepted approach istégrate in energy and weigh

with the normalized experimental cross-section data

Esat

(3.5) R= [R(E)f(E)dE.

where the integration range is from the measuresstiold,E., to the measured
value at saturatiorkss, andf(E) is the cross-section versus LET curve convertead to

probability density, described by the four param®&teibull distribution:

(3.6) f(E) :1—exr{—( E\;VECﬂ, .

whereEc is the threshold energy, whil andSare two shape parameters used to

fit the curve to the experimental data. Ti€) function represents the rate at which
an energy ofE is deposited in the sensitive volume. It can bgarded as the
probability density for an event caused by depositf an energy quantity equal or
greater thaiie. This approach is commonly called the integral RIRPP).

3.1.2 Prediction for proton-induced SEU

Only the most sensitive devices (such as high demRAMs and CCDs) are
sensitive to SEU from the direct ionization of aton because the proton LET is so

low. However, protons can cause SEU through nudieactiond®, which result in

1 With nuclear reactions we mean both coulomb piteng interactions with nuclei.
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recoiling ions that can deposit enough energy ensttnsitive volume to cause upsets
even in less sensitive devices such as SRAMs.

To get reliable proton induced SEE predictions kbg step is to determine the
energy spectra of the ion recoils as a functiorthef material and the incoming
proton energy; the knowledge of the energy distiivuof the recoil products will
then allow to estimate SEE rates following the lyeian model. The model shown
here [32] has been derived by observing how pr&@BitJ cross-section data (as a
function of proton energy) follow a relationshigseabling the proton nuclear cross
section in silicon. The Bendel parameter, A, wasoniuced on a semi-empirical
basis; the original formulation had both a thredhahd a limiting cross section but
the single parametek was adequate to describe the data available dirtige As
more data became available, it became clear thlatrdbponse of some modern
smaller feature size devices was better modelell tvét use of both parameters. An
improved two-parameter Bendel model was suggesyetivb groups at about the
same time, and this is the form that currently treeswidest acceptance [33] [34].

The two-parameter model is expressed as

(3.7) g, = (%ju[l— expl- 018v°)".

whereg, is a cross section in units of fQipsets per proton/céhper bit,A andB

are empirically determined constants unique tovécdeand

_ 18 _
(3.8) Y—\/;(E A).

with E as proton energy in units of MeV.

The parameter A is related to the apparent upsggrihreshold, while the ratio
(B/ AJis associated with the saturation cross sectiorrebd at high energies. The
one-parameter model hd3 fixed at a value of 24. The advantage of the two-
parameter model is that it allows better fittingthé experimental data in the high
energy regions, particularly for small geometry ides, while preserving the
apparent low energy proton upset threshold. Alsgpfotons, a closer fit matching
can be obtained by the superimposition of Weibullistribution curves with
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different fixed parameters. The important thingasice here is that, in contrast with
heavy ions case, the proton upset rate dependherprobability of a nuclear
interaction to happen within the whole device semd not only during the path of

the proton in the device active volume.

3.2 Test with accelerators

3.21 Introduction

The final goal of this thesis is to describe a n@wl to measure the SEE
sensitivity of electronic devices to ionizing raita. In this chapter we will give a
review of the traditional methods employed to perfahis kind of measurement,
underlining the strong and the weak aspects okatigr adopted techniques.

3.2.2 Laboratory accelerator based measurements

The essential part of any SEE qualification prodssactually performing test
measurements: electronic devices undergo radidésts to check their behavior
under controlled conditions that well reproduce #res/ironment where they are
expected to work in. Simulation tools derived frdirst principles are certainly
useful in providing some indication of SEE deviemstivity of a particular type of
device, but reliable predictions of actual perfonces may not be made without real
data, possibly collected with the very same typdesice.

The radiation environment in space is widely variadcomposition, energy,
orbital position, time, and it is largely omni-diteonal. To validate a component or
device for use in the space environment, irradmafaxilities at particle accelerators
are routinely used to test the SEE sensitivityletteonic components in controlled
and repeatable conditions. A broad variety of ipecges, with adequate energies, are
required to perform reliable tests.

The energy of a certain type of particle delivebgdan accelerator sets the LET
(Linear Energy Transf@rand the range; i.e. the depth the particle wal¢l inside
the target. Of course the LET of a particle vareath energy and hence it changes

along the particle trajectory as the particle slods already mentioned, the LET is

46



Chapter 3 - SEE studies

the main reference parameter in SEE testing ancass@mes that different particles
with the same LET will affect the circuit the samay. The range is clearly

important because the impinging particle must He &breach the active volume of
the device and therein deposit an adequate amdwmengy. By knowing the range

(initial energy) of the particle one can evaludte tET at the depth of the active
volume. Using ions with different ranges allow omeget information about the

circuit active depth; i.e. the depth beyond whiahtHer energy deposition does not
affect more the device behavior.

Clearly range and surface LET are critical paransefter competitive SEE testing.
An ideal SEE facility should provide a wide rangk emergetic ion species. In
practice a facility will be limited if heavy ionshe most useful in establishing the
plateau (saturation) SEE cross-section, do not bavegh energy to penetrate to the

electronically active layers.

lon Energy (MeV)| LET (MeV x ciimg) Range fim)
H 28 0.02 4390
Ljs 56 0.37 378
tge* 80 1.01 195
128+ 94 1.49 171
oo™ 108 2.84 109
198+ 122 3.87 99.3
ZBgjti* 157 8.59 61.5
B 171 12.5 49.1
e i 196 19.8 39.3
B\t 220 28.4 33.7
oot 220 30.5 33.0
grie 241 38.6 31.3
107720 266 54.7 27.6
12721+ 276 61.8 27.9
et/ T 275 81.7 23.4

Table 3.1  Typical lon surface LET and range in siton for some of the ion species
available at the Legnaro Tandem accelerator.

Tandem accelerators are used for SEE testing bed¢heyg offer a wide selection
of heavy ion species, they are robust and easy&o The energy resolution, after
momentum analysis, is very goodH/E better than If). In Table 3.1 are listed

some of typical ions species available at the 15 NMahdem of the Legnaro
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Laboratories. The LET values reported are the sarfaET value at the beam
energy; i.e. the values as the ion enters a pies#icon before losing energy.
Tandems are however somewhat limited in energyedddhe active volumes of
the latest generation microelectronic devices amel below several metallization
layers and to test them requires ions with greateges (Figure 3.2).
SEE tests are of course performed with more energgbes of accelerators
(cyclotrons, linacs, booster systems). These aer®no-chromatic, but as ion LET

and range depend weakly on energy this is not blgm ™

10: 28 6-AUG-©
gFORCE FX5708 sz L

Courtesy B. Doyle

4
R

surface

16 pm [

Figure 3.2 A cross-section of a modern device shawg the thick metallization layers

(courtesy B. Doyle). The active volumes (FETs) atk6um below the surface.

3.2.3 Cross-section measurement

The occurrence of SEE in a device depends on tted #onount of charge
collected by an active volume and this dependshentatal ion path length in the
active part of the device. The SEE sensitivityssuaned to be completely described
by the geometry of the sensitive volume and thecati chargeQ. associated with
the particular type of single event effect. Theical charge is the amount of charge

5 However the issue of high quality energy resolubeams is of capital importance if there is the
need for micro-focusing the beam down to microresia well-established technique to perform

microscopic SEE testing.
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that must be collected in an active volume of tleeick to cause an event and
depends primarily on the circuit characteristics.

In SEE testing one wants to determine the deviositety as a function of the
amount of charge deposited. The path length andehttre charge deposited in a thin
layer depends on the angle of incidence of theigiar&and hence it is possible to
measure the SEE sensitivity over a range of chaegesition by simply varying the
angle of the beam. However, the results need todomalized to the effects of the

beam at normal incidence. This idea leads to tineet of effective LET:

(3.9) LET(eff) = %l%) .

Device sensitivity measurements are then expreased function of effective
LET. This technique works if the particle reacheptth of the active volume; i.e.
range > depth/co8].

The goal of a sensitivity test is to measure th& $Ess section as a function of

the effective LET. The experimental SEE cross eads given by:

(3.10) Ooec(effectiveLET) =

SE‘Ecount e[mz]: SEEcount sz]
effectivefluenc fluencex cos?

where theeffective fluencés the particle fluence of the beam (respect tmia
surface normal to the beam) multiplied by the cesh the incidence angle of the
beam on the tilted taget.

The results of a SEE measurement usually takedotime of a saturation-like
curve with an onset at some threshold LET whiclm th@es to an asymptotic value at
higher LET values. The threshold LET determinesdtitecal charge, the asymptotic
cross section gives the area of the sensitive veldrhis information, combined with
the thickness of the sensitive volume, is suffittencalculate the SEE rates of many
types of devices in any given radiation environment

A typical test consists of a series of exposureh wiell-defined beams (energy
and fluence) over a range of LETs (or effective BED allow a determination of the
cross-section curve. During each exposure, thecdegi placed under bias, either

active or passive. The SEE of interest are receghend counted by the control
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electronics driving the device during irradiatiowhile the particle fluence is
obtained from beam dosimetry.

For phenomena regarding memory elements, like S$#Jcross section can also
be given per bit by simply dividing the global SEtbss section by the number of

irradiated bits per unit area:

1 2
(311) o (effectivelET)= USEE(effeC“VeLET){cm }

bit into device bit

SEUs in static RAMs best exemplify many aspectSBtJ testing. Each RAM
cell is, to first order, identical, and from an Sgé&rspective, the device is easily seen
to be an array of sensitive volumes. Tests arallysperformed by loading a pattern
in the memory array, exposing the device to a knbuence of charged particles at
a particular LET. The exposure is stopped and therarray is interrogated to count
the number of flipped bits, and the cross sedocalculated. Since each sensitive
volume is identical, the per-bit cross sectionimpy the measured cross section
normalized to the number of bits in the memoryyarra complete experiment uses
many LET values to obtain a full cross section euwf’the SEE of interest.

The SEE cross section often depends on other facdach as electrical bias or
temperature, and deviates from a strict dependencsffective LET. In reality, the
cross section is not a step function, but a Weibutive (Figure 3.3) that increases
with a finite slope in the threshold region, follesvby a knee region, and a gradual
approach to the asymptotic cross section. Thesmttavs can be due to statistical
variations in the sensitive volume geometry ormia tritical charge for a volume and
are significant for calculating event rates. Anotbeurce of deviation in the shape of
the cross section occurs when the unit cell hasrtwan one sensitive volume, or
when several different types of cells are preseath with their own characteristic
sensitive volume. In such a case one may obsestaiashape curve which is the
superposition of a many Weibull curves each wittiedent threshold and plateau
LET values (Figure 3.4).
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Figure 3.3 Representative heavy ion cross sectionrge with cross section expressed as a

function of effective LET. This curve has Weibull parameters: L,= 10MeV/mg/cnf,W=30

MeV/mg/cm? shape parameter = 1.6.
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Figure 3.4 The SEU cross-section experimental datand multiple-Weibull fit of the
pipeline of the APV25 frontend chip for the CMS degctor at LHC. [35]

3.24 Proton SEE testing

Energetic protons generally do not deposit enoungiigy in a sensitive volume to
directly cause SEEs. However, approximately ondGhto 10 protons undergo
reactions with nuclei of the Si atoms in the devérel produce energetic residual

range nuclei (recoils or fragments). If producedomnear a sensitive volume, the
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residual nuclei can deposit enough energy to cans8EE. The residuals are short-
range ions that will deposit most or all their egyewithin the sensitive volume.
Proton testing proceeds much like heavy ion tegtirthat the sample is exercised
while exposed to a beam for a given fluence. Evargscounted in each exposure,
and the event cross section is calculated by digidhe number of events by the
fluence for the exposure (recall that the effectikeence is used for heavy ion
testing). This procedure is repeated over a ranggroton energies to fully
characterize the cross section as a function afggndhree issues, however, make
proton testing significantly different from heavgni testing. First, and foremost,
samples experience significant total ionizing ddaenage when exposed to proton
beams (to obtain useful statistics in proton tgstime must compensate the very
small probability of indirectly causing a SEE byadiating up to relatively high
proton fluences, several orders of magnitude higinen those used with heavy ion
testing), and the event cross section can be diffess damage accumulates. Care
must be taken to plan experiments so that the desharacteristics are not unduly
altered during the measurements. Second, sincaublear interaction probability
does not depend on the beam incident angle ane#ation products deposit nearly
all their energy in the sensitive volume, the cresstion is assumed to only depends
on the proton energy. As a result, for proton testthere is no equivalent concept to
the effective LET used in heavy ion testing. Fipathe physical layout of proton
exposure facilities and safety concerns for humegreementers adds considerable

complication to experiment and equipment design.

3.3 Radiation Effect Microscopy (REM)

3.31 Introduction

In previous paragraphs, an overview of device dtareation with respect to
SEE sensitivity was given, and the concept of dlabass section was introduced.
This type of tests provides fundamental data reggrthe reliability of electronic
circuits in radiation environments: the knowleddette cross section curve versus
LET allows one to predict how a device will be atfd from a random exposure to

ionizing radiation. As the whole device, or a macapic portion of it, is exposed to
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a broad beam, this method cannot indicate the fpeason for radiation
sensitivity. To do so would require knowing thedbon of the ion impacts. Device
simulations can be used very effectively to pinnpdhe sensitive parts of a device;
e.g. determine which parts of a device are seesitv\SEE (e.g. which transistor in a
latch; which logic element in an IC; etc. etc.).tBxperimental data is ultimately
desirable, if only because data is necessary tdatalany simulation.

Radiation Effects Microscopy (REM) provides a waycbrrelate device response
(occurrence of an SEE; anomaldas Beam Induced Charge Collecti@iBICC)) to
the impact points of incoming particles. REM expents are usually performed
with a microprobe system that systematically schasdevice under test with a low-

intensity highly focused ion microbeam.

3.3.2 A REM example

A famous example of REM has been performed by SANRboratories [36],
where predictions resulting from simulations witA VINCI code and experimental
results were compared.

Two CMOS6r SRAM ICs were studied in this work, a K6SRAM test chip
known as the TA788, and a 256 K SRAM standard et@lo circuit (SEC) known
as the SA3953 (Figure 3.5).

rvirter A1
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14,35 pm = 10,7 ym

Figure 3.5 Layout of 256 K 6-transistor SRAM unit @Il (D = drain and S = source). The
red box indicates the boundaries of the unit cellthe green regions are the gate polysilicon

lines, and the blue lines show the interconnectionsithin the unit cell.
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The simulations were performed for energetic iakes$ incident every 0.5um
throughout the unit cell to give a map of the SHEdsstive area of the SRAM unit
cell. By repeating these simulations for severat/eaergy combinations, the
evolution of the sensitive area as a function of i&T has been generated, as shown

in Figure 3.6.
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Figure 3.6  Evolution of the soft-error sensitive aea (black regions) of a 256 K SRAM unit

cell as a function of increasing ion LET

As one can see from the picture, different partshef circuit start begin to be
sensitive at higher LET values, and only a few congmts are the cause of the
radiation sensitivity of the cell. In a global idiation experiment such a behavior
would give rise to a double step Weibull cross-isaecturve.

The simulation results are impressive. However tlegyire enormous computing
time, even on a parallel supercomputer, and cargqmtesent a definitive verdict
about the radiation hardness of a circuit, as ttedy on the many assumptions
necessary to implement a computable physical model.

To perform a direct validation of a such a rich glation it is necessary to use an
experimental system that is capable of registebioity the effect and the position of
impinging ions with a spatial resolution compatimgth the feature size of the
device under test. To provide validation of the \Daci simulations at the level of
individual memory cells (Figure 3.7), REM experinteewere performed at the heavy

ion microprobe facility on the EN tandem Van de &tat Sandia.
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Figure 3.7 SEU image of several unit cells in a TAB 16 K SRAM obtained with 35 MeV
chlorine ions using a heavy ion microprobe and equalent simulated SEU map for 35MeV

chlorine ions.

)
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Microbeam Davinci

Figure 3.8  Left: calibrated IBICC image of severalunit cells in a TA788 16 K bulk SRAM
obtained with 20 MeV carbon ions using a focused o microbeam. Right: equivalent
simulated charge—collection map for 20-MeV carbonans. The color scales for both maps

are the same and indicate total charge collection @asured at the power supply.

In addition to the soft-error sensitive region #ogiven ion/energy combination,

the simulations gives the transient currents in 3RAM cell as a function of ion

strike location. By integrating the current ovendiit is possible to compute the total

charge collection as a function of ion strike lomatin an externally accessible

contact. Comparing the simulated charge—collectiorages to experimentally

measured calibrated IBICC images obtained from tikavy ion microprobe, is

helpful to further validate the accuracy of the glations. Figure 3.8 shows a 20-
MeV carbon—ion calibrated IBICC image of severait wells of the TA788 16 K
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SRAM, along with the simulated charge collectio®-MeV carbon ions have an
LET of 6 MeV-cm /mg, below the upset threshold.

The simulated and measured IBICC images genergligeato within about 20—
30%. The validation experiments shown here inditdaat mixed-level device/circuit
simulation tools such as Da Vinci are well suitedSEU modeling of bulk CMOS
SRAMSs.

34 Microbeam techniques

341 Introduction

A microbeam allows one to precisely probe SEE semsareas of a device. In
addition the amount of ion beam induced chargesct#d at specific locations on the
integrated circuit can be measured and the deptthafge collection of the device
can be calculated. These microprobe techniquesn vadoeipled together, give a
detailed picture of the mechanisms responsibleStoE that is impossible to obtain
by other means. Microbeam techniques are also &&isdar transient charge
collection measurements to ensure that signalsafieen only the region of interest.
When coupled with modem simulation tools, a congppetture of SEE emerges.

In the following paragraph we will discuss the maways to implement

microbeam techniques.

3.4.2 Microbeam apparatus

The first approach consists in a placing a diaphragth a pin-hole aperture
between the sample and a heavy-ion source (suah ascelerator) and collimating
the ion beam to a diameter of a few micrometerg. fEst sample, and in some cases
the aperture, is positioned on iy stage to move the microbeam to a specific region
of the device. Aperture sizes that can be usederénogn tens ofum down to about
2.5 um. Micro-collimator systems based on glass tuberariapillaries have also

been used with radioactive alpha sources, suctpataium tipped wire.

56



Chapter 3 - SEE studies

A significant fraction of beam particles interactttwthe edge material of the
aperture and produce a wide spatial and energgilaison of background particles
(beam halo) that will affect the analysis. This itsnthe achievable spot size of
micro-collimator systems to aboun (as distance of the aperture and the sample is
on the order of 0.5 cm). The beam himloreases with increasing atomic number and
energy. Secondly a micro-collimator system canmostanned rapidly. In addition
the beam current falls rapidly with the diametertteé aperture. This is problem if
high statistics experiments are to be performedbansensitivity devices. All these
limit the effectiveness of the micro-collimator eique for studying feature sizes
smaller than a micron.

The second technique performs magnetic micro-fogusif the beam, and the
scanning of theegions of interest on the device is achievedeeitty a electrostatic or
magneticmeans. A schematic of a magnetically focused syssesimown in Figure
3.9. The beam optics is represented by a lensrdatipe a microbeam facility will
include: pre-slits, a magnetic beam switch, migteshntiscattering slits, a beam
scanning (rastering) system, a magnetic beam def|exlens diaphragm, the lens (a
system of magnetic quadrupoles, usually a triplt)pptical microscope, and finally
the sample stage. The optical microscope helpsntotlze beam onto the target. In
addition one might include an ion impact detecsgstem to certify the arrival of an
ion on the targeted position. This can be done dtgaing the secondary electrons
emitted from the target surface when impacted byidh. Finally the vibrations must
be reduced to acceptable levels. Vibrating pumpd¢tand cryopumps) are coupled
to the microscope chamber via soft bellows andatibn free pumps (ion pumps) are
used along the beamline between the microslitsthedens. In some facilities the
microprobe is isolated from vibrations from thedfidoy air springs.

To date, various microbeam facilities exist witifefient performances (e.g. beam
spot sizes, ions species and energies). For SElkestthe most important facilities

are:

* the heavy ion microbeam of GSI (Darmstadt, Germanyje linear
accelerator UNILAC delivers ions from C to Ur withergies between 1.4
MeV/nucleon to 11.4 MeV/nucleon. It has been openal since 1987 and

beam spot sizes of 0.5 um are routinely achievét[BB];
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* the more recent microbeam at the SNAKE facility (Wi, Germany).
The accelerator is a 14 MV tandem and delivers,idrm 20 MeV
protons to 200 MeV Au. Beam spots of 0.5 pum hawenbachieved [39]
[40];

e The microbeam at TIARA (Takasaki, Japan). The a&reédr is the JAERI
AVF cyclotron accelerates heavy ions (up to Ur)hwanhergies up to 27.5
MeV/nucleon. The energy spread of the acceleraas been greatly
reduced recently allowing the microbeam to achigpet sizes10.8 um
[41].

MICRO SLITS
DEFLECTOR

BEAM

OPTICS SAMPLE

|

IONBEAM ————

A
Y
A
Y

P q

Figure 3.9 A schematic of a magnetically focused scanned microdo@ system.

As shown in Figure 3.9, the beam spot on the talgete is the transmitted image
of the aperture slit. The electrostatic/magnetitsés of the beam-optics produces a
demagnified image of the slit on the focal plana:. & simple lens, the magnification
ratio is given, to first order, by the rategp. The demagnification of the beam size
performed by the lens allows one to work with ayéaslit aperture, giving a higher
beam current and a sharper energy distributiom@facused particles. By means of
electrostatic deflection, it is easy to rapidlyrstiae focused beam across the sample.

Charged particles are accelerated, steered andgddcusing a combination of
electrostatic and magnetic fields. The deflectiba beam passing through a uniform

magnetic fieldB of lengthl (Bl in Tesla metres) is
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3488l

(3.12) sSinf =———.
EAQ?

while the deflection of a beam passing through idotm electrostatic fieldv/d
(Vm™) of lengthl metres is

5107VQl

(3.13) tand =
d(E

where A is the particle mass, Q is its charge aretgy E is expressed in MeV.
The much higher effectiveness of magnetic bendimgcurving high energetic
particles makes it the most used way to bend iamise

The usual way to focus MeV ions is through quadieipenses (Figure 3.10).

Figure 3.10 Quadrupole lens schematic. Beam directn is toward the page.

A magnetic quadruple consists in four poles arrdnggmmetrically about the
beam axis generating a hyperbolic field profilemal to particle motion axis. In the
illustrated configuration the field is normal respé¢o the beam axis, so ensuring
strong force applied toward the axis, a fundamewgtahdition to allow beam
focusing. Note that this kind of lens focuses tlearh along one axis while it
defocuses the beam along the orthogonal one: thanmthat to focus the beam in
both axis at least two carefully matched quadrupolre needed (doublet
configuration). To get submicron beam focusing ifhdemagnification ratio), at
present both triplet (“Oxford”) and quadruplet (“6&an”) multi lens system are used
(Figure 3.11).
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c/ b cCc| D Quadruplet
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Figure 3.11 Common microbeam lenses configurations.

At present the best performances for a microbeante(m of resolution) belongs
to the group of F. Watt at the University of Sipgee [42]: using an Oxford OM-
2000 triplet, a 3 MeV proton beam is focused doava spot of 300 nm by 400 nm in
size. This is truly an impressive result, but ipractically of no interest in the field
of Radiation Effects Microscopy as it is difficulb maintain similar levels of
performance with high mass high energy ions. NaiBgant improvements in
spatial resolution have been reported in over $syda understand the reason of this
stagnation, we need to consider the main causdssétaa limit to the practical
resolution obtainable with a microbeam.

Several factors limit the final resolution in a molbeam system, i.e. the beam spot
size on the target. Some of them are engineergugessand presumably it would be
possible to solve them. They span from mechanieddilgy (vibrations, long term
drift due to thermal changes, for instance) toystreagnetic fields. Also scattering
from residual gas in vacuum can contribute to wotke resolution.

On the other hand two main issues are directlytedldo microbeam systems.
First, a microbeam works by projecting a demagdiiimage of an object, the slit
aperture. When the beam passes through the diiiclpa that interact with the edge
are scattered and arrive to the optical system diierent energies and direction
with respect to an ideal, parallel and monochrooiagiam (Figure 3.12).
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Figure 3.12 lons scattering due to interaction withslits.

Lenses can correctly focus only particles withrggeand direction inside a
narrow spread around specific values, so scatfmdctles are poorly focused by the
optics and form a halo around the ideally focusedni spot, decreasing the final
resolution. In table 3.2 we report the ratio oftsarad ions versus direct ions for

different ranges and slit apertures.

Slit aperture |im)

Range gm)| 20 1
60 0.060 1.2
10 0.002| 0.033

Table 3.2 Ratio of scattered beam versus direct bea

As one can see from the table, for ions with geaof 60um in the slit metal, the
ratio of scattered ions versus direct ions goes @006 for a 2Qum aperture to 1.2
for a lum aperture. This means that there is a lower lonitthe minimum usable
aperture size set by the increasing aberrationtalseattering phenomena, and this
limit sets the smallest available beam size oreta@s the demagnification is a fixed
parameter of the design.

To improve resolution, the common approach isdopa high demagnification
systems, usually employing more sophisticated spifcmulti stage systems (Figure
3.13).
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Figure 3.13 Schematic of a multi-stage system.

This configuration provides for an aperture atititermediate image plane which
removes the halo from the slit scatter. The higleral demagnification allows a
large object aperture and, as the final stage eae fong working distance, it helps
design of target chamber.

It is important to note that, in principle, highdgmagnifications should allow one
to use larger object slits, but in practice they ot because it usually means higher
aberrations.

The second major issue is that microbeams, likegatical systems, suffer from
aberrations due to the lenses themselves. Thesmatines may be divided into two
main categories: geometrical and chromatic. Abiematblur and deform the ideal
focused spot so degrading the overall system rgsnlu

Geometrical aberrations are generated by impedestof the optical system: e.g.
the field shape is not exactly hyperbolic; the yohkee not perfectly aligned with the
beam; the power supply exhibits ripples that afteet uniformity of fields in time,
and so on. An improved engineering and/or more istipated optical design can
greatly reduce the effects of this kind of abeomti Instead, differently from
geometrical aberrations, chromatic aberration isyamsic behavior of any lens, and
cannot be corrected by improving lens manufacturirige only way to significantly
reduce chromatic aberration is to implement a nrleits design where the net
chromatic aberration is removed by mutual canaelatbetween lenses. While such
an approach is common in conventional optical systa present ion beam optics
technology cannot provide an equivalent solutioané€, the only practical way to
keep chromatic aberration under control is to hameextremely monochromatic
beam: the particle beam energy spread must be ak ampossible and the mean
beam energy value must remains constant over #®édigh-energy accelerators of
heavy ions with monochromatic beams are hard taiopthis is by far the most

important intrinsic limitation in using a microbeato perform Radiation Effects
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Microscopy. The production of the microbeam witkpmt size as small as 1um by
quadrupole lenses requires the energy spread dfedm@AE/E < 0.02%. Even in the
case of an ideally monochromatic beam, strong ntaglemses are required to bend
heavy and energetic ions necessary for SEE testing.

At present, the best results in focusing down toram size heavy energetic ions
were obtained by the microbeam at the SNAKE tand®BIE < 0.01%) that uses
superconducting focusing quadrupoles. They havested 100 Me\*°0O down to a
spot diameter of 500 nm [43] and lateral resoligias low ag\x = 600 nm and\y =
150 nm have been reported.

Recent important progress has been made at the dd@lBtron of TIARA. The
energy spread in the cyclotron beam depends onvafaran of the acceleration
voltage and beam phase acceptance of the cyclathentypical energy spread of the
cyclotron beam is around 0.1% in the ordinary aaeglon mode using a sinusoidal
voltage waveform. Recently the energy spread wesessfully reduced to allow for
submicron beam spots by superimposing a fifth-haimweoltage waveform on the

fundamental one to generate a flat-top wavefornufoform energy gain.

3.4.3 REM limits

The main limitation of microbeam is the difficulty work with energetic heavy
ions necessary for SEE sensitivity measurementddiition, as new circuits grow in
complexity, the direct irradiation of the front fagse of a device becomes more
difficult to do because of the presence of strieguand several micron thick layers
of metallization for surface electrical contactsg(fFe 3.14 a) that can affect the
beam before it reaches the sensible nodes of thaitci

In the case of ASICs or R&D test structures, igenerally possible to obtain
tailor-made samples especially conceived for REMestigations. But for the
growing majority of standard production devices (&) a similar procedure is
clearly not possiblé® The dense layers and superstructure will cleagigrade the
energy of the impacting heavy ion. This is an iniair problem when one considers
that not all SEE depend only on the charge induedte thin (~1um) active layer

'%1n any case the plastic case should be removed.
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of the device. For instance a SEL involves theewmblbn of charge from depths
extending for several micrometers and it is gemer@nsidered appropriate to test
for SEL using ions for which the range in silicanat least about twice the epitaxial
layer thickness. Nonetheless, space agencies (NAS2®A) require dedicated
validation measurements with greater range iomertwve all doubts about SEL rate
test. These considerations exemplify the importantedeveloping irradiation
facilities at ion accelerators at even higher eiestg

A feasible approach for SEE irradiation at higheergy ion accelerators consists
in irradiating the sample from the backside therabyiding all the surface structures
on the top side. This technique requires a baakathg procedure to reduce as much
as possible the thickness of the silicon substi@tre 3.14 b). Anyway it requires
that the ions travel through the substrate for swens of microns[E0 um, in the

example) before reaching the sensible structurgbefront surface of the device.

Figure 3.14 Hyunday 256-Mbit SDRAM, front side (a)and back-thinned sample (b)
(Courtesy of ESA)

This trend, requiring high range, hence high endrggvy ions, is difficult with
microbeams for two reasons. First, as already dtatas difficult to focus heavy
energetic ions. Second, to accelerate ions to evwgher energies requires
accelerating machines different from electrostaticelerators such as Tandems that
are the most suitable for microbeams. Microbeanesused in combination with
electrostatic accelerators because they providditildy monochromatic and stable
beam necessary for the microbeam optics to achmeseon resolutions. In table 3.1
we list the typical ion species and energies dedivie by a big electrostatic
accelerator (15 MV Tandem of the INFN Legnaro NadioLaboratory). The values
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listed well represent the practical upper limitie energies obtainable by such kind
of machines. Note that for LET values higher th@&NeVxcnf/mg (°Ti at 196
MeV) the ion range in silicon falls under 4@, a value that is considered a lower
limit to allow performing backside device irradiii

To obtain higher range heavy ions for future stdtdie-art SEE testing requires
using a different type of accelerator system, aghsing RFQ boosters at the exit of
an electrostatic accelerator, cyclotrons or evemenummplex accelerator systems.
Cyclotron accelerators and boosting systems, wdble to deliver heavy ions with
higher energies, even higher than 1 GeV, do natrernthe beam monochromaticity
and stability necessary for microbeam systems.

For SEE testing there is at present the need torergood resolutions for very
energetic (high range) ions over a very wide raofgleeavy ion species (high Z for
high LET). It is important to note that the featsiee of state-of-the-art electronics is
less than 100 nm, more than a factor three smiiiger the very best microbeams. It
unlikely that microbeam resolutions will improve amu On the other hand electronic
technology continues to evolve and feature sizesirmoe to shrink’ No foreseeable
microbeam design will ever reach comparable resoist

We conclude that present REM techniques are limiteen evaluated in terms of
present and certainly future requirements for S&dfirig with heavy ions with high
LET and large range values. This is the reasothinecessity to have an alternative
and flexible approach to Radiation Effect Microsgofnat we are going to describe

in the following chapter.

" The feature size of present technology is alreaxgparable to the lateral spread of the ions due

to multiple scattering in the metallization lay@fOum.
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4 lon Electron Emission Microscopy

4.1 An alternative approach

411 Introduction

An alternative to the traditional microbeam teclmglon Electron Emission
Microscopy, was first proposed in 1999 and devedolpe the group of B. L. Doyle
at SANDIA National Laboratory [44].

This approach discards the need for precisely ftasid scanned ion beams and
uses a broad (non-focused) beam (Figure 4.1).

position detector

Electron Optics

o
Broad ion beam
High e~ yield coating

Device Under Test

Figure 4.1 Schematic of IEEM technique: the positio of the impinging ions is revealed by
imaging the emitted secondary electrons.

Instead of relying upon the scanning system to kadwere the ion beam spot is
when a radiation effect is detected, the IEEM téeapha precisely images the position
of the secondary electrons emitted from the suréddbe target as a result of single

ion impacts. The secondary electrons are collelojed series of electrostatic lenses
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and the magnified secondary electron image ofdhget surface is projected onto a
focal plane. To reconstruct the impact points a tmpinging ions the electron
emission points of the hit surface are imaged byptog the electron emission
microscope to a fast two-dimensional position detedhat gives the spatial
coordinates of the ion impacting with micrometrgsolution. The detector time-
resolves individual ion hits in the field of view the microscope up to impact rates
of several kHz. The timing of the emissions of selay electrons at the mapped
positions on the sample surface is correlated tighion-induced signals from the
device or material sample under test to match aicpéar ion interaction to a
particular place on the sample.

It is important to keep in mind that the IEEM tejue is notperfectlyequivalent
to traditional microprobes. The possibility to awmith micrometric precision at the
target is a prerogative of microbeams and thisni®x@dremely useful feature when
one has a reason to test a very specific spot efddvice under test. An IEEM
instead furnishes only the precise coordinatesdlom ion impacts in a small area
(hundreds of square microns). A systematic scah wimicrobeam or the random
IEEM technique are used when the user does not Kagwiori” which spots of the
device are more critical.

The traditional microbeam approach is arguably pgheferred one, as one can
decide where the next ion is going to strike, buteieds by far greater development.
It is very challenging to focus to micron size alwvivariety of energetic heavy ion
beams. A competitive SEE heavy ion microbeam fgdiéir modern microelectronic
devices is invasive and requires great techniaatpdn and economic resources to
develop and implement. On the other hand an IEENMElstively simple, not too
expensive and compact; i.e. it can be easily ilestednd used by a relatively small
group of people at high energy heavy ion accelesaguch as cyclotrons and post-
accelerators that deliver ions with great range anredmore suitable to test the latest

microelectronic devices.

4.1.2 Secondary electron emission — generalities

The physical mechanism at the basis of lon ElecHonssion Microscopy is the

emission of secondary electrons from the targdsaras a consequence of an ion
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strike. The average number of secondary electrontesl for each impact depends
on the interaction of that particular ion with ttegget surface and is an important
parameter for an IEEM since it sets the efficieatthis technology [44].

According to the theory of Sternglass, the physods secondary electron

production involves three stages:

« formation of secondary electranthe energy lost by fast ions is given up
in two types of collision processes: elastic callis where low energy
(1+20 eV) secondary electrons are produced; inelastlisions that give
rise to energetic knock-on electrond iays) which, in turn, produce
secondaries that may then produce tertiaries, andns in higher order
collisions. Although the number @ rays is very small, the total energy
going into their formation approximately equalsttgaing into the direct

formation of slow secondaries at high ion velositie

* secondaries diffusiodow energy secondaries move by diffusion through
the medium. Elastic collisions involve small amoohenergy transfer to
the thermal vibrational modes of the lattice andakes on the average
only a few collisions (2+5) to reduce the energyaafecondary below the
minimum value necessary to overcome the surfaceiebapotential.
Considering that the mean free path between moiksin metal is
approximately of the order of a nanometer, escapaapndary electrons
are only those produced at shallow depths in thgetaabout 1+5 nm

below the surface;

e emissioninto vacuum by overcoming the surface barrier, Whig the
surface dipole potential, originated by the asymmmneét the electron
charge cloud of the surface atoms projecting outvimyond the positive

charges of the ion core.

According to Sternglass theory [45], the electraldyY (i.e. the average number
of secondary electrons able to escape from thasgifbr ion impact) is:
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A LET,

4.1) Y=P
cosd W

where A is the Mean Free Path (MFP) for electron scatterhis the beam’s
angle of incidence, W is the ion energy requiretbtoze an electron in the medium,
P is the probability for an electron to escapesiinéace potential barrier and LEIB
the value of the LET of the ion at the surfacelw target. The emission depth is
thought to be very shallow (1+5 nm) for metals butch larger for insulators [46]
and has a cosine angular distribution [47] (Figdr2): the maximum number of

secondary electrons is emitted along the surfacead® = (°).

Incident
ion

®  Secondary
electron

Figure 4.2  Angular distribution of secondary electons emitted by the target surface for

normal impact.

The energy distribution of the secondary electisrgeaked at a few eV, and the
shape of this distribution is independent of iore@ps and energy. The LET
parameter is here assumed to be constant (equ&lTig) due to the fact that the very
few nanometers under the surface, where secondecyrans are produced, is a
small depth compared to the range of energetid@mtiions. As a result, to a very
good approximation, one may consider the emittezbrs#ary electrons to have
originated in at a depth in which the incident i@l possess their original energy.
The amount of energy lost per unit path length Whi available for secondary
electron formation may accordingly be taken as t@righroughout this region.

Equation (4.1) can be contracted in the followiogri by grouping all medium-

dependent parameters:
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LET,

4.2 Y=A .
4-2) cosd

The A parameter represents the medium respect to iac@ttdsecondary electron
emission and ranges, for smooth metal surfacesvdise is reported to range
between 0.07 and 0.13 A /eV (in the energy rangm 180 keV to 1 MeV [48]), but
can be significantly reduced by surface structdefects that perturb the electric
field uniformity.

The most important approximation made in (4.2) wasssume the extraction
work to be independent from the ionization trackeyated by the ions: while this is
a good approximation for lighter ions (protons)nization becomes relevant for
heavy ions. As a consequence of the strong iooizaif heavy ions, the secondary
electron yield is significantly diminished and theparameter is not a constant but it
depends on the ion species and energy [46].

As no experimental data on the electron yield frgoid surfaces from energetic
heavy ions available at SIRAD was present in lite specific measurements were
performed at SIRAD using a wide selection of ion6]] We used three Au targets
(one bulk and two thin gold deposition, 70 pgfcand 200 pg/chon 2 pum thick
mylar). Measurements were also made using an alum{oxidized) target.

In figure 7.15 we show the experimental yield datathe Au target of table 7.4
as a function of the atomic number Z. The figusoahows the expected values at
SIRAD with the tandem at 14 MV and using the highm®bability charge states.
The dashed black curve shows the expected yietohef naively assumes it to be
proportional to the LET of the ion, while the redmonds, joined by the red dashed
curve, are the expected yields for the typical iand energies available at SIRAD

according to fit function:

4.3) Y=alz"? ELETO(eV/ Aj

For Au targets the best fit parameters are a =80+16.015 A/eV and b = 1.561 +
0.035 using the LET(eV/ A) values of SRIM2003. The best fit functicepresents
the average yields value, the effective secondiagtren emission by ion impact on

Au following Poisson statistics, as shown by Itolale[77] for ions with Z= 10. For

71



Chapter 4 - lon Electron Emission Microscopy

Al,O; the best fit parameter values we obtained ar@@268 + 0.041 A/eV and b =
1.51 £ 0.06.
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Figure 4.3 The mean number of secondary electrons ‘¥mitted from a gold target
expected at SIRAD as a function of the atomic numlie&Z of impinging ions. The data points
are the values obtained at SIRAD. The red diamondgpined by the red dashed curve, are
the expected values according to the fitting funatin 7.2. The black dashed curve is the

expectation assuming naively that Y be proportionato the LET.

We note that the mean energy of emitted electram$ energy spread are
important factors for electron emission microscagythey affect the final resolution.
In the same experiment we measured that secontinyans are emitted form Au
surfaces with energies up to around 5 eV.

While the above picture is a good approximation fioetals, matter is quite
different in the case of insulators where slow &tets cannot lose their energy by
elastic collisions with conduction electrons anid tiesults in an increased free mean
path. The increased path length and the inelastilisions that characterize the
transport of electrons in semiconductors/insulatoake the path of the secondaries
much more complicated than that described in cawdsic Moreover in
semiconductors and insulators the medium ionizasanthreshold process, because

the ion energy loss per interaction is higher ttiet small amount we found in
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conductors. In addition charge-accumulation effestsease the surface potential
barrier. For these reasons the emission yield éoniconductors and insulators is
greatly reduced, if not absent at all. This is okaj importance as many
semiconductors devices present protective passivayers (SiQ) on their surface,
making them potentially unsuitable for the IEEMHeitjue unless their surfaces are
first suitably treated.

Measurements performed by the Doyle group obsengedmission from the
passivated surface of a PIN diode [44]. This indisdhe need to perform some kind
of surface preparation in the case of a non-amitsample. This preparation should
provide a sufficiently high secondary electron ¢ig allow the IEEM to detect ion

impacts with reasonable efficiency.

4.2 Electronsimaging

4.2.1 Imaging electrons

The field of electron emission microscopy is apjmately 40 years old and has
been reviewed by several authors, most recentfgHiffith and Engel [49]. Emission
microscopy in general is a direct imaging technidneother words, the image is not
formed by scanning a beam or sequential compositiom by collecting all the
information from the electrons over the whole figlfiview and in real time, two
features that are shared by IEEM.

Electron emission from surface can be induced moua ways: thermally, via
excitation by photon irradiation or electron/ionnttmardment or by field emission.
Among the wide range of possibilities offered by #lectron microscopy, Photon
Electron Emission Microscopy (PEEM), which usescetins extracted from UV
photons to image the sample surface, is suitablebdoused as off-the-shelf
technology to implement lon Electron Emission Mswopy. Therefore the imaging
core of an IEEM is a commercial PEEM microscopegyFe 4.3).

A variety of contrast generating mechanisms couatebto distinguish surface
features on a submicron scale. The small energhefelectrons used to form the

image (~ 1 eV) accounts for the surface sensitiatythe PEEM: contrasting
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technigues are used to study slight variationglettron energy due to surface
features. Contrast techniques are not applicablédBBM: the secondary electrons
emitted by ion impact are more energetic electien$ eV) and less sensitive to
surface imperfections. Indeed the different purpa$elEEM is to provide a

measurement of the impact position of an ion anihiend the SE average yield is
the main consideration. In an IEEM experiment theal situation is obtained when

the yield is high and constant across the samplerfiform ion detection.

i

Figure 4.4 The disassembled PEEM column; two eleaistatic lenses are visible.

The electron optical column of the microscope isnied by several electrostatic
elements shown in Figure 4.4: the objective lehs, zo0o0m lens, two projective
lenses and finally the X Y position sensitive dete¢PSD).

The magnification ranges from 160x to 1600x (whesjgetor A is not used, the
magnification increases to 8000x) which correspdnds field of view between 250
and 25 um. The magnification is set by adjustmémthe zoom lens, focusing is
performed with the objective lens, and projectorsBadjusted so that the field of
view fills the PSD.

The sample surface itself is part of the objectams. This lens is basically an
immersion lens formed by four electrodes (a tetrets): the sample surface and a

three electrode lens (Figure 4.5).
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Figure 4.5 Schematic diagram of the five PEEM lensesystem and the diaphragms.

An accelerating field of the order of several kit per millimeter is applied
between the sample and the first element of the (&ansfer voltage). The field
strength and its uniformity are a key figure toedmstine the best lateral resolution.
Keeping the sample at ground or at least near grgatential simplifies handling
and current measurements; however, it also reqthesthe whole column is at the
transfer potential (up to 15 kV in our case) witle sample positioned at a distance
of a few (35) millimeters from the first lens element, allogim maximum field

strength of ~5 kvV/mm.

Figure 4.6 Internal view of the objective immersionens of the PEEM.

The homogeneous electric field between the sampdetlae first lens electrode
accelerates the electrons and forms a virtual inmmedew the sample surface. The
three electrode lens forms a magnified real imadena the objective lens.

The zoom and two projector lenses account for thal imagnification on the

image detector. An aperture in the source plartheprojector B limits the field of
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view. This aperture is useful to limit the arealud sample where SEs are produced
and also to protect other areas from ion inducedadg (particularly important for
testing semiconductor electronic circuits) butas needed in many cases. The zoom
lens is used to set the total magnification. Twagmg modes are accessible; a low
magnification mode and a high magnification modeghHmagnification mode
means a high field strength in the zoom lens. is itiode, the objective lens forms a
real magnified image in front of the zoom lens, ebhis further magnified onto the
aperture of the projector lens B. Low magnificatmnde means a low field strength
in the zoom lens. In this case, there is not alvadbnly a virtual intermediate image
formed. Switching between the imaging modes acsoitort a flip in the observed
image.

A further lens (decelerating lens) with a sepageer supply placed after the
last projective lens can decelerate electrons deovi-1 keV to optimize the
performances of the electron amplifier (usually mgtChannel Plate, MCP) placed

on the microscope focal plane. This lens can b&udrd if required.

4.2.2 Resolution

Like any other “optical” instruments, the PEEM naiscope presents problems of
distortion and aberration. Distortion causes aarmftion modification (geometrical
distortion), but not its complete and definitivessoor degradation: as information is
only changed, a subsequent image analysis carredsto its original appearance.
On the contrary, aberrations lower the resolvingigroof the instrument and lead to
an unrecoverable loss of spatial information.

An extracted secondary electron will enter the PEgEMimn with a starting angle
to be transported to the focal plane. The spreaghargy and emission angle of the
secondary electrons will introduce aberrations; ekectrons following non-ideal
trajectories will not be focused and the image Wllir. Spherical aberrations will not
occur along the optical axis of the system, whileytincrease when the starting
angle of the electrons diverges respect to thecalpéixis. By using a high electric
field strength at the surface most electrons véltitansferred into the PEEM column,
even those electrons emitted up to nearly 90°.H@rother hand the energy spread of

the secondary electrons leads to energy-dependmjectories (chromatic
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aberration). The easiest way to limit both sphéracad chromatic aberrations is to
put a diaphragm with an aperture that cuts elestwith improper trajectories. A

small aperture will select small starting anglesd aamall energies, but the
transmission efficiency (the fraction of secondalgctrons accepted by the PEEM)
is reduced. A good lateral resolution can only bhieved with a small contrast

aperture and a high extraction voltage.

The PEEM was designed and tested to work with rlest generated by UV
photons, that exhibit a low energy mean value (1) evdd a narrow energy
distribution (1 eV FWHM); using a PEEM to image moenergetic and less
monochromatic electrons generated by ion impadtsa¥fect the resolving power.

In order to get a quantitative estimation of theEREresolution when used as an
IEEM, the Sandia team, in collaboration with theEREmanufacturer, performed a
ray-tracing calculation of the theoretical resauti(for chromatic aberrations only)

and transmission efficiency versus aperture sid¢ [4
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Figure 4.7  Efficiency and resolution as a functiorof the diameter of the aperture of the
contrast diaphragm of the PEEM for both photon indwced secondary electrons and high
energy ion induced secondary electrons, assumingeetron mean energies of 1leV and 5eV

respectively.

For these calculations the energy distributionemfomdary electrons at the sample

was assumed to be peaked at 5 eV with a 5 eV FWHMta be emitted with a
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cosine angular distribution. With these assumptithres intrinsic resolution of the
IEEM is 0500 linear resolved points (Irp); i.e. it is pdmsito distinguish 500
equally spaced points lined up along the diameité¢hefield of view (FOV). Using
the largest 300um aperture, to maximize electr@msimission and hence ion
detection, the IEEM resolution iD.6 um and the transmission efficiency i80%
(Figure 4.6). With the 300 um aperture the PEEMIO8% efficient with a resolution
of [J0.2 um (the intrinsic resolution of the PEEMLI$500 Irp). For the IEEM to
achieve a 0.2 um resolution would requirell®0 pum aperture but the transmission

efficiency would be only12+3%.

42.3 Electron detector

For each ion impact, a number of electrons aretechiiut only a fraction of them
Is transmitted by the microscope column. An electtroultiplier is placed on the
focal plane of the microscope to make a robustteic signal. This detector must
not degrade the intrinsic spatial resolution of RE&d must have a refresh rate fast
enough to sustain a useful rate of ion impacteénnicroscope field of view.

The commonly chosen detector for this kind of aggilon is a multi stack
Microchannel plate (MCP). A microchannel plate msaray of miniature electron
multipliers oriented parallel to one another. Tygbichannel diameters are in the
range of 5-100 um and have length to diameter gafiy) between 40 and 100.
Channels are typically normal to, or biased at alsangle (18°) to the MCP input
surface. The channel matrix is usually fabricatednfa lead glass, treated in such a
way as to optimize the secondary emission chaiatiter of each channel and to
render the channel walls semiconducting so asltevatharge replenishment from
an external voltage source (Figure 4.7). Eachaoulwnnel is a continuous-dynode
electron multiplier, in which the multiplicationkes place under the presence of a
strong electric field. A particle or photon thattens one of the channels through a
small orifice is guaranteed to hit the wall of &feannel due to the angle of impact.
The impact starts a cascade of electrons that gadgs through the channel, which
amplifies the original signal by several ordersvafgnitude (1610") depending on
the electric field strength and the geometry of thiero-channel plate. After the

cascade, the microchannel takes time to recovere(@rarge) before it can detect

78



Chapter 4 - lon Electron Emission Microscopy

another signal. MCPs show excellent time resolut{gn100ps) and a spatial

resolution limited only by the channel dimensionsl gpacing. Detection efficiency

of a microchannel plate depends upon the type ggreard angle of incidence of the

primary radiation and the first strike conversidntlee microchannel plate. Under

common operating conditions, the detection efficiers limited by the open area

ratio (channel area/ total plat area), since evstiiking the inter-channel area are
not typically collected. The open area ratio fanstard MCPs ranges between 55-
85%.

Figure 4.8 A channel electron multiplier.

The typical working voltage i§1kV, corresponding to a gain of about*10
Higher gains (up to ) can be achieved by coupling two or more into kstadn
imaging applications it is usual to express thetigpdlateral) resolution of an
instrument in line pairs per millimeters (Ip/mmrFa single high resolution MCP
the limiting resolution is 40 Ip/mm; for a two ska¢chevron) it is better than 25
Ip/mm; for a three stack (Z-Stack) high gain asdgnitbdrops to 16 Ip/mm. Still
higher gain solutions (5 plates stack) further dtilog resolution performance. MCP
sizes (the diameter of the circular active area)staindard, and the most common are
18 mm, 25 mm and 40 mm and the choice of the prepesor size depends on the
resolution requested by the specific application.

In paragraph 4.2.2 we expressed the resolving poivdre IEEM in terms of Irp
(the maximum number of distinguishable points lingdalong the diameter of the
field of view). When resolution is stated in Ip/mthe width of the line, i.e. the size
of smallest resolvable feature, is equal to 2 »ltg®n expressed in Ip/mm. As an

example we consider a large diameter three stacR BK3embly. The resolution of a
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such a detector is better than 16 line pairs (Ipj)/rRor a detector with a diameter of
40 mm, this corresponds to a resolution better {Ban16 Ip/mm) x 40 mm = 1280

Irp across the diameter. Such a detector will mgirdde the IEEM intrinsic resolving
power (B0O0 Irp). It must be noticed that this is also tfmiea smaller MCP diameter

of 25 mm which will have a resolution better th@08rp'®,

For IEEM applications, an MCP is used in high g@aturation) mode, i.e. the
output signal strength is only weakly dependent tbe number of incoming
electrons. This feature is useful to discriminaal revents against dark counts from
thermally generated electrons (typically of theasrdf 0.5 cts/s-cfhand increasing
with the gain factor). In fact, electrons thermadignerated inside the chevron MCP
have an output signal significantly weaker tharl ex@nts. Of course, for electrons
thermally generated near the input of the firstistéhe discrimination will be nearly
impossible, as their output signal will be compéeabith the one from a real ion
impact.

Saturation is also a desirable condition becausastires a stable output, which
does not depend too much on the statistic of sergndlectron emission, their
transport through PEEM column and the MCP ampliica factor. This stable
output makes easier the coupling with a PositiamsBiee Detector (PSD) device.

The time resolution of an MCP is related to thelawvehe evolution time, and is
of the

order of few ns for a multi-plate stack. The avalanelectronic signal, thanks to
its prompt response to events, should be hencel¢ia candidate to provide (unless
noise-pickup problems) a fast trigger signals.

18 However in UV-mode the intrinsic resolution of tREEM is three times better than when used
as an IEEM (see Figure 4.6) and the 25 mm dianM@&P assembly would be inadequate for PEEM
applications.
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4.3 lon Electron Emission Microscope at SIRAD

4.3.1 General description

The lon Electron Emission Microscope installed BRAD irradiation facility (see
section. 4.5) uses to image electrons the same eocrahPEEM from Staib [50] of
the SANDIA team. The contrast diaphragm has 200gfmiameter, which set the
transmission efficiency to 70% and the achievabsolution in PEEM operations to
0.4 nm.

The ion beam passes down through the MCP and dlmngnicroscope lenses
(axial configuration) and strikes the sample orthhagly (Figure 4.8). The position
detector of the SIRAD IEEM doesn't directly detéloe electron avalanches at the
output of the MCP output, but it detects flashedigiit from a phosphor screen
coupled directly to the output of the MCP. The amahe electrons from the MCP,
initiated by the secondary electrons from a single impact, excite a phosphor
screen that emits a burst of photons [51]. Thesergiflected by a 45° mirror and
extracted from the vacuum chamber through a guairidow and focused onto an
external image intensifier. The regenerated liggha is finally focused onto a
custom-made, digital, high rate and high resoluposition sensitive detector which
detects the photons and returns the x and y caatelof the original ion impact. This
sensing solution has been nicknamed STRIDE, whiahds for Space & Time
Resolving Imaging DEvice. The device is connectethe control PC via an USB
connection and has no need of any further extéraaware.

A remote controlled sample holder, with three degref freedom (three linear
motorized stages (2.5 mm travel range) allows tgsgsitioning with a resolution of
0.01 um with a repositioning error better than @rh [52] and is suited for high
vacuum (down to 4107 mbar).

The same computer controls the proprietary datalisitign system, the DC
motor stage, the dosimetry software and the vaclagger, without the need of

other external electronic module.
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Figure 4.9 Schematic drawing of SIRAD IEEM setup.

4.3.2 The irradiation chamber

The irradiation chamber has a box-liked shape anti@e side opens like a large
drawer allowing easy access to the target, to the3sample holder and to ancillary
electronics (if any). The entire sample holder amdry item inside the chamber are
mounted on the sliding floor of the drawer. Thugopening the chamber everything
inside slides out completely from the chamber pimg tabletop-like working
conditions (Figure 4.9).

The relatively small volume of the chamber (310 x 50 cm of dimensions)
allows reaching the operational vacuum levél1( x 10° mbar) in a reasonable
amount of time. The chamber provides enough spmabest ancillary electronics that
might have to be kept ad close as possible toattgeet DUT.
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Figure 4.10 View of a target mounted on the samplbolder with linear DC motor stages

inside the extracted drawer of SIRAD |IEEM irradiati on chamber.

Two DN160CF flanges with D-style multi-pin connest¢one with 8< 15 sub-D
type feedthrough and onex250 sub-D type feedthrough) allows a wide possybil
of connections between the vacuum chamber and =atgynal setup (DC motor
controllers, beam diagnostic, sample DAQ, etc.rdse of need, it is possible to add
flanges with special connections without changingtlaing in the setup by means of
the user serviceable flanges (Figure 4.10).

Two flanges are oriented 75° respect to the PEENI@xd aim at the target plane.
One of these hosts a quartz viewport for a UV larBpfore the experiment,
preliminary calibrations and tests are in fact perfed using UV photons, to help
alignment and fine focusing of the PEEM.

Two orthogonal pairs of Helmholtz coils outside tl&EM vacuum chamber,
centered at the position of the DUT, are used topsnsate stray magnetic fields
that affect the collection of the secondary eletrand hence the formation of the
IEEM image.

At present, the chamber is rigidly mounted on &distand but isolated from the
rest of the beam line. The turbo pump is mechalyiaccoupled by means of a

vibration dumper.
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Figure 4.11 View of axial SIRAD IEEM chamber and stip in the experimental hall.

4.3.3 Fixed membrane configuration

As already stated, the surface of a typical eleatraevice is usually passivated
and is an unreliable secondary electron emitteaddition, devices to be irradiated
might have complex surface features, which couldroduce unacceptable
perturbations on the electric field of the IEEM ds® collect the secondary
electrons. To both ensure copious secondary eteetmussion and strive for perfect
electron collection, we use a Silicon Nitrides(&) ultra-thin membrane with a thin
deposition of gold [53]. At first, the membrane dow we used [54] [55] was 5 mm
wide, 100 nm thick with a 40 nm gold layer depasitiFigure 4.11). lons lose a
negligible amount of energy in traversing it, sooiding any significant energy
degradation. The window presented a flat side, /kiee membrane is flush with the
support frame (525 pum thick, 10 mm wide), and apdeencave side. These
membranes are very delicate and cannot be placedlgiin contact with the DUT.
As a consequence, the lateral resolution of theME& degraded. For this reason,
given its shape, we chose to deposit gold on thefiab side of the membrane to

minimize the lever-arm to the DUT.
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Figure 4.12 Silson golden §N, membrane 100 nm thick in a 1810 mm frame.

The use of this configuration was problematic ®vesal important reasons. First,
these membranes were very wide and they bulgedisagtly in the electric field of
the IEEM. As a consequence, the trajectories oktbetrons were perturbed and the
final image distorted. In addition, the concave pghaf the support-frame of the
membrane facing the IEEM distorted the electriagldfthat collects the secondary
electrons IEEM (Figure 4.12 a).

t beam
A A A )

Gold layer
ik
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—

frame
thickness
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Figure 4.13 Membrane with the concave side towardbe IEEM head; (b) membrane with
the flat side towards the IEEM head.

The collection of the secondary electrons wouldobdect for a flat membrane.

To reduce membrane distortions in the electridfisfl the IEEM we now use a new

500x500 pm? ultra-thin (100 nm) membrane window of3l8i with a 30 nm

deposition of gold on a 20Am thick Si window frame, mounted on a holder

independent of the DUT position. To ensure thearmity of the electric field of the

microscope, used to collect the secondary electibiesthick window frame is how
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oriented towards the DUT so that the flat sidexigosed to the IEEM (Figure 4.12
b).

Besides providing a reliable secondary electronseioin, the membrane has also
the great advantage of screening the DUT from tleetrec field and avoids
destructive discharges The already cited drawbsitke unavoidable degradation of
the lateral resolution of the IEEM. For a given gpecies and energy, the resolution
depends linearly on the distance of the DUT frora thembrane because of the
angular deflection from multiple scattering progetiover said distance. The closest
distance achievable with the current designl 80 um, mostly due to the thickness

of the Si window frame.

Shifting carrier
40 nm Au deposition @\

100 pm Membrane

Figure 4.14 Actual configuration of the SiN, membrane: independent of the position of the
DUT (image not to scale). The carrier can shift aing the Y axis allowing the microscope to

image the pattern

The surface of the membrane is uniform and to fabessEEM we now image a
pattern on the frame surface near the membranepdtiern is made of gm wide
gold strips, deposited on thes;Sj surface, that cross to form a set of 16x16 squares
(25%25pm?). A frame holder can mount up to 3 window frameestep motor is used
to shift, with micrometric precision, the chosemdaow along the X-axis in front of
the IEEM, to first focus the IEEM by imaging thettean near a window, then to
position the membrane. A quick way to focus theNEB to use UV lamp to extract
photo-electrons. It is important to note that ttas be done thanks to the presence of

the membrane that effectively screens the DUT ftbm UV photons which can
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otherwise charge-up and destroy it. In additionimunting the membrane in a fixed
position in front of the IEEM the magnification af@tus can be set once and for all,
independently of the DUT, reducing the time neefdedhe irradiation arrangement
(Figure 4.13).

4.4 Photons production and detection

441 Introduction

We obtain the positions of the ion impacts by imadight spots on the phosphor
screen directly coupled to the MCP.

The output electrons of the MCP are accelerateosac small gag{1mm) and
locally excite a phosphor screen; each output elechvalanches is converted to a
blue light spot. An optical assembly, consistingaot5° mirror (with a central hole)
and a system of lenses, collects the photons flemluminous spots and extracts
them outside the irradiation chamber where theydatected by a photon position-
sensitive detector. This is a simple and relativebxpensive solution, but the main
drawback is that only a small fraction of the pmstaare collected (low optical
efficiency). To regenerate the light signal, foseaf detection, we use an external
image intensifier, which amplifies the light sigra}l a factor 10 The light signal
strength is now suitable to be revealed by thd fiogition detector.

For position sensing applications the choice okeemis very wide, but only few
solutions have been investigated. The natural ggbreeems to be CCD or CMOS
arrays as they offer up to mega-pixel level resohg (our minimal requirement of
500 points on the image diameter is not an issad!qtand the ability to work with
very low light levels. The main drawback of thesegs is the need to readout the
entire array to determine if and where the lighttsarrived and hence the difficulty
of sustaining data throughputs useful for SEE apfibns. A completely new digital
position sensitive detector system was hence dpedl§56] [57], that provides the
required high-rate and high-resolution performandée system reduces the number
of pixels to read and makes the digital approaeisibéde. It will be described in the

following paragraph.
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4.4.2 Photons production, amplification and detection

A double stack MCP (40 mm large) with a centraleh@ mm diameter) has been
chosen as the main electron detector. Working turgaon mode, this device
ensures an amplification factor up te10’ e/e, with a dark count rate dfl 0.5
counts /s-cfi corresponding to less than 7 counts/sec on ttieemea.

The 40 mm diameter phosphor screen, coupled td\G®, converts the out-
coming electron clouds into luminous spots. Amorg tavailable types of
phosphors, the P47 {8i0s:Ce,Th) has been chosen, because its peak emissan
400 nm, it has a fast decay time (from 90% to 18%@rter than 100 ns with a tail
decay time (from 10% to 1%) of 2i&. The light signal is short enough to allow in
the field of view of the IEEM ion impact rates walbove those necessary for SEE
applications.

The MCP focal plane detector we use ensures autesolbetter than 25 Ip/mm,
equivalent to more than 200 over the 40 mm diameter. This is not degraded by
the phosphor layer which, thanks to its micro-aystructure, can give resolutions
better than 100 Ip/mnA variable potential gap (0+2 kV) between the secptate
of the MCP and the phosphor screen accelerateseléwtrons to increase the
phosphor conversion efficiency. The correspondimgversion vyield for 2keV
electrons is ~5@/e" This value refers to a single electron impingingtba screen, but
when a cloud of particles (up to 107 in a doubdelstMCP) reaches the phosphor, saturation
phenomena may occur.edicated measurements were performed to get acainc
value of this paramete(), as no specific data are present in literatui@. [baking
into account the area of the phosphor interestethéyelectron current{200 pum
diameter) and the duration of the current itsek42ns FWHM), the order of
magnitude of the maximum outgoing number of photéarsa single incoming

electron can be expressed as:

100y
2

HUmns

(4.4) Vyield = Vear [reallime = (ﬂElOOZ),umz Bns=10"y

The light signal must be carried out of the vacwiramber and focused onto the
PSD system. A low-distortion system of lenses heenldesign to perform this task.

Taking into account the transmission efficiencytiog system (1%), the reflectance
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efficiency (95%) and the hole geometrical factom{é diameter) of the 45° mirror
to bend the photons, the final global optical traission efficiency is reduced {0
1%, corresponding to ¥ Given this very low value, the corresponding etee
signal for 400 nm photons in a solid state deteister 10fC, which is one order of
magnitude smaller than ENC of a typical pixel deiecWe solved this problem by
adding an image intensifier, a device that amgdifiee light signal to be detected by
the final sensor.

An image intensifier is aplug-and-play device that is composed by a
photocathode, an internal MCP and a phosphor scaflatems being enclosed in an
air-tight case. The image intensifier we use h&sstack MCP and a P47 phosphor
screen [58]. However it has a 25 mm diameter aedetbre the resolving power is
25 Ip/mm x 25 mm = 625 Ip = 1250 Irp. It meets tmee and spatial resolution
requirements for the whole system. Consideringninaber of photons arriving on
the photocathode (1), the photocathode efficiency at 400nm (30%), rtteximum
gain (16 e/e), the acceptance factor (55%) , the phosphor \&ld/e for the P4J

and saturation effects, the expected number otomting photons is:

(4.5) y, =10°%.

This is to be considered the maximum photon yibkt it is possible to obtain
from a single electron impinging on the MCP plaagthe focal plane of the PEEM.

To couple the image intensifier output with theafiposition sensor, additional
optics is needed. The efficiency of this opticsoisthe order of few percent.
Considering the maximum photon yield (4.4), thesenefficiency [ 2%) and the

detector sensitivity (15%), the light level on #ikcon sensor can be estimated to be

(4.6) 10°y 497x107 pJ [002[015=15pC.

The last step to get a working system is to proadast, efficient, high-resolution
and low-noise position sensitive detector. As @odited in paragraph 4.4.1, a
tailored 2-D detector (STRIDE), has been develapethatch IEEM requirements.
In the present paragraph, | will give a brief revief the STRIDE; for a deeper and
detailed description, | refer the reader to PhBighevork of P. Giubilato [57].
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The approach we adopted projects the light spat tmmd orthogonal linear arrays
(as sketched in Figure 4.13). The number of pikelse readout is N (the two linear
arrays are read out in parallel) rather than tddd a square array, while the spatial
resolution remains unaffected. A position of thakpa one linear array will indicate

the coordinate, along the direction of the lineaaw of the light spot.

Beamsplitter

ENEENEERE I EEEEEER
Linear sensor array |

ENEEEEEEEEEEEED N
| Linear sensor array |

VA

Y

Figure 4.15 Schematic drawing of the IEEM bilinearsensor.

The two projections of the light signal are obtdiney an optical system
consisting in a beamsplitter, that splits the owgilight spot into two copies, and
cylindrical lenses, placed along the two orthogamatical paths, that squeeze each
light spot into a blade shape (Figure 4.13 and rieéigul4). The two orthogonal light
blades are then detected by an NMOS linear ar@ly ¢hosen for its ease of use and
pixel shape (2.5mmx 50um). The pixels are very wide and this maximiges
collection of the photons in the light blade, imjamt when working in these low-
light level conditions. The main drawback of thesbn sensor is its very low speed
readout rate (2 MHz). In the present prototype, dbeice is overclocked to 3.125
MHz, resulting in a frame rate of 3.128¥/256 (112.2kframe/s.

Proprietary electronics has been developed to dotte and read the two linear
sensors. Two fast (40MHz) 12 bits ADCs (one pes)gbnvert the analog signal
read from the sensor into digital format. Digitizégta incoming from the ADCs are
processed in parallel by an FPGA-based systemgtbadth proprietary firmware.
The position of the light spot is detected andefitt When an event has been
identified, a packet of 8 bytes is sent to the m@rPC via a USB connection. The

event reconstruction (i.e. the peaks matchinginislemented at software level. The
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analysis package also allows one to deal with plel&events per frame by watching
the height of the registered peaks and matchingspelequal eight.

Bench measurements for estimating the spatial pedoce shows that,
everywhere in the useful area of the sensor, teelugon is better than 65p
(better than 1000 Irp over 70% of the useful areafy a distortion (a systematic
error that can be corrected) under 1%.

SO TN x4
(b) photomultiplier tube

(c) image intensifier

(d) 2nd beam splitter cube
S ~ =

(f) NMOS sensors

Figure 4.16 The bilinear detector system. The opt&d signal is reflected upwards by a

mirror and out a viewport into a first beam splitter (a). Part of the signal is detected by a
PMT (b), the rest is reflected horizontally, regeneated by an image intensifier(c) and sent to

a 2nd beam splitter (d). Each copy of the image isqueezed (e) and detected by a linear
NMOS array (f).

4.5 PEEM imaging capability

45.1 The calibration target

With the experimental setup previously describe@d tued to quantify the
performances of our microscope when working in PEEMde. In the present
section | will report on a resolution measuremeetfgrmed on our IEEM when
exposed to UV photon irradiation.

To measure the performances of our present settgrnms of spatial resolution,
we imaged a tailored target (Figure 4.15) used Rbioton Electron Emission
Microscope calibration [60]. This target consistsadilicon substrate (10 mem 10

mm), with a gold pattern deposited. The patternsisis of metalized strips 10um
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wide, separated by unmetalized regions, with widtisseasing across the pattern in
steps of 0.2 pym from a minimum of 0.2 pm to a maximof 5 um. The

metallization layer is 35 nm Au film over 5nm Tirasion promoting film.

=1000kV gnal A= InLens Date 10 Jun 2008
User Name = SERVICE Time :21:38:46

Figure 4.17 High Resolution pattern from Applied Nanotools.

We illuminated directly the target with UV photonfer which the expected
resolution is 200 nm [44]. The image reconstrudigdhe IEEM is shown in Figure
4.17.

Figure 4.18 UV-induced image of the calibration paern, reconstructed by the IEEM

system.

To get from this qualitative picture a quantitatiestimate of the PEEM spatial
resolution, we used the Edge Spread Function (B&hgh describes how a system
responds to a sharp straight discontinuity (i. @.ah edge). The analysis was
performed using data inside different rectanguéayians like the black rectangular

region shown in Figure 4.18-a. To this end, we tbhistograms with the Y-
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coordinates of the data inside said regions amdiesiithe shape of the edge; the way
the data falls from a high values in bright, emgtregions (Au strips), to low values
from non-emitting Si-regions. The edge projecticesviitted with the Error Function

(erf), a special function of sigmoid shape, defined as:

(

P-y
pl -X Ps

3

2
4.7) P, + pzerf( J =Pt P, E—I%!e ] dy

The erf, which is twice the integral of a Gaussian distribitof meanp; and
varianceo = ps/vV2, models the shape of the measured edge: thetidevieom an
ideal (infinitely sharp) edge is characterized hgd and the position of the edge is
P

An edge in the chosen rectangular region was fittéth an erfc and theps
parameter was determined (see Figure 4.18). @halue may be taken as the
estimate of the present PEEM resolution (RE§). The resulting RESew =
1.3+£0.2 um which is significantly worse than thedtretical value [44]. The error we
guote for RESegm was evaluated by considering data from differertamegular

areas.
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Figure 4.19 (a) PEEM Image of the widest stripsfaeference target. (b) Histogram of the
the Y-coordinates of the PEEM events inside the btk rectangle shown in (a) with an erf fit

(see text).
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5 Aresolution measurement of
the IEEM using a SDRAM

5.1 Introduction

As for every imaging device, a figure of merit dfet IEEM system is the
resolution: here the ability to reveal the smallgstails in the sensitivity map of an
integrated circuit. To measure the resolution wecdha reference target, to be able to
precisely locate the impact position of every singbn independently by that
measured by the IEEM. In addition we need a higlttissics measurement. In
practice we are looking for a device with a resolutnot worse than that of the
IEEM, with a sensitive area that fills the field wew of the IEEM, that is able to
withstand an intense fluence of heavy ions (severa/pinf) and that can be readout
with a speed comparable with the one of the IEELMDQO ions/s).

We identified as suitable for this purpose a menutiip, a Synchronous Dynamic
Random Access Memory (SDRAM) of the kind routinabed in computers: a 256
Mb Micron Technology high speed CMOS SDRAM, (chipdal MT48LC32M8A2
-7E B).

Other commercially available pixel devices wereettyi considered. Charge
Coupled Device arrays are not suitable, as indadiqaixels would be irreparably
damaged (stuck) by single heavy ion impacts. Flaemories are more robust, but
the information needed to reconstruct the locatbthe ion impact in the array is
reserved (typically not available), and it was rmussible to reconstruct this
information experimentally with a method similartt@at applied to the SDRAM.

When an ion impacts the SDRAM, it generates eleetnole pairs which diffuse
in the silicon substrate. The cells near the iajettory can collect enough charge to
undergo a bit upset, changing the value of therest data. However the SDRAM
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directly provides the logical address of each gl its coordinates. A remapping
operation is required to associate to a logicareskithe corresponding coordinates.
The location of the centroid cluster of flipped-bélls is then determined and it is
assumed to be the position of the ion impact.

To understand how we use the SDRAM it is neceswadescribe how it works.
We will describe the mapping and then the expertalecharacterization of the
IEEM in terms of resolution and image distortionsjng a high statistics data set

obtained in a heavy ion experiment.

5.2 The SDRAM system

The SDRAM chip is glued to an electronic boardgceleally connected to it by
means of wire bonds that provide the power supply the driving signals. The
SDRAM board is then connected to a Virtex-5 LX enxion board (Avnet). The
Virtex-5 FPGA hosts the firmware that drives theR#IM and the communication
with the control PC.

In order that the SDRAM based test system matchnieehanical constraints
imposed by the IEEM environment, a custom Test 804fB) has been
implemented. To obtain maximum readout speed ufiegadvanced input-output
features of the SDRAM (burst mode, self refresb,)ethe TB is based on Virtex 5, a
high performance Field Programmable Gate Array (KP@ee fig. 8.2). The
communication between the TB and the Test Contfli$ obtained by a USB
connection.

The time information is provided to the SDRAM systéy STRIDE through a
flat cable connection. The synchronization of the systems is done the following
way: the SDRAM system is first initialized and poto an acquisition state (ready);
the STRIDE system, when started, sends a digitalasievery 106 us, the time
needed to complete the readout of the NMOS arragas. Actually the time
resolution of the STRIDE system is given by the RIBz clock that controls the
read-out: the pixel is readout at every rising edgethe control clock and
immediately refreshed. The readout of the NMOS @erexquires 265 control clock
signals (one for each of the 256 pixels, plus xklsignals to reinitialize the

sequence), that corresponds to 106 pus. This titeeval is the time resolution of the
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SDRAM system. This signal feeds a FrameNumber @yuhiat counts the number
of frames that have been read from the beginnirtge@STRIDE acquisition.
The system core mapped in the FPGA is able to:

* address each cell;
» perform read and write operations;

* refresh the cells (normally every 64 ms) .

Figure 5.1  Avnet demo board, hosting a Virtex 5 FP&. The LCD display and the rubber

keys where removed to avoid out-gasing in the vacauchamber.

Beside these basic operations, the FPGA-basednsységforms complex test
procedures as:

« writes an internally generated pattern on blocksadjacent cells (the
boundaries of this block is user defined throughdbntrol PC);

* reads the previously written block of cells;
e detects the presence of upsets;

» saves the logical address of the upset cell anded@dout time and sends

this information to the control PC.
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In an ion beam experiment, the preliminary stefpiglentify the small region of
the SDRAM that is actually exposed to the ion b€260 pm diameter area defined
by the contrast diaphragm of the IEEM). This is elarsing the ion beam and by
reading out the whole SDRAM: the high density obeis immediately reveals the
position of the exposed area. We then restrictst#ach of upsets to the cells in the
row and column intervals that circumscribe thediaged area and, at this point, the
actual experiment may begin. The SDRAM system oowtiisly reads the contents
of the SDRAM cells in the selected address interladking for unexpected logic

values.

5.3 SDRAM output file

Every time the system detects an upset, the rowcahomn logical addresses of
the upset, the value of the flipped bit, and thank&Number in which the upset
occurred are save and sent to the control-PC edJ®B connection. The computer
generates an ASCII-format file in which every line the record of the upset
information mentioned above. An example of a portad this ASCII-file is shown

hereafter:

Bank Row Col Data FraneNunber

3 719 109 O 15344
3 890 98 8 15367
3 -890 98 8 15367
3 -890 99 8 15367
3 -890 99 8 15367
3 -890 99 8 15367

The size of such files can be some millions ofientr

Every entry is made up of five values:

« Bank:indicates the bank number of the upset cell. THeagd 4' banks
are never used because they covered by the wirgsbomhe only banks

we read are 1 and 3;

* Row:the raw address of the upset cell;
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e Column:the column address of the upset cell,
» Data: the logic value associated to the read address;

* FrameNumberis the number of the frame in which the upset detected
(not to be confused with the timestamp of STRIDHohs the number

of clocks from the beginning of the acquisition).

The analysis code was written in C/C++, using tiERE Root framework [62],
and a custom function library developed by P. Gaibiand D. Contarato.

To increase the speed of execution of the anatygie, ROOTntuplesare used:
structures of entries made up of numerical valteet,to access and smaller than the
original text files of data.

Since the SDRAM is read several times before bemgtied, every upset has a
chance to be read more than once. This is avdigeliscarding all the repetitions of
an entry if it reoccurs within 100 lines. This sieplgorithm would reject good data
if a given cell experiences upsets due to diffeienthits occurring within a time
interval of some milliseconds, but the ion fluxtive field of view of the IEEM in our
experiments is low enough (maximum flux ~1000 iéts/B~ 3x1F cm? s?) that the

probability that this happen is negligible.

54 Mapping the SDRAM with a laser

To use the SDRAM chip as a position detector, wednéo know the
correspondence between the address of a memorgnzelts physical location in the
chip. Unfortunately, this information is not maaleailable by the manufacturer. The
only information in our hands is that the arraycefls of the SDRAM is internally
organized in 4 banks, each one made up of 8,912 hyvt,024 column logical
addresses of 8 bits, the word length used by ounang Each bank is physically
partitioned into 4 quadrants (Figure 5.4): thet8dmng words are broken into 4 pairs
of bits: {{bo,bi}, {b2,bs}, {ba4,bs}, {bs,bs}} (Figure 5.4); every pair is stored in a
different quadrant of the same bankp,fl8} and {b,,bs} share the same physical
columns bit-lines) and so the couple {bs} and {bg,b;}; the two bits forming a
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couple are stored in adjacent cells in the same (movdline). The left and right
guadrants are identical (translational symmetry)ilevthe upper and lower ones are
inverted copies of one another (reflection symmjetry

To associate logical addresses to coordinates \peemented a system based on
an infrared laser that illuminates the chip in aaBmspot, the position of which is
controlled with a precision motorized stage (Figbr2).

The laser emits infrared radiation with a waveléngit L060 nm: at this frequency
the Silicon absorption coefficient is quite low atiee radiation crosses the whole
device. The radiation of the laser is guided ®ftlont side of the device, where the
microelectronic circuit is implanted, using thentmest available optical fiber (5 um),
without using any focusing optics. The high densippt we obtain is about 10 pm
across. The spot intensity is high enough to geéeerdocal density of electron-holes
pairs capable of inducing Upsets in a small nundfememory cells and thereby
simulate the action of an ion impact. However theetneeded to provide such a high

charge density exceeds the 64 ms recommendedhr éiings.

|
Infrared

laser

Figure 5.2  Setup for laser-based system for SDRAM apping.

Since in our system we can set any refresh timeemeth suppress the refresh
feature, we based our experiment on the Bit Reieniime (BRT). For a single

memory cell, the BRT is the time the informatiorreésained before it is lost due to
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the unavoidable charge leakdge Once the memory refresh is inhibited, the cells
gradually lose their information, each cell witls bwn BRT (according to some
distribution). The effect of the laser is to sigraintly shorten the BRT of the cells
illuminated by the beam spot.

The experiment was performed by comparing the duggutwo identical
memories: one DUT was exposed to the laser $mdtliUT); the other DUT was not
exposed old DUT). After a precise positioning of the hot chip lwiespect to the
optical fiber, the two twin memories were filledtivia common logical value: '0000
0000'. The laser irradiation was applied for someeoads, before reading the
memories and comparing their outputs. The spgttalhtiguous cells illuminated by
the laser spot were observed as Upsets with cotige@ddresses (a cluster).

The experiment was performed by comparing the dutgutwo identical
memories: one DUT was exposed to the laser $mdtliUT); the other DUT was not
exposed ¢old DUT). After a precise positioning of the hot chip hviespect to the
optical fiber, the two twin memories were filledtivia common logical value: '0000
0000'. The laser irradiation was applied for soneeoads, before reading the
memories and comparing their outputs. The spgttalhtiguous cells illuminated by
the laser spot were observed as Upsets with cotige@ddresses (a cluster).

In the areas located in the first half of each@eot the SDRAM (from row 0 to
row 255), the reconstructed map revealed the aterpresence of a pair of rows
sensitive to upsets, followed by a pair of insemsitrows. When we repeated the
measurement loading the memories with a logic patfidd11 1111', we observed the
previously flipping cells now insensitive to thediation, while the previously
insensitive cells underwent now to bit flips. Eviough we do not know the detail
of the memory technology, we suppose that chargerhge capacitors may be
discharged by the high density of free carriersegated by the ionizing radiation and
definepositive logicthe one in which a charged capacitor correspoma@s’'t’ logic-
state and a discharged capacitor corresponds @ ladic-state. We then can say

that, in these regions of the SDRAM, two conseeautiows are implemented in

1% To avoid losing any information, the SDRAM mustrieéreshed at time intervals inferior to the
BRT of the worst memory cell. The typical refreghd interval given by the manufacturer (64 ms)

ensures that no cell will lose information befdre hext refresh.
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positive logic, while the following two rows are jplemented by negative logic. The
rest of each sector does not show this effect aed can assume that it is
implemented in negative logic (one in which a ‘Ohplemented as a charged

capacitor, may undergo a flip).

5.5 The SDRAM remapping

The laser experiment revealed that SDRAM implemeatdolded bit-line
architecture, as depicted in Figure 5.3.

Figure 5.5 represents the lower-half of quadrarihd:sense amplifiers are placed
along the top; the memory array is subdivided iti2eby-16 subarrays (segments).
The surface of the SDRAM is not uniformly SEU-sémsi because the cells are
located exclusively inside the segments. Under alisinspection (optical
microscope) the segments appear as rectangles ecoviey equally spaced
metallization lines parallel to the vertical dinect of the Columns (Figure 5.6),
while the cells are not visible

7o (0) - Ground potential Column
e O (1) - Vo Sense Decoder

Amplifiers
s Precharged to % Vppg \

JWYY

1
L~
_ _ _ 4-bit Word = 1011b Column
i (i i i i (il i (i Select
i % % % Page (Row)
= = e — Select
1 L L sl 5 1
. ? _I_I% _I_I% LI |
g oW
+ & ! T ! D:coder
4-bit Word = 0100b R =
DRAM GND
Memory
cell
Figure 5.3 Folded bit-line architecture implementd our SDRAM: each sense amplifier

is connected to two parallel bit lines.

102



Chapter 5 - A resolution measurement of the | EEM using at SDRAM
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Figure 5.4 The SDRAM chip layout. Chip size is 7.4 14.3 mm. The area in the dashed

rectangle is shown in detail in the following figue.
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Figure 5.5 SDRAM layout, detail of the dashed rectagle in the previous figure. The cells
Rows and Columns are organized in 12 x 16 segmeni&he area in the dashed rectangle is

shown in detail in the following figure.
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Figure 5.6  Microphotograph of one detail of the SDRM (the field of view is 165 by 135
um): the picture shows the corners of two SDRAM segents and the 29um gap between

them.
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Most of the 12-by-16 segments have 86 lines (cpoeding to 168 cells
columns), with the exception of the segments hgytted in Figure 5.7 (segment-
columns 3, 6, 9 and 12) which are a little bit &argnd have 87 metallization lies
(corresponding to 176 cells columns). The horiaband vertical gaps between the

segments are all 28m wide.

29 um
2 2 231 um
"_.27 IJm :27 U"J - |-|_; 29 um
- 772 um -
172 um
" m m 512 Rows
29 um
172 pm m m 512 Rows
168 168 176 168 168 176 Columns

Figure 5.7  Detail of the SDRAM cells segments sized organization.

By dividing the 172 pm high segments by 256 rows, abtain a row pitch of
0.336um, which is assumed to be the same in all segmintise 168 columns wide
segments, the column pitch is 1.3, while in the 176 columns segments, it's a
little different: 1.35um.

The laser experiment revealed that the sensitiea af the SDRAM coincides
with the region below the metallization strips, lastthe cells are not visible under
the optical microscope, we have to make an assampin their position inside the
segment. The most reasonable assumption is th&divs and Columns be straight,
each equally spaced and orthogonal, with the Colainection parallel with the
metallization lines observed in the segments anth whe cells located at the
intersection points of the bit-lines and word-linelowever these working
assumptions, that might not reflect the real camsion of the SDRAM, produce

negligible effects when compared with all the othecertainties.
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5.6 SDRAM output file: data analysis

At this stage of the analysis we associate tddbeal address of every upset
its physical location (remapping). Figure 5.8 shtivwe upsets accumulated in a
sequence of 5 frames. One can observe the presérfcgroups of upsets that are
interpreted as being due to 9 heavy ion impactth{gicase 241 MeVPBr).

The next step is to implement a clustering algaritio distinguish the groups of
upsets. The SDRAM is read row by row. The algorittenords the position of a
seed: the first upset it finds. The position of text upset is compared with that of
the seed and the Pythagorean distamtis?(= A + 4y?) is calculated. If the
distance is less than a maximum distangg.the new upset it is associated to the
seed to form a cluster, otherwise the cluster efsted is closed, the centroid of the
cluster is calculated and the new upset becomesvaseed. The process is repeated

till the end of file is reached.

1450
1430 -
1410 - +*
1390 -
1370 | W+ -

1350 -

Y [microns]

1330 -
1310 - +
1290 -

1270 -

1250
900 950 1000 1050 1100
X [microns]

Figure 5.8 The 41 upsets found in a sequence ofrBmes: nine groups are visible.

The maximum distance Rxwas set to um. This value was chosen looking at
the experimental event distribution not to arbityamix separate clusters; for <

3 um, the risk becomes high to break a single evetwainclusters.
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Table 5.1 shows the result of the simple clustealggprithm of the upsets shown
in Figure 5.8. The first column gives the framenihich the upsets were found; the
second column is the progressive cluster numbendday the algorithm; the third
column is the progressive number of the upset énaidluster (the first is the seed of
the cluster); the@and %' columns report the X and Y coordinates of the tgpda

this case the algorithm correctly found all 9 greup

Sequence of data parsed in clusters

Frame | Cluster X [um] Y [um] Frame | Cluster # X [um] Y [um]
1 E: 1 105228 141467 1 102634 138275
2 105363 141467 3 Ath 2 105769 138275
1 93538 1367 63 3 1056234 138376
2 ond 2 936734 136763 4 105769 138376
3 93538 136797 4 Bih 1 934026 1335389
4 936734 136797 2 93538 133589
1 109154 130498 4 7th 1 932672 135822
2 10929 1304 98 2 934026 135822
3 3rd 3 109425 130498 1 978708 141098
4 109154 130531 4 ath 2 980062 141098
5 10929 130531 3 978708 141198
6 109154 130565 4 980062 141198
7 10829 130565 1 925002 138854
1 985478 137166 2 927256 138854
2 986832 137166 3 928 851 139854
3 985478 1372 5 gih 4 929964 139854
3 4t 4 986.832 1372 5 925902 139888
5 988.186 1372 & 927256 139888
6 98954 1372 7 92861 1395 .88
7 985478 137301 8 929964 139383
8 986832 137301

Table 5.2 Table of the sequence of clustered upsecorresponding to Figure 5.8. In the
first column the cluster number, in the second th&vent number inside a cluster, then the X

and Y coordinate of the upset.

This simple clustering algorithm fails when two aegie groups of upsets inside
the same SDRAM frame share a row (Figure 5.9);stadt upset on a row (B1)
becomes a new seed and breaks the clustering dirsheyroup into two clusters
(clusters A and C). For the same reason even ttendegyroup is broken: the upsets
in the D cluster are not grouped properly with Bhepsets. However only few events

fall in this category.
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Figure 5.10 Exemplification of how the simple clugring algorithm may fail. Upset C1 is

not grouped with cluster A while the cluster D is ot grouped with cluster B.

5.7 Using the SDRAM to study the |[EEM performance

5.7.1 Introduction

The high spatial regularity of the SDRAM makes #eful to measure the
effective lateral resolution of the IEEM and to mag distortions in the IEEM
image. This is done by comparing the positionshefibn-induced SEU-clusters in
the memory array with the map of the ion impactgtanultra-thin gold membrane
above the SDRAM as reconstructed by the IEEM.

We here report on a very high statistics experimentmeasure the IEEM
performances. The experiment was made possiblaibead the important upgrades
to the SDRAM system:

1. the time-stamp is now available

2. the readout of the SDRAM can now be limited to payt of the memory
array, in particular to only that small portion tha exposed to the ion
beam and that that is the field of view of the IEEM

Previously [54] the time-stamp was not implemenéed the SDRAM readout
was very slow, as the whole memory was readout.tkigr reason a mechanical
shutter was used to inhibit the beam during thg Ileeadout process. The SDRAM
was exposed to a few tens of ions, during a shuartter-opening, as all the SEU
clusters in the exposure were then compared wehidh impacts registered by the

IEEM during the same exposure. This proof-of-ppheiexperiment did give a first
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indication of the effective resolution of the IEE8&tup, but the number of events
was too low to study image distortions.

In this experiment the 1%300 memory cells located in the 2Qfh area exposed
to the ion beam are continuously read-out and sk&é at a frequency of 600 Hz and
the system looks for changes in the loaded logitepa In this way a temporal
coordinate can be assigned to every ion-induceeétugaster with an accuracy of
~1.7 ms, the readout period of the portion of tb&RBM exposed to the ion beam.

The ions are detected by the IEEM system as theggsathrough the Au-Bl,

membrane and the spatial and temporal coordintise ampact point are recorded;
the events collected by the SDRAM system and byER&M are put into correlation
employing the time-stamp coordinates associatedatth event. This analysis is
performed offline, by comparing the files generdbgdhe two systems. The readout
period of the IEEM system is 17 times faster tha® $DRAM one (the temporal
accuracy of the IEEM system is 106 ps). Thereforerye SDRAM centroid is
associated with all the IEEM events detected up.Toms earlier. In this experiment
the ion flux (16 cm? s*) was high to accumulate enough statistics. With flax 3—
5 IEEM events, on average, were associated withyesBRAM readout, only one
of which may correspond to the ion that createdDé&RSM cluster. Some of the
additional events were beam-related backgrouncatsgn the IEEM system, not due
to real ion impacts on the SDRARI

5.7.2 A high statistics experiment using 241 MeV Br79 ios

In this high statistics experiment we used a 24VM#&r ion beam, collecting
240,000 events (fluence of 26m?), a number that allows us to evaluate the quality
of the image generated by the IEEM in a way notiptesly possible. The distance
of the SDRAM from the Au-SN, membrane was comfortably adjusted to $09,
which we consider a large distance, almost a weasé scenario. This choice is due
to the presence of contact pads for the wire bdodated at the middle of the

SDRAM. The ion flux of this experiment was00 ions/s in the field of view.

% These background signals is now reduced by plaaiB§0 pum collimator 1 m upstream of the
MCP of the IEEM. The background suppressing calton, now a standard feature, was not available

at the time of the experiment here described.
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The SDRAM area fitted by the IEEM field of view dmbt show the alternation in
cell behaviour described in Section 8.4: all celexe regularly filled with 0 and the
presence of a 1 was interpreted as an upset icethel' he distribution of the number
of upsets in clusters produced by the 241 M&f ion beam that are correlated with
IEEM is reported in Figure 8.11(a), along with agglus data collected with a 163
MeV *°Cl ion beam for comparison (Figure 8.11(b)). In g MeV "°Br data one
can see the presence of two populations, one wwtmhultiplicity and a second one,
centred around 8 flipped cells, which is abserth&163 Me\*°Cl data.

The electron—hole pairs an ion generates in the ADRAiffuse in the silicon and
cells near the ion trajectory can collect enougérgh to undergo an upset, changing
the value of their stored data, as exemplified bjyo€ne ions. The behaviour of the
SDRAM with a highly ionizing Bromine ion is more roplex because the stronger
perturbation may propagate along the metallizalioes and affect cells at greater
distances.

The two populations were analyzed together, asathg clusters develop along a
row and we will be interested in how precisely weadte the impact in the column
direction. The positions of the flipped cells aeeanstructed and the clusters and the
coordinates of its centroids, assumed to be thatiposof the ion impacts, are
determined using the algorithm described in 8.5.

: 300i
250§
150§
100f
50:
0 T I I A I IO A
2 4 6 8 10 12 14 16 18 0 2 4 6 8 10 12 14 16 18
241 MeV Br - Upsets per cluster (corr.) (a) 163 MeV CI - Upsets per cluster {corr.) (b)

Figure 5.11 In figure (a), the distribution of the number of upsets in clusters that are
correlated with IEEM events in our 241 Mev'°Br ion beam experiment. For comparison, in

figure (b), the same distribution for an experimentperformed using 163 MeV*°Cl ion beam.
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Figure 5.12 shows the coordinates of the SEU foumdhe SDRAM in this
experiment. Most of the SEU are located inside2b@ um diameter disc given by
the contrast diaphragm of the IEEM. The empty ardsggion inside the disc is due
to the absence of memory cells outside the arrgsneats; in this region run the data
connection lines of the SDRAM. The points outsidd &r from the disc are due to

occasional corruptions of addresses.
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Figure 5.12 The SEU locations as reconstructed byié¢ mapping. The locations outside the

disc-like region (the exposed area) are due to tlearruption of the address of upset cells.

The clustering algorithm is now employed to caltuldne centroid of the SEU-
clusters (Figure 5.13). The centroid is assumdiktthe position of the ion impact on
the SDRAM.

For the following discussion, it is important toegein mind that the centroid is
determined with a better uncertainty in the Y-di@tc as the distance of the rows of
the memory cells (Y-direction) is 04m, while the distance of the columns (X-

direction) is 0.6um. However the cells of the array are organizeplains of bits that
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occupy the same row and two adjacent columns. Wireedetect a SEU of only one
cell of a pair, we cannot establish with certaitfity column of the flipped cell, so we
decided to map the X-coordinate of a bit flip & tenter of the cell-p&fr. With this

choice the granularity of the X-coordinate is . For this reason the resolution

studies and results we report will always refethi Y-coordinate.

100

-100

-100 -50 0 50 100
X [um]

Figure 5.14 The centroids calculated by the clustarg algorithm. The centroid is taken to
be the ion impact point as detected by the SDRAM. Hese points will be then compared to
the ion impact points on the gold membrane ad recatructed by STRIDE.

Figure 5.15 shows the ion impact points on theatiltin gold membrane as
reconstructed by the IEEM. Most of the points aistriduted in a roughly annular
region: the central region corresponds to the lodléhe annular MCP secondary
electron detector. The otherwise scattered poimsluding the ones inside the
central region) are due to occasional errors irrd@hing one or both the impact

coordinates.

2L This ambiguity could not be resolved with the tasemapping technique because the laser spot

was too big (110 pm).
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100 |

-100

Figure 5.15 The ion impact points on the ultra-thingold membrane as reconstructed by the
IEEM. Most of the points are distributed in a roughly annular region: the central region

corresponds to the hole of the annular MCP secondgrelectron detector. The scattered
points (including the ones inside the central regi) are due to occasional errors in

determining the impact coordinates.

The present STRIDE algorithm makes errors when:

1. STRIDE matches the X-coordinate of one event with Y-coordinate of
the preceding or the following event. This may acethen the ion
detection rate is high, as in this high statiséieperiment.

2. when two ion impact events are recorded in the slaamee. In this case
the X and Y ambiguity may only be resolved if tmeotsignals have a
different amplitude. These errors occur easily mthe ion impact is near
the edge of the field of view since the amplitudi¢he near-edge signal is
suppressed by the optical system (aberrations);

3. areal signal on one coordinate is matched withisensignal.
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5.7.3 |IEEM-SDRAM Data Correlation

We now present the results of the data analysis rtfaches the ion impacts
detected by the IEEM and by the SDRAM.

The SDRAM centroids and the IEEM detected impacgspait into correlation by
employing the time coordinate associated to ea@mtevio readout the irradiated
area of the SDRAM typically takes about 17 FrameNers, which corresponds to a
1.7 ms readout time. The time correlation betweBR&M and STRIDE events is
performed in this time interval in the following wathe time coordinate of a
SDRAM cluster is the FrameNumber in which it wadede&d; all the STRIDE
events that that occurred in the 1.7 ms time imtlepvior to that FrameNumber are
associated to the cluster. Figure 5.16 shows a/DBentroid (red circle) and four
STRIDE events (blue dots) that preceded it withihrhs.

The time information is therefore not sufficient tmambiguously associate a
SDRAM event with a STRIDE one. The ambiguity canrbeolved by requiring
spatial proximity. In Figure 5.16 the IEEM sigrthkt lies within the 4uim radius
circle centred around the SDRAM fired cell is likéb be due to the ion that caused
the upset in the SDRAM.

However a circular proximity cut is meaninglessrteasure the spatial resolution
of the IEEM. Instead a Transverse Cut is appliethanfollowing by requiring the
difference of the X-coordinates (the less precisesd of the STRIDE event and of
the SDRAM centroid to be less than 1.

Figure 5.17 shows a set of nine SDRAM centroida 50x50um? region and the
STRIDE events that are correlated temporally armepied by the Transverse Cut: 6
out of 9 centroids have a STRIDE event nearby.
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Figure 5.16 The red circle is centred at the posith of the centroid of one SDRAM cluster.

The blue dots are IEEM events that are temporally ssociated to it. The radius of the red

circle is 4pm.
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Figure 5.17 The red circles of radius 4um are centred at the positions of the centroid of

SDRAM clusters and the IEEM events (blue dots) thaare temporally associated to them. In

addition the Transverse cut (see text) is appliedtimpose a proximity requirement.
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Figure 5.18 IEEM events time-correlated with a SDRM centroid after the Transverse Cut
(see text). For the events in this figure, SDRAM c#roids are required to lie inside
horizontal stripes 8um wide separated by §am wide gaps. The wide vertical and horizontal
gaps represent the non sensitive regions that divedthe SDRAM into segments. The central
circular area corresponds to the hole in the annulaMCP. The region inside the white

rectangle was used for the peak-correlation analysidiscussed in the text.

Figure 5.18 is an illustration of the capability ®fEM to image the sensitive
areas of the SDRAM. The figure is a 2D histogramabbffIEEM events that are
correlated temporally and spatially (Transverse)Guith SDRAM centroids.

SDRAM centroids were selected inside horizontapesr 8um wide separated by 8

pum wide gaps for display purposes.
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Figure 5.19 The experimental correlation peak disibution for the events lying in regions |

and Il shown Figure 5.18.

We measured the resolution of the IEEM with toerelation-peakechnique [54]
which consists in filling a histogram of the Y-cdorate difference of every
SDRAM centroid with all the IEEM events accepted tbyie correlation and the
Transverse Cut. Only the events within theud®by-70um fiducial region of Figure
5.18 were considered in the analysis.

The histogram, shown in Figure 5.19, presents ss§an shaped correlation peak
(o = 2.8% 0.1 um, corresponding to FWHM = 6.6 0.2 um) above a quadratic

combinatorial background. The error we report is #ipread of the values of the
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sigmas we obtained performing the analysis in 4akopgions obtained by dividing
the white rectangle into 4 equal parts.

The correlation-peak signal above background istteesuccessful matching of
STRIDE events with SDRAM centroid and the widthtioé peak is taken to be the
measure of the spatial resolution of the IEEM.

In spite of the high statistics this experiment lo®t improve the preliminary
resolution measurement reported in the previouskwbd]. This unsatisfactory
outcome, in spite of the improvement in the expental apparatus and the high
collected statistics, deserves to be carefullyistidsome results of this study will be
reported in the following chapter. We only recadtda some experimental differences
between this and the previous experiment and weeragglicit an assumption.

1. the distance of the SDRAM from the gold membraraMi800 pum) was
previously 30Qum only;

2. two different SDRAMSs were used in the two experitsen

3. the two SDRAMSs were not irradiated in the same #igearea but these

were arbitrarily chosen;

5.7.4 Efficiency of the IEEM system in reconstructing ion
impacts

Not all of the SDRAM centroids can be detectedlmy EEM. The main sources

of inefficiencies of the IEEM are:

the field of view of STRIDE (diameter 180m) is smaller than the

irradiated area (diameter 20f);
e the annular MCP is geometrically inefficient (caehtnole; blind spots);
» the biasing wire of the diaphragm of the annularRViasts a shadow;

« the inefficient detection of secondary electrore (MCP was not at full
voltagé?);

22 The annular MCP is showing signs of age. To slgimgand avoid the formation of new blind
spots we set the working voltage at 4.8 kV instefathe nominal 5.0 kV.
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» the inefficiency of the image intensifier in defagtphotons created by the
MCP+phosphor stack inside the IEEM,;

* the measurements errors of STRIDES.

To evaluate the efficiency of the IEEM system tarectly reconstruct ion
impacts we calculated the fraction of times a STRIBvent is successfully
associated with a SDRAM centroid respect to thal taimber of SDRAM centroids.

The region we used is the fiducial region showRigure 5.18; it was chosen as it is:
« away from the gaps between the segments of the SDRA

« away from the central hole of the annular MCP atiioinefficient areas
of the MCP;

« away from the shadow of the biasing wire.

A total number of 12452 SDRAM centroids are insible fiducial region. The
number of correlated STRIDE events, in this case/7& determined by the number
of entries under the correlation-peak, i.e. theaakits gaussian fit. The measured
effective efficiency of reconstructing the ion ingp@and associating it to a SDRAM
cluster is hence measured to be 61%, instead gréheously reported®0% [55]. It
is the net effect of the degradation in efficiecy

1. the annular MCP inside the IEEM in detecting theoselary electrons
emitted by the ion impacts on the ultra-thin golembrane;

2. the image intensifier in detecting photons from M&P+phosphor stack
of the IEEM;

3. the NMOS sensors;

4. the STRIDE system in correctly reconstructing the impact positions in
a high statistics experiment.

We do not worry about the loss in efficiency which essentially a money

problem.
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6 Resolution degradation studies

The resolution of the IEEM system at SIRAB=@.8:0.1 um) appears to be at
least two times worse than the one reported by ®¢§]. We note that also the
resolution using UV photo-electrons (the PEEM n)ode worse than the one
reported by the manufacturer (see 4.2.2).

The global IEEM performance can be affected by nfantors:

1.the presence of image distortions in the fieldietw(FOV);

2. the scattering of the ions crossing the gokN$membrane;

3.the presence of vibrations in the IEEM system;

In this chapter we will take advantage of the hagtistics collected in the BR
experiment, which was not available in the previouss, to try to disentangle the
different factors that can affect our spatial ragoh. In addition we will describe
two studies we performed to investigate the disomep of the resolution of the
PEEM/IEEM system: a study of the vibrations anduwalyg of the output signals of
the light sensor of the DAQ.

6.1 Evaluation of the factors affecting the resolution

The analysis reported in this section is basecherevents collected with the 241
MeV "°Br ion beam discussed in the previous chapter.

To study large scale distortions across differegians of the full field of view,
we divided it into 10x10um® areas and performed in each the correlation-peak
analysis to measure the resolution in the Y-diogctiFigure 6.1 shows the
distribution of the differences among the meanthefcorrelation peaks calculated in
the single small size areas and their global awerfoy more than 90% of the areas
the difference is less than@n. Some systematic effects are present as outhged

the 2D distribution of the means of the correlagp@aks shown in Figure 6.2. In this
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figure the size of each marker is proportional he difference from the global

average; the sign of the difference is encodedbygtey intensity
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Figure 6.1 Distribution of the differences from theaverage value of the means of the Y-

coordinate correlation peaks in the 10x1gm? areas of Figure 6.2.
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Figure 6.2 2D histogram of the means of the correfimn peaks in the Y-coordinate in the

10x10 pm? areas of the central region on the field of viewThe size of each marker is
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proportional to the difference from the global average; the sign of the difference is encoded

by the grey intensity.

Nevertheless the histogram of the sigmas of susthilolitions is Gaussian (Figure
6.3) with an average valuaJerage local resolutiono,.e = 2.81+ 0.38 um. The
spatial resolutions calculated on small size adeasot disagree with the global one,
indicating that, although distortions are presard eay be corrected, they are not
the major factor in degrading the spatial resolutdour IEEM.

To simulate the effects of the membrane (a 30 ryerlaf gold on a 100 nm layer
of SizN4) on 240 MeV'*Br ions we used the SRIM [63] code. In our simualatthe
ion direction is orthogonal to the membrane surfacel ions are uniformly
distributed within the fiducial box of Figure 8.1Bhe SRIM output file was used to
project the scattered ions onto a parallel plarn@ 88 away (the distance between
membrane and SDRAM in the experiment). The two sdtsthe ion impact
coordinates (on the surface of the membrane antiedistant parallel plane) were
then analyzed with the correlation-peak technidilee correlation peak in the Y-
coordinate is slightly non-Gaussian (10% of evesmts not accounted for by a
Gaussian distribution witlw = 0.86 um) over a small combinatorial background
(Figure 6.4 (a)). In any case we can conclude tthatscattering of the ions on the
membrane is not the factor that affects most opegmental spatial resolution.
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Figure 6.3 Distribution of the sigmas of the Y-coatinate correlation peaks in the 10x10

pm? areas of Figure 6.2.
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Figure 6.4 (a) Correlation peak (in log scale) of BIM simulated data (240 MeV "Br)

broadened only by the scattering due to the membran(membrane contribution): the peak is

slightly non-Gaussian. (b) The above SRIM distribuibn convoluted with a Gaussian (the fit

is a Gaussian plus a quadratic background).

All other resolution degradation effects (for exampvibrations, STRIDE re-

construction errors, ...) can be collectively accedntfor by performing a

convolution of the scattering effect of the memleragported above with a Gaussian

distribution: the X and Y coordinates of the simaethSRIM scattered events were

further randomly scattered with a Gaussian probgdistribution function, of zero
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mean and given sigma. We then applied the coroelgiteak analysis. This was
repeated with convolving Gaussians different witffedent sigma, in order to
determine the best sigma value of the convolvingsS&ano,, that would reproduce
the average local resolution of the experimenta.diigure 6.4-b shows that the
simulated data used in Figure 6.4 -a convoluteti wiGaussian distribution with,

= 2.5um, are well fit by a Gaussian with= 2.80 + 0.02um =0, i.€. the average

value of the local experimental spatial resolution.
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Figure 6.5 Theo of the correlation peak of SRIM simulated eventsdr different distances
of the SDRAM behind the membrane.

We can now estimate the expected spatial resoluiodifferent membrane-
SDRAM distances with the same technique used absweulating the effects of the
ultra-thin gold membrane on 240 MeWBr ion, projecting to different membrane-
SDRAM distances, convoluting with a gaussiag, & 2.5um), and performing the
correlation peak analysis. The trend line of timewdated sigma data points, shown in
Figure 6.5, has a positive slope of OB/mm which corrects the spatial resolution

value, for a membrane-SDRAM distance of 300, toc=2.8um.
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This result confirms that the spatial resolutionprsctically insensitive to the

SDRAM-membrane distance, below 1 mm, and thatdbiminated by other factors.

A study of the vibrations of the IEEM system

Vibrations could be one of the principal causeshs resolution degradation.
Indeed we did not invest great efforts to ensuvéeation-free platform, but simply
decoupled the IEEM from the vacuum pumps by me&asobber damper.

To answer to this issue we used an accelerometeB (Piezotronics, model
352B10) to measure the vibration of key parts ef (EBEM which could be afflicted
by this problem.

The first element of the IEEM system we suspectedoé prone to vibration
problems was the PEEM itself (Figure 6.6), sincasita heavy horizontal metal
cylinder mounted as a cantilever with only one falbment connection (the
restrained end keeps the PEEM from rotating invéréical planefrom falling). The
accelerometer was mounted on the side of the aljnas close as possible to the

free tip of the PEEM, with the axis in vertical pas.

PEEM vacuum chamber

g
\“\
/ FEEM
_ -

Connection
flange : !

=)

Accelerometer location

Figure 6.6 Schematic of the PEEM (shadowed in greygnchored to the IEEM vacuum

chamber.
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A low noise signal conditioner (PCB Piezotronicpdal 482A22) was used to
power the accelerometer and to condition the medswignal for a spectrum
analyzer (Stanford Research Systems SR770 FFT retavalyzer). The analyzer
displays the square root of the Power Spectral Be&PSD) of the voltage output
signal expressed in VHz. The analysis of the PSD immediately reveaks th
dominant vibration frequencies, allowing the fagntification of the frequency of a
particular vibration source. Once identified, a rseucould be switched off or the
disturbance minimized, for example by moving it sw#/e expected the vacuum
pumps to be the main causes of vibrations andsthdy was intended to be just the
starting point for the elaboration of a strategynimimize its amplitude as the pumps
cannot be shut off or removed during IEEM operation

The presence of characteristic harmonics in theatidn spectrum of the PEEM
was quickly verified by simply knocking on the vaon chamber (Figure 6.6). A set
of power peaks appeared in the 3080 frequency band, together with an excitation
peak centred on 1.69 kHz and another one at a livaeguency, centred on 58 Hz.

In particular the 58 Hz peak was very susceptiblexcitation when the flange
holding the PEEM was slightly tapped (Figure 6.7).

Knocking
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Figure 6.6 The plot shows the square root of the peer spectral density of the output
signal of the accelerometer placed on the tip of hPEEM. The blue line is the vibrational

spectrum of the PEEM by simply knocking on the vagum chamber; in red the background.
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In blue the vibration spectrum of the PEEM in the low frequency region.

Figure 6.7

;in red the

blue the 58 Hz peak is excited by lightly tapping m the flange of the PEEM

background.
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Figure 6.8

tightening the tip with a hand; in red the PEEM free to vibrate.
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Figure 6.9 Contribution to the vibrations due to the scroll pump: in red the vibration
power spectrum with the scroll pump on (signal), inblue the pump is off (background). In
green the ratio of the signal and the background (mitiplied by a factor 107-5 to fit the plot).

Figure 6.8 shows in red the power spectrum in theet frequency band (0-390
Hz): peaks near 50 and 60 Hz and their multiples evident. We believe these
peaks are artefacts caused by the power stagee a(fpiictrum analyzer. To check
this we firmly held with a hand the tip of the PEHlhe blue spectrum): all the
peaks remain unchanged, with the exception of ghelb peak, which now appears
lower and broadened. This confirmed the existerice toue vibration mode with a
frequency of 58 Hz that affects the PEEM even whenexternal perturbation is
exerted. In this acquisition, both the scroll ahd turbomolecular pumps of the
IEEM and all the other sources of vibration that ander our direct control were
inactive; i.e. other vacuum pumps on the SIRAD béiaea were turned off while

pumps on other beam lines in the experimentalviaie not.
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Figure 6.10 Contribution to the vibrations due to he turbomolecular pump: in red the
vibration power spectrum with the scroll pump on oy, in blue both the scroll and the

turbomolecular pumps are running at top speed.

We then measured the contribution to vibrationsegivby the IEEM vacuum
pumps. Figure 6.9 shows in blue the power specdkaisity of the signal of the
accelerometer when the scroll pump is ON, in redghme signal with pump OFF.
For clarity the ratio between the two lines isaied in green (multiplied by a factor
10° to fit the plot), showing no meaningful contritarito the vibration spectrifth
Similarly, we found no evidence of contributionsring from the turbomolecular
pump (Figure 6.10) which, working at a frequency00 Hz, was expected to excite
high frequency vibrations.

A rough estimate of the amplitudes of the vibragi@man be made by modelling
our system as an harmonic oscillator: the rms duog#i of the vibration\() increases
linearly with the rms amplitude of the impressedederation A) and is inversely

proportional to the square root of the frequerigy (

1

8 To show that there is no significant differencéwsen the two cases (pumps ON/OFF), we did
not consider the simple difference of the spectr@alise it is not meaningful to subtract two noise

spectra to look for a signal that is smaller tHaartoise.
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In our case, the dominant vibration mode has anliardp of ~10uV/VHz rms,
that corresponds to an acceleration of §3/Hz rms (1 g = 9.81 nf} integrated
over the width of the power peak: a 1 Hz frequebapd (the binning of the PSD
output). With this data we calculate a vibratamplitude of ~70 nm rms which is
more than an order of magnitude smaller than tiheabmeasured resolution of our
PEEM with UV photons, and 7 times smaller than résolving power featured by
the PEEM in ideal conditions (manufacture’s specs).

These first measurements suggest that the mainidgnfactor of the system
resolution is not due to the PEEM vibrations.

The second element we suspected was the holddreoDévice Under Test, a
complex micrometric-precision motorized stage; e holder is not a mono-block
but is made of movable parts. For these measutsmenbuilt a dummy aluminium
DUT provided with a notch on one side to host theeéerometer. The accelerometer
was mounted on the upper face of the dummy DUT whth axis in the vertical
position to give a measurement of the vertical congmt of the acceleration.

An analogous analysis performed on the sampleehdiond no evidence of
excited proper oscillation modes.

To support this conclusion, we chose to artifigiadixcite the 58 Hz vibration
mode of the PEEM and measured the consequent ideggadation as a function of
the induced vibration amplitude.

To excite the vibration we used a vibrational exciiBruel & Kjeer, type 4308)
placed on the floor that pushes up on the badeedirame that holds onto the base of
the mechanical support of the IEEM system (Figulds The exciter was powered
by an amplifier (Briel & Kjeer, type 2712) driven lay58 Hz sinusoidal voltage
signal, provided by a function generator. Figurg26shows the amplitude of the
power frequency spectrum of the 58 Hz peak (express VANHz) as a function of
the amplitude of the driving voltage of the exadat The red dot represents the
amplitude of the vibration of the PEEM when no coléd excitation is provided.
The blue diamonds show the linear regime of thetatkan response (a linear fit in
lighter blue), while the green diamonds show the-lear regime of the response

for a more intense excitation.
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TR

Figure 6.11 Photograph of the Excitator in a standj (extracted) position. When used it is
pushed under the yellow IEEM frame.
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Figure 6.12 Variation of the amplitude of the PEEM vibration, as a function of the
excitation amplitude: linear and non-linear regimes with the fit function of the linear

regime.
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To analyze the dependence of the PEEM resolutian fagction of the vibration
amplitude, we took several images of a consteltatif bright spots located on the
non-emitting surface of the PEEM reference target.

We first accurately focused the system by acquiangeries of four images,
setting slightly different voltage values in thejaattive lens (1.230; 1.235; 1.240;
1.250 kV) and choose the condition providing thethesolved image (following
table):

IEEM focus condition
V Transfer 10.00 kv \brojective B 0.21 kV
V Objective 1.205 kV \becel 1 kV
V intermediate 9.98 kV MCP voltage 5kV
V projective A 7.03 kv Image Intens. gain 5V
. c

Figure 6.13 The constellations of emitting spots ithree different conditions: A) no excited
vibrations; B) natural vibration increased by a fador 45: twofold worst resolution; C)

excited vibration at full scale: the tip of the PEBM is actually turning around in a circle.

Once the PEEM optics was adjusted, we activatedmbehanical excitator to
increase the amplitude of the 58 Hz proper vibrabbthe PEEM and acquired new
images (Figure 6.13). In the hypothesis that thenidant contribution to the
degradation of the resolution of the IEEM was du¢his vibration power peak, we
expected to see a blurring of the imaged spot vihemxternal excitation was active,
proportional to the amplitude of the vibration. f®asure this effect, we analyzed
the imaged spots by projecting them along the % éxigure 6.14) and by fitting this
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projection with a gaussian function. Figure 6.h5ws the plot of the gaussian fit
sigma versus the excitation amplitude (in realitg tatio of both variables to the

value when no external perturbation was applied).
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Figure 6.14 On the left: IEEM image of a constellabn of small electron-emitting spots in a
non-emitting background (arbitrary units). On the right the horizontal projection of the

spot C with a gaussian fit.

A slight improvement of the resolution is visibldn@n the external excitation is
activated; this could be due to a settlement of tHrget carrier, caused by the
vibration itself, that slightly varied its distané®m the microscope, resulting in a
drift of the focus condition. This effect doesrdffect the conclusion of the
measurements that show that even if we increasenieyorder of magnitude the
proper PEEM vibration, no meaningful increase @ $pots blurring was observed.
To obtain a twofold blurring increase, we had 8erihe PEEM vibration of a factor

45, reaching a vibration amplitude of 1 rms.
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Figure 6.15 Relative variation of the gaussian siga of the three imaged points (relative

to the condition without excitation) as a functionof the relative amplitude of the exerted
excitation (relative to the proper vibration amplitude). The error along the Y axis is of the

order of 1%.. The points are joined with segmentsa guide the eye.

We conclude that the IEEM system does vibrate aH5&ut the amplitude of
vibration is too small to account for the discrepabetween the PEEM resolution
we obtain and the nominal one reported by the nzufer. The PEEM has been
sent back to the producer for refitting.

Any way vibrations are not at the origin of the atisfactory spatial resolution we
found in the IEEM mode.

A study of the signal profile of the NMOS sensors

We then analyzed whether the algorithms used byDETto provide the
coordinates of the ion impact points may introdsoene errors due to differences
between the real and the expected luminous sigmaigerted in electric signals by
the NMOS sensors.

The experiment was performed with the UV sourc&EfEin the PEEM mode)
since no more ion beam was available and STRIDE doerecord the shapes of the

luminous signals but only the calculated chargeroets. Actually an inspection of
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the pixel outputs of individual eventsirigle shotacquisitions) present asymmetric

peaks in many events.
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Figure 6.16 The X- and Y-coordinate pixel profilesof a UV event that is slightly
asymmetric in both X (top) and Y (bottom) coordinaks. The position detection algorithm of
STRIDE uses only pixels above threshold (16 unitsnothe vertical axis) so in this case the

algorithm sees a symmetric pixel distribution.

Figure 6.16 shows the pixel output of the NMOS eensof STRIDE and
represents the impact of a UV photo-electron. Is tase the pixel profile of the
event is slightly asymmetric in both X (top) and(b6ttom) coordinates. However,
when the position detection algorithm of STRIDEccé#htes the centroid (weighted
mean) of the peaks, it uses only pixels above timldg16 units on the vertical axis).
Hence in this case the algorithm sees symmetriel pitstributions and the centroids
coincide with the positions of the maxima of thaks

Figure 6.17 shows the X-coordinate pixel profilewb distinct UV-events in the
same portion of the NMOS sensor. In this case tsitipn detection algorithm sees
the asymmetry of the first event even above thiesi{manifest asymmetry).
Asymmetric peaks are very frequent (about 40% ef tiftal) and are distributed
somewhat uniformly. It is important to note tha¢ tisymmetry does not depend on

the X-coordinate.
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Figure 6.17 This picture shows the X-coordinate gel profiles of two distinct events in
the same portion of the NMOS sensor. The top one imanifestly asymmetric while the

bottom one isn't.

Figure 6.18 shows the pixel X-coordinate outputshoée very asymmetric UV
events. To guide the eye, red dots highlight oné afuevery 3 pixels above
threshold. In these cases the distribution of ilkelp above threshold are still quite
asymmetric and the centroid reconstructed by STRi®Ehifted compared to the
position of the maxima.

Figure 6.19 shows in detail the pixel profile o/ event and reports the values
of the calculated centroid, the maximum and thé&,shamely the difference of the
centroid from maximumskewness In this case the centroid is to the left of the
maximum: the shift of -1.6 pixels corresponds to awsolute shift of the X-
coordinate of -1.1um in the reconstructed image. This shift, staasly
meaningless, is nevertheless evocative as it ipacable to the discrepancy in the

resolution of our PEEM with the nominal one.
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Figure 6.18 The X-coordinate pixel profiles of thee very asymmetric UV events (X
coordinates). In these cases the distribution of th pixels above threshold are still quite

asymmetric. To guide the eye, red dots highlight anout of every 3 above threshold pixels.

These considerations are preliminary and a morenskte investigation of the
pixel profiles of both coordinates is called fogpecially to study the correlation
between the position of the profile in a coordinatel the skewness of the profile in
the other coordinate.

In the IEEM mode this effect could be larger singe have not a single
photoelectron emitted by the UV excitation but aud of secondary electrons
emitted by a single heavy ion impact. This cloudohitould be not homogenously
focused on the MCP. The energy distribution of $eeondary electrons emitted in
an ion impact has a high-energy tail and chromabierrations of the IEEM will
disperse the occasional energetic electrons ouhefcloud causing them to fall
asymmetrically on the MCP. This could give riseatbasymmetric excitation of the

phosphor.
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Figure 6.19 The pixel contents of an asymmetric U¥vent that is skewed to the left. The
difference between the centroid (blue arrow) and tb maximum (red arrow) corresponds to a
shift of -1 um in the reconstructed image.

Until the cause of the asymmetry is understood arwbunted for, it is uncertain

if the centroid is the best estimator of the impaaition.

Conclusions

Vibrations and optical distortions are not respblesfor the still high value of the
spatial resolution and an extensive study of thxelgprofile of single events in the
PEEM and IEEM modes is needed, in order to invastigthe cause of the
asymmetry and eventually optimize the algorithnt tedculates the position of the
light spot. This should improve the resolutionlod system.

We will first implement a new feature in STRIDE thaill return not only the
centroid of each peak, but also the position ofrtfaximum. With such a feature it
will be possible to distinguish between events wathmmetric pixel profiles and
skewed ones.

The resolution studies previously described in wsk (correlation peak analysis
in Chapter 5) should be repeated to study how diselution of a given image is
affected by using different position estimators.

Further studies of resolution as a function of skess will allow us to assign a
tailored position uncertainty to every event: ilee best estimator of the position of a

light spot could be assigned on an event-by-evasisbfor example by weighing the
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centroids and maxima according to where the ligitt $s detected. In particular
images obtained using only events with symmetuelpdistributions will allow us to
perform a bench-mark measurement of the PEEM/IEE&blution with which we
will more precisely evaluate other contributionsthe degradation of the resolution

of the PEEM/IEEM system such vibrations, membranattering and SDRAM
mapping.
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7 An |I[EEM-imaged and time resolved
IBICC experiment with a power MOSFET.

7.1 | ntroduction

In this chapter we describe an lon Beam Inducedd@eh@ollection (IBICC) type
experiment using a power MOSFET device. This expenit was performed together
with a research group led by Prof. G. Busatto ef thmiversity of Cassino (ltaly).
The purpose of the experiment was to demonstrataliility of the IEEM system to
associate precise locations in space and timeeoioth impacts with the ion-induced
effects in the MOSFET devices; i.e. to perform tirasolved IBICC experiments.

In this chapter we discuss in some detail the &ffed single ion impacts on
power MOSFETSs, the need to know the position of itre impact (hence the
motivation to use the IEEM), the experimental setuqa finally a time resolved
IBICC map.

7.1.1 Power MOSFETSs

As of 1998, the Cassino group studies the effettheavy ion irradiation on
power electronic devices. This research has beéorped in collaboration both
with INFN and industry (Siemens/Infineon and STMelectronics in Catania, Italy)
and carried out at many laboratories (INFN Labatasoof Legnaro and Catania and
UCL, Louvain-la-Neuve, Belgium).

In particular, the longstanding relationship of th@assino group with
STMicroelectronics has brought the developmentsystiematic experimental study
and testing of two types of radiation tolerant powdOSFETs. The group
significantly contributed to the identification @auses of Single Event Burnout
(SEB) in power MOSFETSs, suggested mitigating stjige and tested the new
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generation of SEB-tollerant devices that belondgwo categories: 100V-Nchannel
power MOSFETs and 200V-Nchannel power MOSFETs

In what follows we describe the experimental sedngd the scientific approach
used to study SEB in these devices.

It is important to recall and keep in mind that MEES devices may manifest
Single-Event Gate Rupture (SEGR), another failurecimnism that must be

confronted before a device can be considered raditglerant.

7.1.2 MOSFET irradiation experiments: device, setup and

instrumentation

Figure 7.1 is the photograph of typical power MOSKEady for irradiation. The
die of the device under test, with an area of s@vagjuare millimeters, is glued on
the rhomboid TO-3 package using a silver electesrttal conductive paste. The
conductive glue ensures that the metallic packsage the same potential of the drain
electrode (the bottom side metallization of thesit die), while the gate and source
terminals are wire-bonded to the external rheoph{tlee two blue circles in Figure
7.1).

Figure 7.1 MOSFET device ready for irradiation. Thedie is housed a TO-3 package.

% The work was performed within the GALILEO projefthe European GPS project) and
commissioned by the European Space Agency (ESA).
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Figure 7.2 shows the symmetric structure of thenelgary unit cell of the power
MOSFET under test. The lateral size of the charmtie objects of the structure
shown is of the order of tens of microns. The siz¢he unit cell in the dimension
orthogonal to the page can be accurately thoughs dfeing indefinite. A MOSFET
device is made of hundreds of these unit cells.

The different regions of the elementary unit ce# ahown in different colors.
They are, going from bottom to the top: the drasmtact (black); the drain region
(light green and yellow); the body or the base argjorange); the source region
(dark green); the oxide region (blue); the surfaoetacts, body-source and gate
(black).

The active volume of the elementary unit cell, tbieannel region”, is located in
the base region just below the oxide; inside itegion of electronic states can be

formed that conducts electrons.

Source Gate

Drain

Figure 7.2  The internal structure of the elementay unit cell of a power MOSFET. The

structure is described in the text.

The device is glued to the TO-3 package on thendsale (the bottom side; see
Figure 7.2) so that, during the ion irradiation esment, the ions impact the device

from above.
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As the ion range and the energy deposit alongats m a given material depend
on the ion species and initial energy, we repstaa example, in Figure 7.3 the
Linear Energy Transfer (LET), expressed in eV/A aainction of ion depth for a
139 MeV*®Ni ion in bulk silicon with a thin oxide layer. €range is of the order of
tens of microns (23um, in this case) and this iegplihat most of the ionization
energy loss of the ion occurs inside the impacteid cell. The figure shown is a
standard SRIM output [63].
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Figure 7.3 The LET profile (red) of a 139 MeV>®Ni ion as it penetrates through a thin

silicon oxide layer into bulk silicon.

Before an ion impact occurs the device is OFF (mnaoel is open): the standard
polarization of the device puts the source eleered the reference potential
(ground), the control electrode (gate) at zero mode and the drain electrode at a
positive potential. When an ion enters the unit, ¢be electron-holes created along
the ion track are subject to the electric fieldidesthe device: the electrons move
towards the positive electrode, the holes move tdsvéhe relatively negative ones.
The motion of these charges produces a very shamsitory signal on the drain
electrode that can be detected and analyzed bytamal acquisition system. The

characteristics of the signal depend on the paensef the effective circuit.
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Figure 7.4  The conceptual schematic of the circuiised to test the behaviour of the drain
signal of the irradiated MOSFET. The signal wavefoms on the drain electrode are acquired

and memorized by a fast digital oscilloscope and #m computer analyzed.

Figure 7.4 shows the schematic of the circuit usednalyze the drain signal
during irradiation. Note that both the drain antkgalectrodes are statically polarized
(typically Vgs=0 e V4s>0), but they are capacitively coupled, each witfeaoupling
capacitor, to two transmission lines that send \iaawve signals to the acquisition
system.

The acquisition system of the drain signal wavefamthe drain transmission
line is based on a high sampling rate digital ¢ssiope (LECROY WavePro
WP7100A, 10 M points/Channel). The waveforms aguaed and memorized and
computer analyzed (post-processed). The impulsdbegate transmission line are
generally uninteresting and are usually ignoredtl@nother hand the current on the
biasing line of the gate is monitored as it is eecti measure of the ion-induced
damage to the oxide layer.

In summary, during the experiment all the ion-ineicdrain waveforms are
acquired, as well as the gate bias gate currergt asiction of time and the ion

fluence.

7.1.3 MOSFET experiments: typical results

When exposed to heavy ions, MOSFET devices shdweshold behaviour: the
activation of a single event damage effect (e.gB)SfBay occur only when certain

minimal electrical conditions are imposed.
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As an example Figure 7.5 (a) shows some typicalndoced drain current-pulses
of a 200 V MOSFET device for a given ion specied anergy (in this case 139
MeV *®Ni ions): the pulse duration is of the order ofstesf nanoseconds and the
wave-forms vary in amplitude. For certain electricanditions (e.g. a certain static
drain voltage) one can measure the average ineghi@targe of the ion-induced
drain current-waveforms. Figure 7.5(b) shows therage integrated charge of the
drain-waveforms at different static drain voltagies three different types of
MOSFET devices. In this experiment the drain-vatag the devices was increased
and the increasing average charge of each deviseagarded until it was destroyed
by a SEB event (red points in the figure). The ipalar dependence of the charge
with drain-voltage depends on the device typelsib @epends on the ion species and
energy. For the experimental data shown the gatagewas kept at the reference
value (\gs = 0V).

As can be seen in Figure 7.5(b), for a SEB to otleeidrain-voltage must be high
enough: for drain-voltages above the threshold ejatbe probability of a SEB is
significant and increases with voltage. For dradftages comparable to the
breakdown voltage, the probability of destructiggp@aches certainty; i.e. a SEB
will almost certainly occur at the very first iompact. For voltages below the
threshold values the probability of a SEB is naglgyand the device can survive the
impacts of many ions.

Figure 7.6 shows the typical experimental distiifuiof the integrated charge of
the drain-pulse (dark-blue) for a certain draintagé. The distribution is composed
of two types of event: in this case, there is gdgpopulation peaked at 5 pC and a
smaller second population with a higher chargeK@al7.5 pC). The relative size
and peak charge of the second population increabedvain-voltage, while the peak
charge of the first population does not signifitachange. The bimodal form of the
experimental distribution can be modelled using tix@robability distribution
functions (pdf): the light-blue histogram in Figure6 is obtained by generating
random numbers from the twoepdfs in an opportune proportion (6 to 1).

Studies performed by the Cassino group have sheuith, the help of finite-
element simulations, that the second larger-chpogrilation of drain-pulses is due
to the transitory activation of a parasitic N-P4kusture inside the MOSFET with a

probability of activation that increases with thaid voltage. These studies allowed
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the group to propose mitigation strategies thatesbthe SEB problem by raising the
activation threshold of the parasitic transistothe MOSFET devices.
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Figure 7.5 a) several overlaid drain-electrode implses of a 200 V MOSFET impacted by
139 MeV *®Ni ions. Conditions:; Vg = 40 V, Vys=0V. b) The dependence of the average
integrated charge of three device types under tedor different drain voltages (Vgs) with

V4=0. The red points indicate when the correspondindevice was destroyed by SEB.
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Figure 7.6 In dark blue the experimental distributon of the integrated charge of the
current pulses on the drain electrode due to ion ipacts for a given drain-voltage. In light

blue a numerical distribution composed of twd -like populations.

7.1.4  Motivation to obtain ion-impact position information

It must be stressed, at this point, that the SE#bIpm of power MOSFETSs has
been extensively discussed over the years and dol@m the contrary, the
vulnerability to Single Event Gate Rupture (SEGR)ws several aspects that still
need to be further studied.

The rupture of the gate oxide can occur even atced drain voltages and with
zero or very small gate voltages (few volts). lnlitidn the gate rupture is a delayed
phenomenon; it may occur hours after a single iowact and it is usually
accompanied by instabilities (telegraph noise) ha teakage current through the
oxide.

To better understand this phenomenon two- and 4tireensional finite-element
simulations have been performed over the yearduilyshe effect of a heavy ion
impacts in a elementary cell of a MOSFET.

Figure 7.7 shows theix-mode circuibf the device; i.e. part is finite-element (the
elementary cell of the MOSFET) while part is witlisaete components. The
discrete part accounts for the parasitic effectthefpackage and the connections of
the device to the external world. Three ion traedes are considered (shown in the
figure as dashed lines): (a) at the centre of ehtang cell (neck region); (b) at the
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Figure 7.7 Mixed-mode circuit used for the finite-eement analysis. The dashed lines
represent three trajectories of incident ions. Thealiscrete part accounts for parasitic effects

due to the package and real-world connections.

The goal of simulations is to study the electrimahnections (static and dynamic)
and the characteristics of the incident ion (speosmergy, position of impact) that
cause significant stress to the oxide layer. Toehtte effect of a 139 MeVNi ion
impact, a charge of a few pC is deposited alongagdtory with a longitudinal
dependence given by the LET-vs-depth distributioowa in Figure 7.3.

Electric Field (V/cm)

a)
b)
Figure 7.8 2D distribution of the electric field irside the device at the instant of maximum

electric stress, a few picoseconds after an ion impt. a): ion trajectory (a) of Figure 7.7. b):

ion trajectory (b).
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Figure 7.8(a) and 9.8(b) show the 2D distributidrthee electric field inside the
device at the instant of maximum electric stressfew picoseconds after the
modelled ion impact, along the trajectories (a) émdshown in Figure 7.7 [64]. As
one can see from the figure, the simulated elefigid reaches 10V/cm inside the
oxide layer, in correspondence to the impact pofrthe ion, above the neck region
(a), or above the channel region (b). Such valdeslectric field, close to the
dielectric strengtf? of the SiQ may favour the formation of a permanent damage to
the structure of the oxide This is at present thst theory to explain the damage of
the oxide layer during ion irradiation. Unfortuelt the finite-element simulations
are limited as they do not implement the local ilmhdced breakdown mechanism of
an oxide layer (a stochastic phenomenon). For mbéson the formulation of a
definitive model of the oxide damage and eventudléySEGR breakdown is not yet
reached.

Figure 7.9 shows the time dependence of the maximlentric field for the three
ion impact points shown in Figure 7.7. The effettttee impact position is very
significant: the peak of the E-field is higher whitve ion impacts the centre of the
elementary cell (point a, the neck region).
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Figure 7.9 The time dependence of the maximum elet field for the three ion impact

positions shown in Figure 7.7.

The simulations have only been partially successfidy gave important results,
like showing that SEGR has a strong dependencéeimntpact position of the ion,

% The maximum electric field an insulating matedah withstand without breaking down.
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but they also proved to be limited by the grediaifty to model the oxide layer and
the phenomena that take place in it. The oxiderlagay manifest percolative
damage (that is, a constant and significant leakageent), or multi-hop quantum
tunnelling effects that show a threshold behavenuo that degenerate with time. In
addition, the holes in the oxide have a very smmadlbility (of the order of a
micron/year) and they may accumulate, especiallythet interface with the
underlying semiconductor, and alter its condudfivit
The phenomenology of the damage to the oxide lagercomplex and
experimentally varied. Figure 7.10(a) shows theabedur of the gate leakage
current of a non-irradiated device under staticappation while Figure 7.10(b)
shows the post-irradiation time dependence of #Hie tpakage of a device just after
it has been exposed to 30 ion impacts. The leakagent of the irradiated device is
not only higher and noisier, but it worsens oveiree scale of an hour with peculiar
characteristics:
* the leakage current does not increase continudusiygets worse in discrete
jumps;
* the amount of the current jump and the instantctuos are not predictable
(stochastic);
« the noise of the leakage current is telegraphacteistic spikes);
* the peak-to-peak noise amplitude increases withghkage current (the noise
worsens for each new discrete jump);
e the process is irreversible (no annealing) and#ige is permanently damaged.
To further complicate the phenomenon, it sometirhappens that the post-
irradiation time dependence of the gate leakageentirs almost linear (Figure 7.11),
until a sudden catastrophic failure of the gateucgcthe leakage current goes out of

control and the gate, for all practical purposgshort-circuited.
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Figure 7.10 a) The time dependence of the gateakage current of a non-irradiated

(fresh) device. b) The post-irradiation time dependnce of the gate leakage current just after

exposure to 30 ions.
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Figure 7.11 The post-irradiation gate leakage of ra irradiated device that shows an

unpredictable catastrophic failure of the gate oxié (the current is out of control).

This experimental behaviour leads to the theoryatént gate oxide damages
[65]. The oxide layer stressed by the high eledteld is not destructively damaged:
only a very localized region (few A) of the oxideweakened. This weakened region
gradually degenerates until high values of leakageuntil breakdown. In this
hypothesis, the stochastic behaviour can be due to:

» the position of the ion impact respect to the eletaey cell;

* the impact of a new ion near a region weakened fng@ous ion impact.
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In this confusing setting, it is clearly very udetor have an experimental system
to recognize the impact point of a heavy ion irelementary cell with a precision of
at least a few microns.

Energetic heavy ion microbeams are very usefulabeihot easy to come by.

The availability of the IEEM has now opened up netgresting opportunities.

7.1.5 The IEEM experiment

The first step when using the IEEM of the SIRADIliacis to adapt the device
under study (DUT) to the mechanical and electrocaistraints of the IEEM system.
However the volume of the experimental vacuum chamis enough to
accommodate large devices and electronic boards.

The most important constraint of the IEEM systenthis need to minimize the
distance of the DUT from the ultra-thin Aus8i, membrane. In practice this means
that ideally the DUT should be the closest objecthe plane of the membrane; i.e.
no feature of the device board with any ancillalgctonics should stick out more
than the surface of the DUT. In many cases thimtgossible, for example: the wire
bonds that connect the DUT to the board cannoebeved or arbitrarily shortened.
Therefore the distance between the membrane an®tHe has to be adjusted to
accommodate the bonds. In this experiment therdistaf the MOSFET from the
ultra-thin Au-Si3N4 membrane was comfortably sed.&mm.

Figure 7.12 shows the MOSFET with its TO-3 packagminted on a board we
purposely designed for the IEEM experiment. Twoegaicro-wires from the top
rheophore are bonded to a small rectangular padleviat the top of the MOSFET,;
four source wires from the bottom rheophore aredbdnto the centre of the
MOSFET (the backside drain connection is made esite TO-3 package). The

figure also shows the PIN diode we use to perfoeami setup.
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Figure 7.12 A photograph of the MOSFET with its TG3 package mounted the test board.
A PIN diode (bottom right) with reference copper stips on top is used for beam setup and

for determining reference positions.

The beam setup procedure consists in moving thediitie into the field of view
of the IEEM. The beam transport is verified anduatgd: ion flux is set and the
beam quality (mono-chromaticity) is checked. Weallethat the diode has small
copper strips placed on top that partially scrden densitive area (Figure 7.12); a
IEEM sensitivity map of diode is made (see Chapleand the extremities of the
copper strips are used as reference points thatesed to identify points of interest
on the MOSFET.

We performed the experiment using 223 ME®r ions. To image the copper
strips on the PIN diode, we use a high fluxZd000 ions/s in the field of view of the
IEEM. Once the copper reference points were recocistd, the ion flux was
lowered to[R20 ions/s in the IEEM field of view. The beam waert interrupted

while the MOSFET was moved into the field of view.
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The MOSFET drain-source voltagesMvas initially set to 10 V, a cautionary
value low enough to avoid large destructive effects

Current transients on the drain of the MOSFET, aban adjustable threshold,
were used to generate LVDS signals that were ug&IrRIDE to tag the ion impact
signals. Figure 7.13 shows a typical wave-form. fhreshold was set atyV= 6 mV
over 50Q (corresponding to a peak current of 120 pA).

At this voltage only the drain signals of the aredghe MOSFET where the
electrical field is the highest are above threshaidl can tag STRIDE events.
Therefore ions that strike the gate distributigreland the polysilicon fingers shown
in Figure 7.14(a) cannot produce drain-transiebts/a threshold as expected by the
model discussed in 9.1.5 (see Figure 7.7 and Fig@®e The STRIDE events tagged
by above threshold drain signals quickly built ugensitivity map in real time,
allowing us to immediately recognize the sensitareas: the metal lines of the
source contacts (Figure 7.14(b).

Figure 7.15(a) shows the map of tagged IEEM ionactg the gate distribution
line and the polysilicon fingers are evident. Egemiere also analyzed off line
searching for time coincidences between the dragorded signal set and the
STRIDE event one in a 106 ms window (the readauetof STRIDE) . Figure
7.15(b) shows the subset of the tagged IEEM ewvain®15(a) time correlated with

the drain signals.
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Figure 7.13 A drain-waveform with Vg = 10 V due to an 223 MeV*Br ion. The signal is
above the tagging threshold of ¥}, = 6 mV and was used to tag a STRIDE event.
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Figure 7.14 a) Layout of the 200 V power in this experiment.

surface metallization at the edge of the gate digbution line (the thick vertical line). The

horizontal thin white lines correspond to the polysicon fingers.
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Figure 7.15 a) On line image with the tagged STRIP events (2333 events). The gate
distribution line and the polysilicon fingers are &ident. b) The events of (a) that are time-

correlated with an above threshold drain signal (dfline analysis).

The numbers of recorded drain signals, of taggeRIBE events and of their

coincidences are summarized in the following table:

Drain signals over threshold

Tagged STRIDE events

@ncidences

3691

2333

2235

The fraction of the tagged STRIDE events that areoincidence with a LeCroy

drain-waveform is 95.8%; the fraction of LeCroy idravaveforms that are found to
be in coincidence with a STRIDE event is 61%. k4 tagged STRIDE events, a

small number of events (123) are not found amomgetvents saved by the digital
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oscilloscope. A fraction of the drain-current trim$s above threshold (that tag the
STRIDE events) are not recorded by the LeCroy lostbpe. This occurs when the
buffer memory of the LeCroy is full and the bufféreave-forms are copied to the
hard disk drive; during the writing time the oss#tope does not save new
waveforms, but the trigger continues to work andREJE continues to acquire
tagged events.

Once the interesting region of the MOSFET was reagl and the tagging
system verified, the working voltage of the MOSF&was raised from the 10 V
cautionary value to a more realistic and henceresteng value (70 V). The drain-
waveforms were now correspondingly more robustufegs.16 shows waveforms
recorded by the LeCroy digital oscilloscope whepased to the 223 Me¥?Br ions
(the figure also reports the integrated chargejhése working conditions almost all
the STRIDE events are tagged and an online seigithapping does not show any
features as all the drain signals are now ovestiuigl.

——charge<6pC
——6pC<charge<7pC
——7pC<charge<8pC
——charge=16pC
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Current [mA]
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o
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Figure 7.16 Four 223 MeV “Br ion induced drain-waveforms recorded during the

experiment. All four transients generated a tag sigal.

The off-line time-correlation analysis of drain sa&ds and STRIDE events has
been performed as a function of the integratedgehaf the drain-waveforms. The
evolution of the STRIDE image is reported in Figédré7 from (a) to (c) for different
charge intervals and 370 V. The distribution of events with integratetamge <
6pC of Figure 7.17(a) shows the gate distributiole lalready observed in Figure
7.15. However the line is heavily shrunk. Figur&7{b) shows that the events with

integrated charge between 6 pC and 7 pC come tolgtepwo bands parallel to that
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observed in Figure 7.17(a). These three bands &lreosver the area of the gate
distribution line of Figure 7.15, but they are clgaseparated among them indicating
a threefold structure of the electrical field beltwe gate. All this structure becomes
insensitive when only high charge events are sadefffigure 7.17(c)). The gate-
contact polysilicon lines are still discernableaasas of small drain signals.

Data must be further analyzed and compared witefahisimulations of the
MOSFET. By the way these first results demonstthee capability of the IEEM
system to provide in-deep information of the stnoetof state-of-the-art electronic
devices.
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Figure 7.17 Reconstructed positions of ion impactdor different charge pulses induced

in the drain terminal: small charges (a) ,medium (b and large charges (c). Arbitrary units
on the axes.
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Figure 7.18 Reconstructed positions of ion impactghe different colours accounts for
different charge pulses induced in the drain termial.

This preliminary experiment demonstrates the abiftthe IEEM system to study

ion-induced charge collection effects.
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8 SOl Imager Shift Register SEU map

8.1 | ntroduction

The SOI Imager is a prototype monolithic pixel débe for charged particle
detection and imaging applications, designed abddated using a commercially,
deep-submicron Silicon-On-Insulator (SOI) processa 0.20um technology [66].

In this process, a buried oxide layer (BOX) is emypd to insulate a thin layer of
integrated full CMOS electronics from a high-resisy substrate. The substrate
allows pixel implanting and reverse biasing andasitacted from the electronics
layer through vias etched in the buried oxide. S$amesitivity to SEUs of the whole
chip is high, because at this stage of the prajeataution by design was adopted to
limit it. In this way the chip is a good test bertchmeasure the performances of the
IEEM in mapping the Single Event Upset (SEU) sévigjt

8.2 SOl Imager Shift Register

The IEEM system was recently used to map the seibgito SEU of the Shift
Register (SR) of the SOI Imager chip (the schematic Figure 8.1; a
microphotograph in Figure 8.2).

In this chip, the sensitive area is a 3.5x3.5%mamay of 256x256 equally spaced
pixels (13.75um pitch) driven in a standard serial readout schefoeincrease the
readout speed, the pixel matrix is divided intoadatiel arrays of 64 columns each
connected to 4 identical parallel output analogesa external to the pixel matrix.
Besides the analog stages, in the periphery opitted matrix the electronics for row

and column selection is also implemented. Five &Ruaed to access one by one the
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256%x256 pixels in which the sensitive area is parted: one SR is for the rows
addressing and four SR (one for each sector) Bocthumns addressing; they consist
of a chain of cells (256 for the row SR and 64tf@ column SR), each connected to

one row (column) of the pixel array.

Row Shift

Register Column Shift
Register

EEEEEEEREERE S

Figure 8.1 Layout of the SOI-Imager chip. The posion of the row and column SR is
marked by the arrows.

During the readout operation, all the cells of &t are in the same inactive logic
state, except one, which activates the relative (@mlmn). At every clock cycle, the
active column-SR cell deactivates, inducing thévatibn of the subsequent one. The
process continues until the deactivation of the lesll that re-initializes the
activation succession from the first column in dedumn-SR. At the same time a
pulse signal is sent at the clock gate of the r&®w&at selects a new row. In this way

the whole sensitive area of the sensor is readiimeaby-line fashion.
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Figure 8.2 Microphotograph of the upper portion ofthe SR of the SOI-Imager chip.
The cells of the SR are hidden below the two thickertical metallisation lines at the centre.
On the right the pixel array of the Imager is viside. During the experiments the pixels were
shielded and not exposed to the ion beam.

8.3 SEU global cross section measurement

With respect to SEU, SOI devices were traditionaibynsidered more radiation
hardened than the ones manufactured in standakddMOS technology. In fact the
charge collection volume was assumed to be muchesyas only carriers generated
in the top thin silicon layer were believed to adnite to the charge induction build-
up. In the past, SEU tests seemed to support $kisnaption [2]. Most recently, new
SEU tests on SOI static random access memoriel B@X thicknesses less than
200 nm) showed unexpectedly high SEU cross-secf8n3his can be correlated to
lon Beam Induced Charge Collection (IBICC) measwets which revealed that the
amount of induced charge is much larger than hestcharge deposited onto the top
silicon layer above the BOX [4][5]. There is a cl@adication that charge induction,

163



Chapter 8 - SOI Imager Shift Register SEU map

at least for some technologies, occurs not onlynMie carriers move in the top
silicon layer but also when they move below the BOXese considerations show
that a detailed study of the behavior of SOI pixslsequired in order to measure
their effective SEU sensitivity, assess their amtlon limits in radiation
environments and to define a possible R&D path tdwaadiation tolerant sensors.

The SEU cross section has been measured for thén®(@ker chip at the SIRAD
broad-beam irradiation facility (sez. 4.5). In opwototype chip, the row-SR is
provided with pad connections to control it indegemtly from the rest of the chip
and to monitor the output activity. A microcontealis used to drive the SR and read
its output with a 125 kHz clock frequency. The eatt loaded in the SR is a
sequence of 255 cells at “0” and only one celllgt the only one allowed by design
(an arbitrary sequence cannot be written). Oncepbetely loaded, the SR was
exposed to heavy ion irradiation and its conteladfeut. Any logic value which
differed from the loaded one was assumed to besddoyg a SEU that occurred in the
cells. Irradiations were performed using three edéht ions in the order of
decreasing LET ‘{Br, *°*Cl, then *°F; see Table 10.1). For each ion beam, two
irradiations were made: one with substrate biaglitioms W,,s = 0 V (i.e. no bias
applied to the detector) and one withy= 7 V (~20um of depletion depth in the
substrate). For all ion beams, the maximum of iamin (the Bragg peak) occurs in
the high resistivity bulk, below the BOX.

lon Energy | Range in LET,in Si
species| (MeV) Si(um) | (MeV-cnf/mg)

19 118 93 3.67
5l 170 49 12.5
By 240 32 38.6

Table 8.1 Energy, range in Silicon and surface LETWvalues for the ion species used in the

global irradiation experiment.

In this experiment no “1> “0” were detected, whiléb66% of the times the SR
was readout a “0*= “1” transition was detected. As only one cell lo¢ {SR is in the
logic state “1”, the transitions from the logictstd1” to the logic state “0” are rare

compared to the “0= “1” transitions. Due to lack of statistics we cahstate that
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the SEU probability might depend on the logic sttehe irradiated cell. Fear for
possible total dose effects has drastically limttezlcollected statistics.
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Figure 8.3 SEU cross section measurements of the ISi@hager with bias (top) and with no
bias (bottom) applied to the detector. Circles areexperimental data, the continuous line is

the Weibull fit [6].

The measured SEU cross sections are shown in F@&dor the two bias
conditions previously described. No significantfeli€nces can be observed in the
LET threshold (LET: ~ 4 MeV cnf/mg), nor in the saturated cross sectiana
10° cnf). However, the same chip was used for all theliations and the total dose
damage, up to 140 kRad at the end of the irradiaiannot be neglected. At the end
of the irradiation, pixels exposed to the ion beslmow a significantly higher noise
level than the non-exposed pixels, due to an iseréathe leakage current. We also

noticed that the device supply current also ina@daand we couldn’t apply apis >
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1V, confirming that total dose effects were turreed(high leakage current in the
transistors).

In evaluating the above results, it must be redathat the chip was designed with
no radiation tolerance in mind at all, so it doed sport any specific hardening
toward both total dose and single event upset. l@ncontrary, this feature was
crucial to get unambiguous evidence that the SCGhrtelogy is very sensitive to

single high charge depositions below a 200 nm BOX.

8.4 SEU micro-mapping

The SIRAD IEEM system was used to map the sensittei Single Event Upset
(SEU) of the Shift Register (SR) of the SOI-Imadetector. The row shift register
(below the vertical metallization lines of Figur&2Bwas positioned in the field of
view of the IEEM using the standard copper-profikference point technique
described in Chapter 7. A microcontroller was usedrive and readout the SR. In
this experiment the chip was placed at a distaf¢és0 um from the ultra-thin Au-
SisN, membrane, and was irradiated with a 241 Mé&t ion beam The ion impact
rate used in the experiment was 1 kHz.

In the absence of upsets, we expect to find the@Rut in the inactive state (“0”)
during the first 255 clock pulses following thetialization procedure and to find it
in an active state (“1”) only during the next clopklse, which closes the readout
process and re-initializes the device. When eveupset is found in the readout
sequence, the microcontroller enables the flagasidelivered to STRIDE for 10 ms;
during this period, all the events detected by e are flagged. During offline
analysis, the flag signal is used to select alliding previously recorded by the IEEM
system in a time-interval of 2 ms: the readout tohéhe whole register. The impact
positions of all these selected ions feed a histogused to plot the SEU map (Figure
8.4).
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Figure 8.4 a) lon impact position of all the ionsletected by the IEEM system in a time-
interval of 2 ms prior the readout of an upset in 8ift Register. b) Schematic layout of the

SOl shift register. The nominal pitch P = 13.7um, the measured value is 13.9 + 0.pm.

In Figure 8.4-a) the SR SEU map is represented:gairs of hot spots are clearly
visible (the rest of the device in the field of wiess masked by a misalignment of the
membrane window). Each pair corresponds to a siSftecell and the two spots

highlight the two Flip-Flop D structure of the céfligure 8.5).

Latch 1 (Master) Latch 2 (Slave)

Figure 8.5 Layout of the design of one SR cell; ¢thposition of the Master and Slave

latch is shown.
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The different number of upsets in the two colunmdue to the fact that, although
the two Flip-Flop are identical, the logical state® not: the Slave Flip-Flop is
always complimentary to the Master Flip-Flop.

The distance among the centroids of the four gamsunts to 13.9 + 0fm and
15.1 £ 0.5um, in the Y and X axis of Figure 8 respectivelyb® compared to the
13.75um and 15.2um design values (Figure 8.4-b). The spots show as§an
distribution @ [0 2.5um). The present resolution of the IEEM does naivalus to
untangle the most sensitive nodes inside the wal ¢annot say what transistor is
responsible for an upset), but it is sufficientdistinguish the two Flip-Flops and
characterize their relative sensitivity: the Maskip-Flop is 2.6+0.1 times more

sensitive than the Slave.
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Conclusions

The SIRAD axial IEEM is now a mature system andhage entered a new phase. The
experience with the SDRAM diagnostic system way weportant; having to solve many
and diverse problems (from mechanical to electjomliowed us then to be able to quickly
change focus and gears and finally perform origamal interesting experiments, such as the
one with the power MOSFET. A new vigorous collabiora with the Cassino group has
begun and new IEEM experiments are planned. The is§ the effective resolution of the
IEEM needs more work but its was very important dsrto prove, to avoid chasing a red
herring, that the SDRAM needs to be completely redpplowever at this point a far more
interesting option is to change the type of piadatievice to measure the resolution. We
have already begun a collaboration with a groupghwite Department of Information
Engineering (DEI) of the University of Padova tkaidies the effects of single ion impacts
in FLASH devices. The resolution degradation steigiere successful as they point the way
for effective upgrades, for example the STRIDE firmane must be changed to allow the
possibility to improve the position estimator dfid. We are confident we can measure and
somewhat improve the resolution with minor changes,we also strongly feel that the best
strategy is to make the IEEM system more flexibker friendly and hence an attractive tool
to users.

One way to make the IEEM system much more flexbkdready under design: the ultra-
thin Au-SgN, membrane will be used to partition space into wwtumes: a high vacuum
portion with the IEEM, and a low vacuum volume wiitte device under test. A high vacuum
is needed to put high voltage on the MCP insiddBieM. At present any out-gasing of the
device under test makes the pump-down time verg (@5 hours, if not more with some
types of DUTs with complex boards). In the new iiarting the MCP would always be in
high-vacuum and can be turned on at any time, wh@deDUT chamber would require short
pump-down times: the DUT would be moved close ® tiembrane so that the vacuum
required before irradiation could be achieved imutés. At higher energy accelerators the

DUT irradiation could be done in air (the membraten withstand air-pressure). The
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membrane/DUT distance does affect the effectiveluéisn but our work has shown that
interesting values can be achieved with millimettistances [([L-2mm) that could easily
accommodate almost any type of device, posing dlmos mechanical and electrical
constraints to the user.

We have crossed many hurdles, learned a great alwél with persistence have
successfully reared the IEEM at SIRAD. In retrospee remain confident in believing that
the IEEM system will now make the already succddatftility even more attractive: SIRAD
now offers both global and micrometric possibiktir a wide selection of heavy ions. The
facility suffers much from too little beam time, towe hope that the success of the latest
experiments will help make matters improve.

An IEEM system is non-invasive, flexible and onligistly worse than that of the
very best energetic heavy ion microbeams. The ttoadil microbeam approach is
arguably the preferred one, as one can decide wheraext ion is going to strike,
but it certainly needs far greater developmenttas challenging to focus a wide
variety of energetic heavy ion beams down to mics@e. On the other hand an
IEEM can be easily installed by a small group obgle on a pre-existing and
successful beam-line at any high energy heavy ieelarator (cyclotron, post-
accelerators,...) that can deliver ions with greedileige and are more suitable to test

the latest microelectronic devices.
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