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Abstract

Electromagnetic fields are present in some envientsof everybody life. Some of the
most common sources of electromagnetic field thadrydody experiments are the sun
radiation, the electric current that supplies hbose (lights, television set, refrigeratatc
and antennas for telecommunications. In industralironments the magnetic and electric
fields are exploited to the metal treatments arsibfy some magnetic fields are generated by
means of electric welding applications or devidest use high intensity electric currents. In
residential environment the diffusion of the indant cooktop increases the possibility of
domestic exposure to magnetic fields. Neverthelelextromagnetic fields can also be used
with medical purpose.

This thesis evaluates the effects due to the iatierabetween electromagnetic fields and
biological tissues. It is to be noted that theat&ion of the magnetic field with a conductor
material produces induced currents density thatuldting in the media might heat it by
means of the Joule effect. The most important epptin of this phenomenon is the treatment
and melting of metals that have a large electwoalductivity (in the order of the millions of
S/m) and high relative magnetic permeability. Néweless, in spite of the tissues of the
human body are bad electrical conductors (conditiciiv the order of the unity or lower and
a unitary relative magnetic permeability), the ioeld current density might cause muscle
contraction. The intensity of these currents depaemdthe intensity of the magnetic field that
generates them and the effect is perceived if @ees a given threshold. In this case adverse
effect, like nerve or muscle stimulation might beluced. Then, every equipment that uses a
high intensity electric current produces a magné#atd that might generate an induced
current in the biological tissues. Some standagdslate the maximum of the electromagnetic
field at which every person can be exposed. Amangpenents that generate high magnetic
field this work analyzed arc and resistance welddagipments and induction cooktops. In
order to evaluate human exposure to magnetic fieldw 100 kHz, the magnetic flux density
and induced current density have been computedyubkim Finite Element Method. Some
simplified models of the human body have been imgleted. The computation results
obtained in these simplified volumes by means oherical methods have been compared
with these ones obtained using models that desadberately the tissues of the human body.

Electric and magnetic fields can be exploited imeanedical applications. For instance,
the magnetic and electric fields are used in malgitumor therapies. For instance, examples
are the thermal ablation or the tissues heatindocalized areas (laser, radiofrequency
antennas, thermoseeatc. A technique of new application is the Magnetituid
Hyperthermia (MFH), which the original idea is d5D, but the first prototype device is of
the end ninety. This technique uses magnetic natidea inserted in the treatment areas.
Nanoparticles are heated by means of an extenmad-tarying magnetic field of suitable
frequency and intensity and act as an internalcgoaf heat. In this case the aim is reached a
temperature close to a therapeutic value (42-48tGhie mild hyperthermia or overcome 60
°C for the thermal ablation).

Electric fields can also be used in order to stateudifferent areas of the brain. An initial



study shows some simulation results obtained ih bhatman and rat brains. Moreover, in this
case an experimental set up for measuremenisoin a rat’'s head has been developed.

All the computations of thermal and electromagnéélds have been solved using Finite
Element Analysis. Some of the algorithms for thiutson of coupled magnetic and thermal
problems and the code for the optimization procedoave been implemented inside a
commercial software tool. In particular, the optation algorithm included in the Finite
Element Analysis tool is an Evolution Strategy code

In order to calculate magnetic field, magnetic fldensity, induced current density and
electric field for the solution of the Maxwell edigms, different formulations have been used,
whereas the thermal problem has been solved usenpdat transfer equation, including the
Pennes term that describes the effect of the heofision.

Optimization codes have been used in order to desiglagnetic Fluid Hyperthermia
device. At first, optimization the uniformity of éghmagnetic field has been optimized, under
the hypothesis that magnetic nanoparticles areounlf distributed in tissues. This step has
allowed the generation of a first design of the neig field source. In a second step, the
optimization code has been used to search the tatope uniformity in the treated areas;
then, the coupling of a magnetic with a thermabpgm has been developed. In this case, the
transition from the magnetic problem to the theroa has required the computation of the
power density generated by means of magnetic natidpa, from the value of the intensity
of the magnetic field, using an analytical relatithat depend also on instantaneous
temperature and physical characteristics and theerdration of magnetic nanoparticles.

The optimization of the temperature uniformity inettreated area, also in term of
temperature rate, can be also seen from the pbwiew of the design of the magnetic field
source that is the magnetic fluid design (dimersiamd concentration of nanoparticles). Both
these aspects have been investigated. Finally, ptoeblem of the real distribution of
nanoparticles in tumor tissues has been investigateerm of temperature disuniformity, due
to the different nanoparticles concentration. Agoathm for the optimization of the points of
injection of nanoparticlesn situ has been developed, in order to limit the tempegeat
disuniformity related to nanoparticles local cortcation.

Some computations of the electric field have beerfopmed in order to evaluate the
feasibility to reach internal structures of theibraith electric fields, applying a voltage to
suitable points of the external skull. The frequewé the applied voltage is 4 MHz, an
unusual frequency for the instrumentation norma#igd to measure electric potentialvivo
in laboratory animals. The experimental part hasnbdeveloped in order to compare the
voltage computed with the Finite Element modelshwiite voltage measured inside the brain
tissue using glass micropipettes. It is to be ndtet at 4 MHz the micropipette has a
different impedance from the one it has in the rarose of instruments (below 1 kHz). A
measurement set up has been designed in ordenvertdhe signal measured by means of a
micropipette and an oscilloscope, considering & impedance of the micropipette. The
potential at the micropipette point is derived bgams of calibration curves evaluated through
specific experiments. Measurements have been usedalidate the Finite Element
simulations of electric fields.

The main results of this thesis are models of guamganisms implemented for biomedical
applications in order to evaluate the effect ofcetmamagnetic fields in biological tissues.
Moreover, different formulations have been useddive electromagnetic problems, and the
solution of magnetic and thermal coupled problenas been proposed. Optimization
algorithms have been used for the design of magmktvices and treatment planniregyg.
position of the magnetic field source as a functibthe patient and treatment area) or in the
magneto fluid drug composition (size of nanopagchnd concentration).



Sommario

| campi elettromagnetici sono diffusi in molti arabti industriali e residenziali. Alcune
delle piu comuni sorgenti di campo elettromagnesono le radiazioni solari, la corrente
elettrica che alimenta gli elettrodomestici (Iuelgvisore, frigorifero, ecc.) e le antenne per le
telecomunicazioni. Negli ambienti industriali i canelettrici e magnetici sono utilizzati per
la fusione e il trattamento dei metalli, in partaoe alcuni dispositivi per la saldatura possono
generare campi elettromagnetici di intensita ekeviat ambiente residenziale la diffusione del
piano di cottura a induzione ha aumentato la pdsaildli esposizione della popolazione a
campi magnetici che potrebbero essere intensitrénal campi elettromagnetici possono
essere utilizzati a scopo medico in alcune terapie.

Questa tesi analizza l'interazione tra campi @etagnetici e tessuti biologici. E da notare
che l'interazione del campo magnetico con un naégonduttore produce correnti indotte
che circolano nel materiale e producono calore @ketto Joule. L'applicazione piu
importante di questo fenomeno e il trattamento feiséone dei metalli che hanno una elevata
conducibilita elettrica (dell'ordine dei milioni 8im*) ed alta permeabilita magnetica relativa.
Nonostante i tessuti del corpo umano siano cattiwnduttori elettrici (conducibilita
dell'ordine l'unita o piu bassa e una permeabitiggnetica relativa unitaria), la densita di
corrente indotta pud causare la contrazione muszoldntensita di queste correnti indotte
dipende dall'intensita del campo magnetico cheeleern e il loro effetto € percepibile se
superano la soglia di stimolazione dei nervi ordascoli. Quindi, ogni apparecchiatura che
utilizza una corrente elettrica produce un campgrmetco che puo generare correnti indotte
nei tessuti biologici. Alcune norme regolano il siaso valore del campo elettromagnetico a
Cui ogni persona puo essere esposta. Tra le agb#émaoe che generano campi magnetici
questo lavoro analizza le saldatrici ad arco essstenza e i piani di cottura a induzione. Al
fine di valutare I'esposizione umana al campo mgmsotto i 100 kHz, si valuta I'induzione
magnetica e la corrente indotta in opportuni volghme simulano il corpo umano mediante il
metodo degli Elementi Finiti. La corrente indott@aloolata con i modelli semplificati del
corpo umano é stata confrontata con quella cakalizzando modelli che descrivono con
precisione i tessuti del corpo umano.

Campi elettrici e magnetici possono inoltre essiitizzati in alcune applicazioni mediche.
Ad esempio, il campo magnetico ed elettrico posstvoware impiego nella terapia dei
tumori. Esempi sono l'ablazione termica dei teseuti riscaldamento di zone localizzate
(laser, antenne a radiofrequenza, thermoseed,. édog tecnica di nuova generazione e
I'ipertermia magneto fluida, la cui idea originariaale agli anni ‘50, ma il primo prototipo é
della fine degli anni novanta. Questa tecnicaza##inanoparticelle magnetiche inserite nelle
aree da trattare. Le nanoparticelle sono riscalgatemezzo di un campo magnetico tempo
variante esterno di frequenza e di intensita adegeaagiscono come una fonte interna di
calore. In questo caso la temperatura raggiuntatessuti deve raggiungere la soglia
terapeutica (42-43°C per l'ipertermia o super&@@ iC per I'ablazione termica).

Il campo elettrico pud essere utilizzato anche gtienolare diverse aree del cervello. Un
primo studio mostra alcuni risultati di simulazioagenuti sia in un cervello umano sia di



ratto. Inoltre, per questo esempio e stato sviltppa set up sperimentale per misure/ivo
nei tessuti della testa di un ratto.

Il calcolo del campo termico ed elettromagnetigiado risolto utilizzando il Metodo degli
Elementi Finiti. Inoltre sono stati implementatcahi algoritmi per la soluzione di problemi
di accoppiamento magnetico e termico e un codigelgpgrocedura di ottimizzazione. I
codice di ottimizzazione, di tipo Evolution Straye@ stato implementato all'interno di un
software commerciale per risolvere problemi eletagnetici e termici mediante il metodo
degli Elementi Finiti.

Per la soluzione delle equazioni di Maxwell percalcolo del campo magnetico,
l'induzione magnetica, la densita di corrente ita@t il campo elettrico sono state utilizzate
diverse formulazioni, mentre il problema termicastato risolto utilizzando I'equazione di
trasferimento del calore, includendo il termine feEnche descrive I'effetto della perfusione
sanguigna.

| codici di ottimizzazione sono stati utilizzatiipecipalmente per la progettazione di un
dispositivo per l'ipertermia magneto fluida. Per pmmo disegno della sorgente di campo
magnetico si € ottimizzata l'uniformita del campoagnetico, sotto lipotesi che le
nanoparticelle magnetiche fossero distribuite uniemente nei tessuti. In seguito il codice di
ottimizzazione é stato utilizzato per cercare fommita della temperatura nelle zone da
trattare, e quindi e si € risolto un problema m#égadermico accoppiato. In questo caso il
passaggio dal problema magnetico a quello terma&aidhiesto il calcolo della densita di
potenza generata dalle nanoparticelle magnetigeetae dall'intensita del campo magnetico.
In questo caso si € utilizzata una relazione aocalithe valuta la potenza a partire dalla
temperatura istantanea dei tessuti, le caratighistiisiche delle nanoparticelle magnetiche e
l'intensita e la frequenza del campo magnetico.

L'ottimizzazione dell’'uniformita della temperatunalla zona trattata, anche in termini di
rateo di temperatura, puo essere vista come pezjmte sia della sorgente del campo
magnetico sia del magnetofluido (dimensioni e catrezione delle nanoparticelle) .
Entrambi questi aspetti sono stati indagati. Infinestato valutato I'effetto della reale
distribuzione delle nanopatrticelle nei tessuti tuaticsulla disuniformita di temperatura legata
alla disuniformita della concentrazione delle nartipelle. In questo caso, per limitare la
disuniformita di temperatura correlata alla conagione delle nanopatrticelle, si e sviluppato
un algoritmo per l'ottimizzazione dei punti di inienein situ delle nanopatrticelle.

Infine e stata studiata la distribuzione del cangpettrico creato da una differenza di
potenziale applicata alla scatola cranica per aatuta fattibilita di raggiungere le strutture
interne del cervello. Il segnale di tensione wtéito € a 4 MHz, una frequenza non usuale per
la strumentazione normalmente utilizzata per mreurgotenziali elettricin vivo su animali.
Per confrontare la tensione calcolata con i cadlienerici con quella misurata all'interno del
tessuto cerebrale usando micropipette di vetrotato studiato un set up di misura. La
micropipetta alla frequenza di 4 MHz ha impedenitgerénte rispetto quella che si ha nel
normale uso dello strumento (frequenze inferiatikHz). Mediante I'esperimento progettato
si sono ottenute delle curve di taratura per cdireat segnale misurato con la micropipetta e
l'oscilloscopio. Tali curve tengono conto della lee@ampedenza della micropipetta. Queste
misurazioni sono state utilizzate per validareitegazioni numeriche del campo elettrico.

| principali risultati di questa tesi sono i modedi organismi viventi implementati per
valutare le interazione dei campi elettromagnetan i tessuti biologici. In particolare, per
risolvere i problemi elettromagnetici e di accoppénto magnetico e termico sono state
utilizzate diverse formulazioni. Inoltre, per laogettazione dei dispositivi magnetici, la
pianificazione del trattamento (posizionamento aledorgente di campo magnetico in
funzione paziente) e la composizione del magnetiddl (dimensioni e concentrazione delle
nanoparticelle) sono stati utilizzati algoritmiattimizzazione.

Vi
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Summary

Electromagnetic fields are spread in the envirortrbexcause a lot of the modern devices
are supplied by means of an electric current argret equipments use electromagnetic
waves. It is well known that electromagnetic fieltmn interact with metal structures, then
with electrical conductor material, inducing a tesrgiure increasing by means of Joule effect
or energy deposition.

Since electromagnetic fields can interact with eieal conductors, they might induce also
the same effects on the human body structuresadh fwith the same mechanisms the
electromagnetic fields can induce current densityheat in the human body. These
interactions can be studied in order to preveneestyeffects, but also to use them in medical
treatments. For instance, the human body tissutngezan be used for the reduction of some
cancer mass and, then, they might have a therapsfteict, whereas in some case they might
induce muscles contractions or nerve stimulation.

Finite Element Analysis has been used to solvetrel@agnetic and thermal problems in
structure with electric and thermal characteristié® the human body tissue, whereas
optimizations techniques have been used to desigadical device.

Example on the electromagnetic field exposure, M&gnFluid Hyperthermia cancer
treatments and electric field distribution in th@ibh when a voltage difference is applied to
the skull bone have been presented and solved bypsya the above mentioned techniques.






Chapter 1

1 Introduction

Finite Element Analysis is applied to bioelectrometic problems in order to study
different aspects of the electromagnetic field iatdon with human body tissues. Maxwell
equations for low frequency electric and magneglt$ in a quasi-static formulation and heat
transfer equation for thermal heat transfer proklérave been solved in order to evaluate in
models simulating the human body electric and tlaéoharacteristics:

* Induced current density;
» Electric field;

* Power density;

* Magnetic field;

» Tissue temperature.

Since the interaction between electromagneticdialad biological structures might induce
current density or heat deposition and these idtiera modes might induce both adverse and
therapeutic effects it is important to evaluategh#ty of the interaction.

For electromagnetic analysis the human body islectreeal conductor and a dielectric
medium depending on the frequency range and thieiaea quantity €.9.induced current
density or electric field distribution) whereas tbe thermal analysis is a thermal conductor
media. It is to be noted that the biological tissaee not good electrical conductors because
they have a lower conductivity, then a high registiwith respect of a metal (few ten &im
versus 18 Qm), but it is well known that the intensity of timduced current can interact
with the biological matter causing some adverseotdflike muscle and nerves stimulation or
heat induction. The interaction of the electromdignigeld and the human body can be also
exploited for therapeutic purposes like hypertharntieatment or electric field cell
stimulation. For instance, if a heat source is gdosaside an organ, a heat transfer
phenomenon, with a temperature increasing effegjhtrarrive. Then, the analysis of the
induced current and energy deposition on biologitssues is important in order to avoid
some possible dangerous situations or quantifssaible therapeutic effect.

Since the human body in terms of electric and tlaércharacteristics is a heterogeneous
volume the biological effects of electromagnetedican be evaluated by means of numerical
computation techniques. In general, the most ingpbrélements for the numerical resolution
of the electromagnetic and thermal problems indgiglal field are:

« The model in which the electric and thermal chamastics of the biological tissue
are considered,;

» The source of electric or magnetic field that maguice the biological effect;



* The computation method for the resolution of thenatical problem €.g. Finite
Element Method) and the optimization methods.

Given the electromagnetic or thermal problem amdtat and thermal characteristics of
the biological tissues, some models of human badyprosm, simplified or realistic ones,
have been developed in order to evaluate:

* Adverse effects deriving from the human body lowgirency magnetic field
exposure;

» Therapeutic effects due to:

o0 heat deposition on the tissue for the cancer tlyerap means of
hyperthermia treatments;

0 electric field induced in tissues for the cellsmtlation.

Given the different aspects of the electromagnéitd interaction with biological
structures, adverse or therapeutic ones, the pahgtioblems analyzed involve:

* Welding equipments exposure in industrial environtne

* Hyperthermia mediated by means of magnetic nanofest (Magnetic Fluid
Hyperthermia);

* Hippocampus cells stimulation.

In particular the proposed examples have some canaspects that involve the method to
solve the problem and the used models like:

* The analysis of the effects deriving by the intéacof the electromagnetic fields
and the biological tissues;

* The application of the numerical analysis for tb&igon of the electric, magnetic
or thermal problem (Finite Element Analysis);

» The type of the electromagnetic field formulationssed to solve the
electromagnetic problem;

* The use of an human body model (realistic or sifigpl) with electric and thermal
characteristics of biological tissues;

* The use of optimization methods to design eleetnid thermal devices.



Chapter 2

2 About the interaction of electromagnetic fields wih biological
tissues: adverse and therapeutic aspects

The conductive and dielectric nature of the biatagstructures implies that might occur a
possible interaction with electromagnetic field eTihteractions between the biological tissues
and the electromagnetic fields are of two types:ftiimer includes all the effects deriving by
the induction of magnetic flux density and elecfield or the voltage difference appliance
like the circulation of induced currents or electiield distribution, the latter includes all the
interactions between the electromagnetic wavesthadissues like the energy absorption.
Then, the most important effects deriving from thieraction between the electromagnetic
field and the biological tissues are the inductidrelectric currents, electric fields or heat.
Some of these effects can be harmful like currediudtion, and others can be used in
therapeutic application, like heat in hyperthermpplication. In order to protect the people
from the electromagnetic field exposure some gindsland standards have been emitted [1-
3], whereas some research groups have studiedstiethe electromagnetic field in order to
apply them in medical therapies.§.hyperthermia, cell stimulation).

2.1 Exposure protection guidelines

The European Community has recently emitted thesdiive 2004/40/CE [4], which
acknowledges the limits suggested on the ICNIgRdelines [1-3], in order to regulate the
exposure to electromagnetic fields of workers.Ha industrial environment the sources of
magnetic field are so much spreaglg( induction heating devices, power transformer,
welding equipment, melting plants, arc furnacess,), that the intensity of the magnetic field
in the environment might be so high that some &ffean be detected. Some of these effects
that might cause some biological consequences orahiody are:

* Induction of electric current density and some elated effects;
e Induction of the electric fields;

* Heating of the tissues.

2.1.1. Adverse effects of the electromagnetic fields: hunmaexposure

The exposure of human body to magnetic fields gnes induced electric fields and
electric currents. The coupling of the fields withdy depends on the electrical characteristics
of the tissue, the morphology of the structuresoiwed in the field exposure and the
characteristics of the field. The fact that the hunbody isn’t an electrically homogeneous
system means that the localization and intensitythef induced current depends on the
resistivity of the particular tissue.@.liver, muscleseethe chapter 3).

! International Committee Non lonizing Radiation feation



The study of effects of the human exposure to elewgnetic field is important because
time-varying electromagnetic fields at frequendietow 100 kHz sufficiently intense might
cause some macroscopic effects (in absence ot doetact) as:

e Cardiac fibrillation;
* Vision of phosphenes;
* Nerve and muscle stimulation.

The basic restrictions and related limits introdlibg the ICNIRP are determined in order
to prevent the occurrence of such effects. Moreawere-varying electromagnetic field can
also interfere with implanted medical device likeecpmaker [5], [6], whereas static magnetic
field can interact with orthopedic prosthesis liketal bars or screws in bonesd. like can
occur in the medical Magnetic Resonance Imagingcdsy.

a. Mechanisms of nerve stimulation

It is well known that magnetic fields sufficientigtense or magnetic field gradients can
cause stimulation of the peripheral nerves and laussue. The excitation of nerves depends
on the duration and intensity of electromagnetaldfi[7]. In particular, in case of long
duration pulses, the excitement of the nerves esrii/the stimulus intensity on the surface of
the nervous beam is above a minimum threshold.eSime excitation of a nervous cell arrives
if the variation of the voltage difference betweka two sides of the cell membrane is upper
to a prescribed threshold, a minimum on the induo@dent density is needed. The main
characteristics related to the propagation of npnises and muscle stimulation are:

» the intensity required to cause nerve stimulatisesrreducing the pulse duration;

» after the passage of a stimulus the nerve remaires refractory state for a few
milliseconds and is unable to receive any othemltis;

* nerve cells adapt themselves to the stimulus, gheonstant current is effective at
the beginning of its application, but lose the efifeeness in the following instants;

» asinusoidal time-varying current at low frequemineffective because the rate of
change of current is too low;

* a very high frequency alternating current is inefifee because the cycles are too
short to move the membrane potential.

Given the excitation mechanisms of the nerve andcies of the human body and
mechanisms of the field coupling with the body, lihetation of the exposure to constant and
low frequency time-varying electromagnetic fieldntgto prevent the possible occurrence of
phenomena of nerve and muscle stimulation that rappear consequently to the
electromagnetic fields exposure. It is to be ndted the appearance of more or less intense
effects depends not only on the intensity, but alsthe signal frequency.

b. Induced currents

A time-varying magnetic field at low frequency incanductive medium induces electric
field and electric current density. Since the bgatal tissues are conductive, even if it has a
resistivity eight orders greater than the metatsnes electric currents can be induced on
human body [1].

C. Electric field
A time-varying electric field generates a flux déaric charge and the formation and



orientation of electric dipoles. External elecfields induce a surface charge distribution that
generates an induced electric current density [1].

d. Energy absorption

Exposure of a body to an electromagnetic field fabquency above 100 kHz might induce
temperature rise if the field is sufficiently insmn This phenomenon is due to deposition of
the energy transported by means of the electrontiagmave [1].

e. Direct heating of biological tissues by means ofedtromagnetic fields

It is well know that electromagnetic fields causasae on body temperature because the
electromagnetic radiation transports energy. Tis dibservations about some heating effects
due to electromagnetic field exposure of human dualye been made since the Thirties and
during the Second World War in the operations ofintaéning the radar devices.
Consequently of these observations the first stalsdldave been emitted by the USA
government [8]. Actually, some devices that usetedenagnetic fields are diffused both on
industrial environment and in household appliarjég§l0]. For instance the electromagnetic
fields at radio frequency are used to cook somedddmth in home and industrial ovens and
to dry textile products

2.1.2. Scientific data about possible electromagnetic fids interaction and toxicity

In order to understand the entity of the biologiddsues heating induced by
electromagnetic fields a lot of studies have bemmacted for observing the possible effects
of power lines, microwaves or mobile phone radratia lot of studies, epidemiologic amal
vitro, have been conducted in order to estimate theitgxdf the electromagnetic field for
living organism [1],[11],[12]. Few results and sdme inconsistent or contradictory have
been reported [13]. For instance in [14] after esxpe to electromagnetic field of cell cultures
any DNA damages are evident and cells seem to d@daptselves to electromagnetic stress.
From the results obtained in scientific studies WEO® has classified the electromagnetic
field as “possible human carcinogen” [15] using tRdRC* classification [16], [17]. A
scientific certainty only for acute effects hasitbdemonstrated [1].

a. The case of the low frequency

In the past a great effort has been made to stuelpossible biological effects and health
risks of the low frequency electromagnetic fieldpecially at 50 Hz for the fear of the power
lines and electric appliances [13],[18],[19], [2@Jt any evidence on cancer occurrence or
other disease has been confirmed for people livimder power lines. A lot of studies have
been conducted in order to evaluate the incidehdkeochildhood leukemia in relation with
the exposure to low frequency electromagnetic fi@lth24], but without any certainty of
correlation. Other studies have been conductedderao verify a correlation between low
frequency electromagnetic field and the cancerr@dodegenerative diseases in residential
and working environments, but any evidence andrastihg results have been found [25-28].
Then, any long term effect hypothesized has beefirated by the research conducted. The
evident effects of the low frequency electromagnééld are the acute ones that are linked
with the electric coupling of the electromagnetald with the tissues like nerve and muscle
stimulation [1], [29-35].

2 http://www.stalam.itthomepage_eng.html (last asdesuary 2011)
® World Health Organization, http://www.who.int/gdst access January 2011)
* International Agency for Research on Cancer, Migpaw.iarc.fr/ (last access January 2011)



b. The case of the Intermediate Frequency

With the term “Intermediate Frequency” (IF) is nairtbe frequency range between 300
Hz and 10 MHz. The effects of the electromagnaesldfin this range are not largely studied
[35], but appliances that generate IF electromagrietids exist and are widespread. Some
examples are induction cooktop (20-90 kHz), melfimgnaces, induction industrial devices
(few kHz) [36] or medical equipments like electrgnatic nerve or bone stimulator or
electrosurgical units [37]. Since induction cookteme popular devices, especially in Asiatic
countries for the rice cooking or in North-Euroggions due to the low cost of the electric
energy and the high efficiency (>90%) related te tooking technique [38-40], a bit of
efforts to study the IF effects related to thistemlogy have been made.

In the IF range both the induced current (non-ttaynand thermal effects subsist. In
literature, there are few studies about the bi@algioxicity of IF magnetic field and cancer
promotion [35],[37],[41]. For instance, in [42] tlyenotoxicityin vitro has been tested, but
any cell modifications (grow, mutagenicity, DNA dage, etc) have been shown a clear
evidence. Fuijita [43] has developed an apparatusder to study the electromagnetic field
exposure of cellsn vitro, whereas Kim [44] and Lee [41] have exposed mica sawtooth
magnetic field at 20 kHz (the frequency of the P@ &V monitors), but any abnormalities of
teratological or cancer promotion effects have stected [13].

C. The case of the radio frequency

The first observations on Radio Frequency (RF)tedetagnetic health effects have been
observed on heating tissues. Some research graayes searched a correlation between
cancer and the exposure to electromagnetic fielwieemted by mobile phones, antennas,
microwave ovens and other sources [1], [45-49], loutthe case of an exposition to a
continuous electromagnetic field, the only evidefiiécts are the tissues heating and cataract
induction both in humans and animals [50-52]. Ia ttase of an exposure to a pulsed RF
electromagnetic field some experimental data haweave that, if the field is able to induces a
significant temperature rise, it can be teratogglig, [53].

2.1.3. Electromagnetic field protection in practice

The literature about the possible health effectelettromagnetic field suggests practical
indications resumed in some operative standards. iRstance for household electric
appliances some methods for electromagnetic fiedduation and measurements are reported
on the standard EN 50366 [54], while for weldingli@gnents computations on human model
are also allowed in order to evaluate the induagdeat density [55], [56]. Other standards
give some indications about the measurement teagbsiqor the estimation of the
electromagnetic field generated by power lines, gravansformersetc[57-59].

a. Welding equipments

In case of welding equipments human exposure caeViauated as described in the
standard EN 505055 [56] for resistance and EN 5(088}for arc equipments. In the case of
arc equipments the welding current is continuoustae following evaluation techniques are
allowed:

* Measurement of the magnetic flux density;
» Computation of induced current density in humanyboddels;

» Computation of induced current density in simpéifraodels like disc or cylinder.



Whereas in the case of resistance equipments nesasots are not simple to perform for
the pulse nature of the welding current and thesupe can be evaluated by means of:

« Computation of induced current density in simptifir@odels like disc or cylinder;
« Computation of induced current density in humanyboddels.

Then, given the shape of the source and the freyuand intensity of the current,
simplified models and human body model allow thaleation of both magnetic flux density
and induced current density in the considered velum

b. Induction cooktop equipments

In the case of cooktop equipments the evaluatioth@fhuman exposure can be made as
described in the standard EN 50366 [54] that repibie magnetic flux density measurement
techniques for household appliances.

In this work the electromagnetic field exposureev@luated by means of a computation
strategy with suitable simplified models of the rambody like the ones used in the welding
equipments exposure assessment.

2.2 Some medical use of the electromagnetic fields

Electromagnetic fields can be used in medical tneats for some diseases or in diagnostic
investigations. Some of these therapeutic or disgnapplications, more or less widespread,
are, for instance:

* Magnetic resonance imaging used in diagnostic.his tase is used a static
magnetic field (a few Tesla) with a radio frequesanal superimposed [60];

* Hyperthermia uses electromagnetic fields for tleatment of cancer by means of
tissue heating;

» Electric stimulation: the stimulation of the hippmepus by means of electric field
can be used in some brain therapy like Parkinsoneorrological disease®.(.
transcranial electric stimulation [61]).

* Pulsed electromagnetic fields can affect the oséstd proliferation for bone
reparation and favorite the wound healing [62-64].

2.3 Therapeutic effect of the power deposition: hypertermia in the cancer therapy

The term hyperthermia identifies some therapeettiniques that use the heat to damage
the cancer cells [65-70]. In fact, it is well knowrat tumor tissues are more sensitive to heat
than healthy tissues. This fact is due to some ggmthat occur both in vascular architecture
and environmental characteristics [65], [71], [7Phe chaotic vascularization of tumor mass,
due to a not controlled blood vessel grown, mighise a reduction on the efficiency of the
blood cooling effect [65], [73], [74]. In fact, thhermal homeostasis of tissues is regulated by
the blood flow that removes the heat produced btabwdism of the tissues and transports it
toward the skin surface, through which it is trans#d to the surrounding environment [75].
The vascular network in the tumor tissue is madb by the vessel of the original tissues and
the ones growing in the tumor mass. So, it reshfistumor tissue is vascularized chaotically:
some of the vessels are those of the original dissuwhich the tumor is established and
maintain their physiological characteristics, usléisey are incorporated in the tumor mass
during its growth, whereas the other vessels agated by an abnormal angiogenesis and



have an architecture that alters their functiopgit3]. In this way, the blood flow in the
tumor mass is changed [74] and might lose the dagpac maintain the homeostasis.
Moreover, it is known that tumor tissue has a Idw gnd the acidic environment increases
the cells sensitive to the heat. Then, since thetuwells might be more sensitive to the heat
they might lose their capacity to survive in sortress conditions [65], [76].

Depending on the rate of the temperature increasimthe tumor mass, the apoptosis of
the cells or their necrosis can be induced [77-TBg apoptosis, or programmed death, is the
natural mechanism by which damaged cells are editath This metabolic pathway may be
induced by the increasing on the tissue temperdewedegrees above 42 °C. In [68], [77],
[80] it is observed that the temperature incredsene degree reduces the percentage of the
cell survival. Nevertheless the increasing on @meperatures above 50-60 °C leads to the cell
necrosis, coagulation and charring of tissue [66],[81],[82]. The former condition is
named “mild Hyperthermia”, whereas the second aherinal ablation”.

2.3.1. Hyperthermia techniques

In biological applications the term hyperthermiaentfies all external or internal
treatments that can induce a temperature increasetioe basal value (for the human body
37°C). Among hyperthermia treatments are includedh btotal body applications and
localized ones. In the former the temperature isseduced throughout the whole body and
examples are thermostatic bathrooms or exposusmite energetic radiation sources like
microwaves or electromagnetic fields [72], [80]3]$34]. In the second type of therapy the
heating source is focused on a target area. Exangwke the laser, directional antennas or
suitable electromagnetic applicators. Other possil@vices for the hyperthermia treatments
use radio frequency, magnetic field at industniafjtiency, electric field or infrared radiation
as external sources of heat [77]. Alternatively thmperature rise can be induced by means
of some internal heat sources such as the therm®seelectrodes [83],[85-87] used to treat
some types of cancee.@: prostate, neurological, melanoma) or the magn&itoparticles
suspended in a suitable fluid. The techniquesHerldcalized hyperthermia might allow the
reduction of the damage occurred to the healtlspdis in the surrounding area of the tumor
mass that is the limitation of the use of the tbtadly hyperthermia techniques.

a. Direct heating of biological tissues by means ofadtromagnetic fields

Some medical therapies use electromagnetic fiel@rder to heat therapeutically the
tissues in local or whole body treatments. Theihgaffect might be due to the absorption of
the energy transported by means of electromagneties that interact with the body.

b. Indirect heating of biological tissues by means adlectromagnetic fields

The indirect heating of biological tissues mightdgeformed by means of the interaction
of some implanted devices with electromagnetidfi@he device is inserted in the targeting
areas of one or more organs and an external efteatnoetic field induces its heating. Some
examples of these devices are the thermoseed®{8¢ magnetic fluid. The former devices
are seeds of magnetic material. A time-varying netigrfield generates an induced current in
the magnetic material that produces a temperahareasing due to the Joule effect. In this
way the device heats the area in which it is ireskhty heat transfer. Whereas the second one,
which is formed by spheres of magnetic materiahwidanometric sizes suspended in a fluid
[69],[88],[89], generates heat if a time-varyinggnatic field is applied. The electromagnetic
field interacts with the magnetic moment of the metgc nanoparticles that can rotate in the
fluid or flip their magnetic moment. Then, relaxaiphenomena, that cause the generation of
heat, are induced. In this last case the powerityegenerated by means of the magnetic field
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is a non linear function of the field intensity aindquency and depends, also, on the physical
characteristics of nanoparticles, their concerdraéind dimensiorsgechapter 8).

2.4 Magnetic fluid hyperthermia: principle

The hyperthermia with magnetic nanoparticles is allled Magnetic Fluid Hyperthermia
from the drug with which the nanospheres are ieéh the tumor tissues. The magnetic
nanoparticles are spheres of a magnetic materithdnsize of nanometers, suitably coated
with molecules to increase their biocompatibiligyyd dipped in a fluid that facilitates their
injectionin situor in the systemic circulation [66], [86], [89].

2.4.1. Magnetic nanoparticles

Magnetic nanoparticles can be formed by means afagnetic nucleus of single or
multidomain type (Figure 2.1) [90], [91]:

* Multidomain : the magnetic material is formed by some magrdgimains that are
areas in the magnetic medium characterized by aet@gnoment with a direction
that is different by the one of the neighboring @ams (Figure 2.1 (a)) [92].

* Single domain in this case, a single magnetic domain occurswthe size of the
magnetic material is under a characteristic thriestiat depends on the magnetic
composite (Figure 2.1 (b)). The formation of domaalls is unfavorable, thermal
fluctuations prevent a stable magnetization anéhgles magnetization occurs. In
this case the coercive field, characteristic of tfegnetization curve, tends to be
null. In this case the nanoparticles are in coadibf “superparamagnetism”. The
magnetic moment of a superparamagnetic materrauh larger than the one of a
paramagnetic material, but with the same behawioterms of the magnetic
moment orientation in a magnetic field [92]. Thére superparamagnetic behavior
dominates, that is the coercive field tends to Zénere is no hysteresis) and the
magnetization curve is independent of the temperd@l],[93-95]. At the end a
superparamagnetic state transition depends ald¢beotemperature of the medium
(seechapter 4).

(a) (b)

Figure 2.1: Magnetic domains: (a) multidomains érdsingle domain.

In the practice multidomain nanoparticles are ns¢dubecause it is well known that
superparamagnetic nanoparticles generate a povestegrthan the one deriving from
multidomain nanoparticles [70]. Then, in hyperthiartneatment single-core elements are the
most used as heat sources. The superparamagnetapantcles used in biomedical
application can be single core or multi-core [9f8)yered with different materials in order to
make them hydrophobic or hydrophilic. The forméw single core ones, are formed by a
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magnetic nucleus covered by means of a surfacaget,llike dextran, a molecule similar to
glucose, which makes them more biocompatible [6](-99] or siloxane, or other
compounds [100] like polyethylene glycol, oleic dicproteins, amilosilaretc, [101] to
improve the biocompatibility [66], [100]. The muttore nanoparticles, named magnetic
probes [102], [103], are formed by means of a higgatible matrix,e.g dextran, in which
magnetic elements are dippedy.iron oxides (see Figure 2.2) [91].

a. Magnetic nanoparticles heating phenomena

The magnetic nanoparticles for medical use are liyssmall particles of a magnetic
material like magnetite (F®,), maghemite (F£3) and sometimes CobaltoFerrite [91], [96],
[100], [104],[105], which, subjected to a suitabi@e-varying magnetic field, can produce
heat [66], [106], [107]. The heating mechanismsragnetic nanoparticles are due to the
interaction of the time-varying magnetic field witie nanoparticle magnetic core [69], [70],
[90], [106]. The heating of magnetic nanopartiadas be due to:

* Magnetic relaxation effects developed if the magnetic nanoparticles are roglsi
magnetic domain type and that are due to the magpedperties of the material.
These effects are:

o Brown relaxation: torque of the magnetic nanoparticles in a fluid a
heating generation by friction with the viscous medrhis mechanism
interests the whole nanoparticle, its core and ogelayer, and can be
suppressed if the nanoparticles are dipped inlaggosity media.

o0 Néel relaxation in this case the torque force interests the magnement
of the internal magnetic core. In this case ithe magnetic moment that
flips and not the whole nanoparticle.

* Ohmic losses phenomenadue to the induced currents that flows in the medig
material and generated by means of a time-varyiagnatic field. In this case the
heating is due to Joule effect caused by the imtloaerent density.

» Hysteresis due to irreversibility of the magnetic materiahgmetization.

In the case of single domain superparamagnetic paatioles the heating by magnetic
relaxation phenomena is dominant with respect ¢oatmmic and hysteresis ones, whereas in
the multidomain nanopatrticles the heat is generayduysteretic losses [86].

Magnetic core Magnetic cores

Antibodies Antibodies
\g ~7 orligands \g ~7 orligands
o~
Covering Polymeric

matrix
(dextran)

Z layer

(a) (b)
Figure 2.2: Magnetic nanopatrticles: (a) single dbjanulti-core.

In the case of a single magnetic core both thexaéilan phenomena, Néel and Brown, can
interact in the heating generation, whereas imihéi-core iron oxide nanoparticles the Néel
relaxation phenomenon is dominating because naticlpaaire immobilized in the matrix and
are not able to rotate [108].
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In any case the therapeutic effect of the magmatterial is due to the application of a
magnetic field that generates the heat in ordendoease the temperature locally. Then, the
hyperthermia is an adjuvant therapy because mighice the damage of plasma membrane,
cytoskeleton and nucleus leading to cell death rarght activate some proteins that might
induce cellular apoptosis, like some proteins i fdimily of the Heat Shock Proteins (HSP)
[109]. Generally, these proteins act like a praieat case of a rapid increasing in the cell
temperature reducing the heat damages [69]. Bsihould be noted that the HSP may, in
some cases, trigger the mechanisms of a thermmtwle [66] and, thus, reduce the effects of
the hyperthermia treatment [80] [110]. For examiplg66] it is suggested a rapid initial
heating in order to improve the effects of therri@rapy, although having care that the
temperature distribution is as smooth as possible.

b. Magnetic nanoparticles deposition in biological tisues

The positioning of the nanopatrticles in the treatissues is not easy. In the hyperthermia
with magnetic nanoparticles the magnetic fluid eéneyally administered by direct injection
into the target tissue [67]. Alternatively, soméhas have studied the possibility to inject the
drug intravenously or in arteries [86], [111]. T@blems related to these techniques are due
to the action of the immune system which operdte®eiinjected substances are recognized as
foreign. These substances are quickly captured &grophages and eliminated, unless they
are not properly covered in order to trick the ifmausystem [112]. Nevertheless,
nanoparticles coated with dextran or aminosilawtber surfactant can be incorporated into
the cells by endocytosis as described in [86], [1{AA3], [114] and used as internal source of
heat.

Moreover, other difficults in magnetic fluid injeéah are due to the morphology of blood
vessels in various organs. For instance, the eetiakltells of blood vessels of the nervous
system have joints, the blood-brain barrier, diffido penetrate, the windowing capillaries of
the gastrointestinal and renal system eliminateéighes down to 50 nm, and the sinusoidal
capillaries of the liver and spleen eliminate des above 200 nm. It is known that in tumor
tissues the capillaries are more permeable tharoles with a continuous wall, and then,
because the lymphatic drainage is insufficient,niaeoparticles may be easier deposited [66],
[115]. In some case nanoparticles extravasatiominugcur [116].

Since cancer cells have specific binding sitesediffit from the ones of the healthy tissue,
the nanoparticles can be functionalized appropyiaéed directed to the target site. For
example, in [97] the outer surface of the nanoplagiwas functionalized with molecules that
bind with antigens and receptors expressed by ttaajks, while in [98] are incorporated in
liposomes and functionalized with antibodies, whserim [102], [103] nanopatrticles dipped in
the matrix of dextran that are functionalized oa $shirface with specific antibodies.

Limitations of the techniques of Magnetic Fluid Hyfhermia with the injection of the
nanoparticle drug directly in the vascular systemdue to the effective concentration of the
nanoparticle in tissues [89], [111]. Jones and W/ifit17] reported some experimental results
carried out on rabbits linked to the administrattdmanospheres containing nanoparticles of
ferromagnetic iron oxidey{Fe,0s3) through the renal artery and applying a suitabégnetic
field (H = 40 kA/m at 53 kHz). The therapeutic teemgture achieved is directly related to the
actual concentration of nanopatrticles.

Injection into an artery of the magnetic nanopé&tidluid, known as arterial embolization,
might form clusters of particles as it is shown[&6], [114] for liver cancer. It should be
noted that the perfusion of the healthy liver pahgma is coming mainly from branches of
the portal vein, while the vascular network of thenor is generated by the hepatic arterial
system [118]. In [86] the Magnetic Resonance Imiagased to study how the nanoparticles
are distributed on the healthy and tumor tissuer dfte injection into the hepatic artery. The
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study was performed on rabbit liver vivo. In this case the ferromagnetic iron oxide (
Fe03) nanopatrticles with a diameter of 150 nm suspermutelipidol (100mg/2ml) have been
used. The magnetic field used to produce the theefifiect has amplitude of 45 kA/m at a
frequency of 53 kHz, and the treatment is 5 mirglorhe analysis of the tissues showed that
the distribution of nanoparticles in tumor tissaéheterogeneous, and depends mainly on the
vascular system; a much vascularized region contaimgher concentration of nanopatrticles.
Moreover, the variability of the nanoparticle contcation might depend, also, on the chaotic
nature of the tumor vasculature [73], [119], [126)or instance Baisha and Jain have
suggested a fractal structure of the vascular métafbthe cancer [121].

Then, the nanoparticle concentration affects thmptrature rise in a hyperthermia
treatment; the real concentration of nanopartibkes been studied by means of mathematical
models. The real concentration can be considergdriable during the evaluation of the
power generated by means of nanoparticles [122-127]

C. Magnetic nanoparticles kinetic

Magnetic nanoparticles can be administered by rdiffeways in order to better achieve the
target organs. Like other drugs the release ofttmpeutic agents, the effective quantity that
reaches the target organ, depends on absorpticapatism, distribution and elimination.
The nanoparticles kinetic can be described by nadtieal equation in order to determine the
guantity that arrives to target site as a functbthe administered quantity [96], [128].

In general releases model for drug dissolutionlmamlescribed by Fickian kinetics. Other
models can introduce also diffusion phenomena.tRerFick's second law the local drug
concentrationg, at a timet, at a distance from the particle center, can be described by the
following differential equation:

ac d°c  2dc
— =D + — -
ot (ar2 r arj 2.1)

that describes the release of a drug from a polgmmatrix. In this equatiorD is the
diffusion coefficient.

2.4.2. Hyperthermia and other conventional therapies for ancer treatments

Hyperthermia treatment can be used with some attr@rentional cancer therapies like the
radio-therapy or chemio-therapies and improves thiéects [80], [90]. For instance, in the
case of the radiotherapy, the hyperthermia treatnmereases the blood circulation in
response to the temperature rise. In this way tleegmce of oxygen-bearing in tissues is
increased [84]. This is important because the thdrapy destroys the cancer cells thought
the oxygen radicals that attack the cell DNA. ltase noted that the tissues with a low blood
flow are less sensible to the ionizing radiationt more sensible to the heat therapy and
viceversaThen, hyperthermia might improve radiotherapges [76].

Let consider the chemotherapy drugs. Since the rthgrenia enhances blood flow in
tumor, the drug uptake in cancer cells can be asmd. Moreover, recently, hyperthermia
therapy has been, also, coupled with dendriticdbirapy [110].

2.4.3. Some results and experimental data about heat geraion

Magnetic Fluid Hyperthermia has attracted somearebers for its selectivity in tumor
treating. First applications are studied betweem fifties and sixties [88]. In the years
different types of magnetic core have been triedl @upled with various coating layers and
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functionalizing molecules with antibodies, antigehgands, receptorstc. [66], [91], [97],
[98], [129] or hormones like the Luteinizing HormoReleasing HormoAéLHRH) [130].

The most diffuses core materials are Iron-oxidesn&imes other materials used in the
magnetic nanoparticles for medical uses are sommpasites of Iron and Cobalt. In literature
some results about the therapy efficiency usindediht materials are reported. Some
treatment input data are:

» Material of the nanopatrticle core;
* Magnetic field intensity;
* Frequency of the magnetic field.
In order to study the efficacy of the therapy thieleated parameters are:

« The power given to the treating mass (measured bgns of a temperature)
expressed as a Specific Loss Power (SLP);

* The rate of the survival cell;

e The decreasing on the tumor mass (until its suppes

In Table 2.1 a summary of some nanoparticles chenatcs used in [131] is reported,
whereas some data about the intensity and frequeinthye magnetic field used in Magnetic
Fluid Hyperthermia experimental treatments in agna@e reported in Table 2.2.

In [131] Fortin uses colloidal maghemite, an irotide (y-FeO3), or the Cobalt Ferrite
(CoFeQ,) dispersed in water or in a glycerol-water mixt{81]. In this case the magnetic
field intensity is 24.8 kA/m at 700 kHz and the aparticles diameter is between 5.3 and
16.5 nm. It is shown that for the maghemite patiche SLP (Specific Loss Power) increases
if the particle diameter increases. While for Colbarrite nanoparticles the SLP decreases if
the viscosity increases (in this case Néel relarationtribution is predominant with respect
the Brownian one). For the maghemite nanopartldeSLP varies between 4 and 1650 W/g,
while for the Cobalt-Ferrite ones is between 40 42@ W/g.

Table 2.1: Some characteristics of nanoparticlesl toy [131].

material v-FeO; CoFeO, v-FeOs CoFeO,
Size [nm] 53| 8| 10.2 16.% 3.9 9.1 7.1 71 9/7 9.7
, Water + Water +
Carrier water water
glycerol glycerol
Density[PI]-1C° 0.7 0.7 0.75| 5.8| 0.759 58
SLP [W/g] 4 37 275 165( 40 360 135 145 420 145

In [132] iron oxide superparamagnetic nanopartiadeated with carboxidextrarhave
been used. In this paper the temperature rate rselated with the nanoparticles
concentrationln vitro experiment shows that a concentration of 28 rifgintreases the
solution temperature up to 59.5°C, while a conegitn of 56 mgmt up to 71.3°C.

Actually magnetic nanoparticles have been appliesome experiments in order to study
the effect on tumor tissues. Animal vivo experiments have shown appreciable results. For

® In this case nanoparticles are accumulated ingusirm the breast cancer cells and in metastasksgs by
endocytosys mediated by receptors. Nanoparticlgeeggted in cells and can be used to transportsdrugells
and in the nucleus because they can pass nucleabraee.

® this drug is named Resovist
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instance in [133] tumor regression has been obdearvenouse treated with Magnetic Fluid
Hyperthermia. Other positive results are reponted 14], [86], [96], [132], [134].

Table 2.2: Some characteristics of nanoparticlesmaagnetic field used by different research groups.

Core External Frequenc
Material diameter diameter coating H field 9 y Fluid Ref.
[kHZ]
[nm] [nm]
Maghemite 248
and Cobalt- 5.3-16.5 - any kA/. 700 glycerol [131]
. m
Ferrite
Iron oxide 9 g2  carboxide o, 4y 62.1 [132]
xtran
Maghemite 11-13 3.2 kKA/m 0.6 isoparaffin[134]
. 11.2
Maghemite 14.5 dextran KA/ 410 [135]
Magnetite
Fe304 19-32 dextran 2000e 55 [136]
, carboxide
Maghemite wtran 11 kA/m 410 [99]

Some data about the capacity to heat tissues bypgraathe magnetic nanoparticles are
reported in [70] where some advantages and drawgbatkanoparticles thermotherapy are
described. In this paper thermal properties of imaithain and single domain nanoparticles
have been examined. The magnetic field source tsdtbat nanoparticles is a generator
between 300 kHz and 80 MHz that produces a magfietithetween 200 and 1400 AmA
first equipment for human solid tumor hypertherimée been designed by MagForce and is in
the Berlin Charity Hospital [137], [138]. The eqmipnt generates a time-varying magnetic
field at 100 kHz with magnetic field amplitude asliable until 15 kA/m. The applicator is a
ferrite-core applicator. Treated tumors are maligngliomas, breast cancer, prostate
carcinoma, hepatic and superficial tumors. Oth&arimation are reported in the web Sité
MagForce.

2.5 Therapeutic effect of the electric field: cells sthulation

Some of cells, like neurons or muscular cells, haveatural electric activity [139], [75],
[140]. The interest of some research groups ihiénstimulation of brain cells by means of,
for instance, the transcranial electric stimulat@s produced some studies in this field [61],
[141].

In some experimental studies the neurons in thpdai@mpus region or cortex have been
stimulated with electric field in order to treatrmeus system disorders [142-144]. For
instance, the electric field in the order of 20-80//mm (20-30 V/m) might affect the
initiation of the action potentials [145]. Moreoweectric field seems might interact with the
cell membrane [146] and transport enzymes [147].

" http://www.magforce.de/english/homel.html (lastess January 2011)
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Chapter 3

3 Methods and models for the electromagnetic and themal
analysis

The electromagnetic fields effect on living orgaméscan be evaluated solving Maxwell
equations by means of some numerical techniquesHikite Elements, Finite Difference
Time Domains or other methods [148] in suitable sil®dThe same computation methods
and models can be used to solve also thermal pnsble

3.1 Numerical techniques for the analysis of the eleabmagnetic field effects

The effects of the electromagnetic fields on theldgical tissues can be estimated by
means of analytical or numerical techniques. Amedytcomputation methods can be used to
estimate the magnetic flux density in the spaceratdhe magnetic field source, whereas the
induced current in a volume immersed in a not-unmfonagnetic field can be estimated using
some numerical techniques.

Given the shape of the magnetic or electric fieldree €.9.the frequency and amplitude
of the current, a voltage difference) or sourcehett €.g. power density), numerical
techniques, in order to evaluate the electromagrigid to assess the human exposure or
some therapeutic effects like tissues heating s samulation, allow the evaluation of the
following quantities:

* magnetic flux density [T];

« induced current density [AR;

« magnetic field [AnT];

« electric field [VmY;

« power density in tissues [W

» thermal field in tissues [K];

» temperature increasing in tissues [K].

In order to evaluate the effects of electromagnfetids and temperature on the tissues of
the human body, electromagnetic and thermal probleam be solved in some simplified
models, like cylinders, as proposed in some doctsré], [56], [149] or a real human body
models.

3.2 Solve a problem using numerical analysis

In order to solve an electromagnetic or thermablenm by means of numerical analysis
the main elements of the problem are:
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* The numerical computation method,;

» The computation domain that includes the modelrif@ag the volume in with the
electromagnetic or thermal problem must be solvetiaher volumes required for
the computation;

* The field source.

3.2.1. Numerical analysis: computation methods

The computation methods used to evaluate numeyitiadl electric and magnetic field or
the thermal field in order to assess the expostineeople or their therapeutic effects are
different and the choice of the method dependshenptoblem to be solved. A review of
numerical methods used in biological structuresdiwe bioelectromagnetic problems can be
found in [149-151]. For instance, the calculatioathods more commonly used in numerical
analysis are:

* Finite Element Method (FEM or FEA, FE Analysis) used in [152] for the
computation of the induced currents density inlthenan body produced by low
frequency magnetic fields. This method was alsal urs¢49];

* Finite Difference Time Domain (FDTD} introduced by Yee [153] for the
evaluation of the SARin human body models [154], [155]. This method is
generally used in Radio Frequency range; nevedhatenas also extended to the
guasi-static cases(g.eddy currents produced by power lines [156] gprnoximity
of melting crucibles [157]);

» Impedance Method: used, for instance, to evaluate the energy deposih
hyperthermia treatments for cancer therapy [198}, Hiuman exposure to a time-
varying electromagnetic field [159-165] or to cdite the SAR [161], [165];

* Finite Integration Technique (FIT): used by [166] for the evaluation of the SAR
in an accurate model of human body;

e Scalar Potential Finite-Differences (SPFD)was used in [31], [167] and [168] for
evaluation of the electric field and induced cutsetlensity in some models of the
human body;

 Method of Moments: used, for example, in [169] together with an in&kg
equation for the computation of the surface chalgesity to assess the interaction
between the EL¥electromagnetic fields and the human body;

* Boundary Element Method (BEM): used in [170-172] for the computation of the
induced current density in a conductive regions;

* Cell-Method (CM): introduced by Tonti [173] and used to solve proidethat
involve biological structures [174],[175].

It worth noted that the choice of the computatioatimod depends on the type of the
problem to be solved. In fact, some of them ar¢éebsuited to study the effects of the high-
frequency electromagnetic fields, whereas the ethes more suitable for the low frequency
fields. In the following examples for the computatiof the induced currents in a conductive
medium, the solution of thermal problems the Fikikement Analysis has been used [176].

8 Specific Absorption Rate
° Extremely Low Frequency
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3.2.2. Description of the computation domain for a numeri@al problem

In an electromagnetic problem for the evaluationhef electromagnetic field exposure or
electromagnetic field therapeutic effects the melements of the computation domain are
(seeFigure 3.1):

« The source of the electromagnetic field,g. an electric current, a charge
distribution, a voltage differenceic

* The conductive volumes;

e The surrounding air volumes.

Air

' source Voltage
//
source

Conductive \/ dielectric
medium

medium

() (b)

Figure 3.1 :Elements of an electromagnetic prolilesome biological models (a) magnetic field
evaluation and (b) electric field evaluation.

Conductive
medium

Exchange
surface
—

Conductive
medium

Figure 3.2 :Elements of a thermal problem.
Whereas in a thermal problem the main elementseofrtodels ares€eFigure 3.2):
e The heat source,.g.power density;
* The conductive volumes;

* Thermal exchange surfaces.
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3.3 Existing models for living organisms

Conductive medium of the computation domain cambeeled by suitable models. Some
research groups have proposed several human bodigisnsimplified or more accurate ones,
that can be used in the numerical evaluation fer ékialuation of the human exposure to
electromagnetic field [56], [166], [177], [178].

The most spread models for the human body, usemh#étyze the fields intensity and
induced currents, divide the volume into a setutfic volumes (voxels), whose side is in the
order of several millimeters. Other models useatetdral elements [179]. In each of these
voxel the electrical and thermal characteristicsisfues can be considered constant and the
value of the conductivity corresponding to the daanit tissue is associated. For example, in
[168], some voxel with the side of 3.6 mm have beensidered. The realistic human body
models are sufficiently accurate to describe thestnmportant organs of living organisms.
Once given an accurate description of the dis-h@nety of electrical and thermal
characteristics of the body, given the intensityhef external electromagnetic fields source or
the thermal source intensity, it is possible toleate the entity of the fields, induced current
density and temperature inside each volume.

Among the models of living organisms developed iffgcent research groups, Hugo is the
more known and is meshed by means of cubic eleni#®®, [176]. The human body is a so
much complicated model because is composed byrehffeorgans each with different
electrical characteristics and dimensions. In trectce some simplified models have been
proposed in order to reduce the computation contgleXhe most used models are the
homogeneous disc and cylinder with a constanttresysthat simulates the one of an average
tissue like proposed in some standardg.(cylinder). Some other models use humanoid
shape, in order to identify the head and thoraxegpwith uniform electrical characteristics
[157],[169],[180],[181]. Table 4.1 shows a schematverview of the model and
corresponding computation methods, some of assangénd frequency range used.

Stuchly et Al in [150], shows the main biological mechanismattisan affect the
interaction of low frequency electromagnetic fieldsth the human body. This paper
summarizes some of the main numerical methods instte literature for the evaluation of
the induced currents in the tissues of the humaty Ihimm electric and magnetic fields. It
refers to the Method of Impedances (IM), the metbb&calar Potential Finite Difference
(SPFD), the method of Finite Differences in Timenizon (FDTD) and Finite Element
Method (FEM).

Dawson [168] evaluates the electric field and iretlicurrents density in some organs of
the human body using the method of Scalar Potefitigte Difference (SPFD). The model of
the human body had a resolution of 3.6 mm and wastoucted from Magnetic Resonance
Images (MRI) data of the Yale Medical Sch®dlL77] integrated with those obtained by
means of Computer Tomography (CT) images of thesitle Human Projett. The effects
of non-homogeneity of the tissue conductivity ahd magnetic field source orientation are
analyzed. The method SPFD is also used by Dimbyi@&], [183] in order to compute the
current density induced in the different tissuesha® human body by external electric and
magnetic fields. In this case Dimbylow uses NAOMINAtOMIcal model) [183] and
NORMAN (NORmalised MAN) [182-184] that are builofn MRI** data. These models have
a resolution of 2 mm (side of the voxel). Dimbyl¢®84] uses the NORMAN model also
with the Impedance Method.

10 http://www.med.yale.edu/ysm/research/ (last acdassary 2011)

1 National Library of Medicine, Bethesda, MD, htfpvw.nIm.nih.gov/research/visible/visible_human.htm
(last access January 2011)

2 Magnetic Resonance Images
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Table 3.1: Some papers in which the human modedas for electromagnetic computation.

First author Year Method Freq. Hypothesis Model Resolution Remarks Re
Gandhi 1984 IM HF - -- -- SAR [158]
DeFord 1985 IM LF and HF -- -- -- SAR [161]
Sullivan 1988 FDTD HF -- Human model 262o0rl.8ic SAR [155]
Field generated
Mouchawar 1993 FEM - - - -- by MRI device [185]
Xi 1994 IM 60 Hz Quasi static approximation Humaaduel 1.31cm S_phere model [162]
with two layer
Wang 1994 FEM LF Quasi static approximation - -- heet [186]
. 1.31cm -
Gandhi 1995 IM+ FDTD LF+HF - - 31 875 mm -- [151]
Quasi static approximation, university of
Dawson 1998 SPFD 60 Hz conduction currents dominate Victoria (Yale -- -- [178]
the displacement ones  medical school)
Quasi static approximation, the
Dimbylow 1998 IM+ SPFD LF magnetic field due to the NORMAN ~2X2X2 mm -- [184]
induced current is neglected
FDTD 0.25-10kHz
Gustrau 1999 scaled in (sim. at -- - 1cm Ellipsoid [157]
freq. 5MHZz)
Quasi static approximation, . .
. University of
FDTD, IM, induced current greater than : . :
Stuchly 2000 FEM, SPFD 60 Hz the displacement ones. IinearUtah’ university -- Rewiew [150]

properties of tissues

of Victoria

(Continued....)
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(....continued)

First author Year  Method Freq. Hypothesis Model Risoluzione Remarks &%,
Dimbylow 2000 Q“alf'['fta“c LF - NORMAN ~2x2x2 mm - [182]
Gandhi 2001 IM LF Quasi static approximation Um\l/f,é;'rt]y of 1.875 mm - [187]
Gjonaj 2002 FIT - Hugo 2X2X2 mm SAR [166]
Matsumoto 2003 analytic 60 Hz Quasi static approximation -- -- ifgbid [180]
Scorretti 2004 Quasi static LF Quasi static approximation amira model -- Amira and [152]
A-@ Flux, sphera
Approximation of electric Brooks Air Force B Welding

Nadeem 2004 M S0 Hz characteristics of the tissuesLaboratory, USA equipments [160]

. . Amira and
Scorretti 2005 Qua:_l-statlc LF Quasi static approximation amira model - Flux, cylindric  [179]

¢ model

SPED - Computetion of
Dimbylow 2005 EDTD LF -- NAOMI ~2x2x2 mm the electric field [183]
contribution

Barchnski 2007 Ex-SPFDF LF Approximated vector potentialHuman model 1.5 mm -- [188]
Bullo 2006 CM 450 kHz Human model -- 3D model [175]
D’Ambrosio 2007 FEM RF Human model 3D model [189]

*LF = low frequency, HF = high frequency, IM= impa@tte method, MRI = Magnetic Resonance Imaging, Hbnite difference, FEM = Finite Element
Method, SPFD = Scalar Potential Finite Differerfed, = Finite Integration Technique, FDTD = Finitéffierences in Time Domain, CM= Cell method.
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The Extended Scalar Potential Finite Difference-8B&D) is used by Barchanski in a
recent paper [188] for the computation of inducedrents in biological tissues by low-
frequency magnetic field. The field produced bycwle blankets and TMS (Transcranial
Magnetic Stimulation) treatments have been analyFense in [190] uses a body model
developed by the University of Utdlirom Magnetic Resonance Images in order to asbess
current density induced in different tissues fromexternal electric field. In this study the
method of Finite Differences in Time Domain (FDTBas been used. Simulations were
carried out at a frequency of 10 MHz and the reswire scaled to 60 Hz. Whereas Gustrau
[157], evaluates the induced currents density iluman model with a resolution of a 1 mm,
based on data of the “Visible Human Projgctby means of the method of FDTD, suitably
scaled at the correct frequency. The results obdalyy means of the numerical method are
compared with the ones obtained using an analytiegthod. In this case an ellipsoid with
homogeneous electrical characteristics immersaduniform magnetic field is considered.

Gjonaj [166] uses the human model Hugo in the C&tware tool* for evaluation of the
electromagnetic fields induced in the human body high-frequency radiation (mobile
phones). Let note that in this case the SAR (Siegéibsorption Rate), which is directly
correlated with the tissue heating, is evaluatdue €lectromagnetic field is computed by
means of the Finite Integration Technique (FIT).aMas Gandhi [187] and Xi [162] use the
Impedance Method (IM) to assess the current demsityced by a time-varying magnetic
field in the tissues of the human body. Cell MetlfGt) has been used in [174] and [175] in
order to solve coupled magnetic and thermal probleniiological models.

The Finite Element Method (FEM) was used in [1#9Dbrder to evaluate of the induced
currents density in biological tissues using realdeis of the human body, whereas [189],
[191-193] use the FEM in realistic human body msedielorder to evaluate the efficacy of the
radio frequency therapy in tumor treatment.

In this work the Finite Element Analysis (FEA) hiasen used in the evaluation of the
human exposure to magnetic field. The magnetic @lersity and current density inside a
conductor in a relatively low frequency range (W} kHz) are computed. Moreover, using
the Finite Element Method it is possible to soleghthe Maxwell equations for the magnetic
problem and the heat transfer equation in ordevt&uate the thermal diffusion in a complex
domain where an analytical solution is not applieab

3.4 Human body models used for numerical analysis in sae practical cases

Different models have been used in order to solget®magnetic and thermal problems
by means of the Finite Element Analysis. The chosewdel for the solution of the
electromagnetic and thermal problem in order touata the electromagnetic field effects
depends on the type of the problem to be solved.ifstance, in some practical cases the
following models have been used:

* Human exposure to electromagnetic field due to ingléquipment:

o Simplified model like cylinders with homogeneousatfical characteristics
as suggested by standards [55],[56];

0 Realistic human body models with the description tbé electrical
characteristics of the different tissues [55],[56];

 Human exposure to electromagnetic field due toetidn cooktop:

13 http://iwww.utah.edu/portal/site/uuhome/ (last ascédanuary 2011)
1 www.cst.de (last access January 2011)
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o Cylindricalmode with homogeneous electrical characteris

* Magnetic FluidHyperthermii treatments:

o Simplified model with different volunsin order to simulate different tissi
(e.g.tumor and healthy tisst with thermal and electricaharacteristics ¢
real tissues;

* Electric field cell stimulatior

o Realisticmodels that simulate the human and rat head boith fmedica
imagesVolumesare described with electrical characteristics af tissues

3.4.1. Simplified models

Figure 3.3shows some examples of simplified models usedearettalution of the effects
of theelectromagnetic fields on the biological tissudse Thost simple is the discus that i
2D model, whereas the cylinder and ellipsoid aren3@els that simulate better tvolume
of the human body. In those models the eled characteristics are homogene«

R
— —

8

In Table 3.2the sizes of the simplified modelsFigure 3.3used in numerical simttions
and the distance between the model and the eleatpostic field source in the case
electromagnetic field analyzed is generated by iwgldquipmentare reporte:

Table 3.2 Size of the simplified iodelsfor the analysis of exposure in the case of wel

Figure 3.3: Simplified models.

equipments.

R Disc 200 mm
H Disc height 10 mm
R Cylinder — Ellipsoid 150 mm
H Cylinder — Ellipsoid height 600 mm
d- modgl-conductor distance — Source 200 mm
arc welding
d — model-conductor distance — Source

. . 30 mm
resistance welding

3.4.2. Building complex models of living organism

A model of biological organiss like human or animalan be built froma set of the
Magnetic Resonance Imag@gRI) or Computer Tomography (CT) medidalagesby means
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of some suitable prografisEach image of the set is a slice that represzsisction of the
human body with corresponding organs. The segmentaiperation identifies the organ
tissues on each slice. The organs identified i eice concurrent on the reconstruction of
the volume of each organ in the whole model. Thehimg tool of the software package used
for the segmentation is quite versatile and poweifabe mesh controls are very useful and
permit to refine properly the zones where the vahfecurrent density are expected large or in
the interfaces between two different tissues. is thse the edges of the mesh elements have
been forced to be no longer than 1.5 cm. It isé@binted out that the single organs can be
meshed separately, so the mesh of a single orgarbeaopportunely refined. Finally the
meshed volumes have been imported in a Finite Elepackag¥ for the electromagnetic or
thermal simulation as UNV-IDEAS data format, anderted in a volume which represents a
simplified human body surface. The final geometind meshed human body model is the
result of the merging of models of organs, eack vis properly mesh.

Figure 3.4 sketches the step to build a human lnoogel from medical images data. At
first the medical images are loaded in the softwarehe segmentation. The segmentation
step allows the identification of organs and tissteebuilt volumes. The volumes recognized
can be meshed with tetrahedral elements and th@oried in a Finite Element (FEM)
computation tool to solve the electromagnetic aeriial problem by means of numeric
techniques.

3D human model from medical (with Amira software)

Acquisition (DICOM) Segmentation

Lung

Surface and volume
reconstruction

Figure 3.4: Steps for the generation of a modeFM simulation tools from medical images.

Resuming, the steps for the model reconstructiam fmedical images are:
1. Images acquisition;

* For instance Amira, or Avizo, manufactured by V®@p://www.vsg3d.com/ (last access December 2010)
18 For instance Flux 3D manufactured by Cedrat, Hitgiw.cedrat.com/ (last access December 2010)
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S

a. Some examples of models

Images load in the treating software;
Segmentation;
Volumes reconstruction;
Mesh preparation (small volumes — tetrahedral etes)p
Model importation in the FEM software.

A description of the characteristics of the humad animal model used in the simulations
is proposed in Table 3.3; the number of nodes aitdnme elements generated in order to
solve the electromagnetic or thermal problem, thgiro of data, MRI or CT, the problem in
which the model has been used are restined

Table 3.3: Chracteristics of the living organismdais.

Model Nodes Volume 'm?‘ges Use Mesh
elements origin order

E';é;‘/a“ 239,516 1,430,096 TAC Welding exposure first

Eé‘(;;a” 222,884 1,334,611 TAC Human model test first

Cylinder 157,000 1,130,000 -- Cooktop exposure 4 Tod0)

Ee”;za” 560,699 395,170 MRI Electric field evaluation  seton

Rat head 199,876 1,137,654 MRI Electric field eatitin first

Tumor 688,700 515,100 Magnetic fleld_deS|gn in - ocond

model MFH — magnetic problem

Tumor Magnetic field design in

model 500,000 N MFH — thermal problem second

Tumor 515,095 382,246 . MFH magnetllc fluid design second

model — magnetic problem

Tumor 268,000 B B MFH magnetic fluid design second

model — thermal problem

b. Human body model thorax and abdomen

In Figure 3.5 some human models used for the sitmulaf the induced current density
generated by welding equipments are reported. Daeraen, head and thorax organs are
included. The tetrahedral model has been inseried fbox” of conductive material that
simulated the shape of the human body. The modehefFigure 3.5 (c) has been built

inserting the single organs in the human-shape™box

" Numerical evaluations have run with a 64 bit weakien and up to 15 GB of RAM.
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(a) (b)
Figure 3.5: Human boby models.

C. Human head

In Figure 3.6the model of an human hebuilt from MRI images is reporteiSome of the
tissue regions simulated in this model are repdrigde planar section iFigure 3.7.

egyFlux
() (b)

Figure 36: Human head model where the skudie is show!

Figure 3.7: Regionm the human head mot. Section of the head: (a) bonk) ura madre, (c) white
matter (d) gray matter.
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d. Rat head

In Figure 3.8 the model of malisticrat head built from MRI imagé&sis reporte. Figure
3.8 (a) representhie whole head, whereFigure 3.8 (b) andc show the muscle mass &
the bone of the skull. Figure®Brepresents a rat head slice in which some of tsuex
considered in the siulation are identifier

& Frux
(b) (©)

Figure 3.8: Rt heid where (a) muscle, (b) bone, (c) skin are sh

C
el

=]
(f_d\\tb
T o /

L\ ]

Figure 3.9: Rat had tissues (a) muscle, (b)ne, (c) skin, (d) dura, (e1) and (e0) electrocf) cortex
and (g) white matter.

e. Liver model used in Hyperthermia devices desic

In Figure 3.10a simplified model othuman body used in the design Magnetic Fluid
Hyperthermia devices is report In this simplified model the human body is represdrby a
elongated box where a sphere representing theifidipped An internal sphere in the livi
volume represents the tumor m

'8 The MRI data of the rat heathve been provid« by the Laoratory of Magnetic Resonance of \Verona
University, Italy.
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Figure 3.10: Human body model for the design of Mal Fluid Hyperthermia devices.

3.5 Description of the specific problems

Given the previous models that describe in a réalss simplified way the human body,
the elements of the numerical problems (Finite EletmAnalysis) in order to solve some
specific electromagnetic or thermal problems inetud

Evaluation of the human exposure (electromagneatblpm) in a model like the
one in Figure 3.11 (a):

0 Human body model (realistic or simplified);
0 Magnetic field sourceg(g.electric current or induction cooktop element);
o Air volume that include magnetic field source amnunan model.

Design of Magnetic Fluid Hyperthermia devices (glmmagnetic and thermal
problem) in a model like the one in Figure 3.11 (b)

o Simplified human body model (with realistic tisstiearacteristics);
0 Magnetic field sourceg(g.inductors);
o Air volume that include magnetic field source amnunan model.

Evaluation of the electric field in therapies fbetelectric stimulation of cells (for
instance Figure 3.12 reports the electrodes cordign on a slice of the human
and rat model):

0 Realistic human body model;
o Electric field sourced.g.voltage difference).
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Air Body model

/ Air

Body model

Magnetic Y
field W | / /
source Py
L, NH source
= o g7
(a) (b)

Figure 3.11: Human body model for the (a) evaluatbthe human exposure to electromagnetic field
and (b) design of Magnetic Fluid Hyperthermia desic

@) (b)

Figure 3.12: (a) Rat and (b) human head model therelectrode configuration for electric field
generation.

3.6 Electrical and thermal characteristics of biologicatissues

The biological tissues have different electric igigty and dielectric permeability) and

thermal properties (thermal conductivity and spedifeat). The electrical properties are a
function of the frequency.
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a. Electrical properties

All the proposed models of living organisms use glextrical properties of the biological
tissues. Some research groups had worked in oocdeneasure these properties that are
published in various papers of the literature idoig® [177], [178], [194-197]. The most
complete work is the one of Gabriel that providesnadel of the conductivity and the
dielectric permittivity as a function of the freqwey. In Table 3.4 is reported an example of
tissues resistivity at 50 and 200 Hz: at differatjuencies the tissues can have a different
resistivity. The resistivity values in Table 3.4vkaeen used in the evaluation of the human
exposure to the magnetic field at low frequencyorder to evaluate the induced current
density in biological tissues. The tissue “homogers€ is the resistivity value corresponding
to the average tissue used in the homogenous,iBedphodels like discs and cylinders [55],
[179], [180].

Table 3.4: Resistivity of biological tissues at&td 200 HZ.

50Hz 200Hz 50Hz 200Hz
Tissue p [Qm] p[Qm] Tissue p [Qm] p[Qm]
gall 0.71 0.71 Spleen 11.67 10.1
liver 27.26 25.6 Marrow 36.50 35.4
Heart 12.09 10.22 cartilage 5.83 5.79
intestine 1.92 1.9 Tongue 3.68 3.67
Colon 18.34 5.3 Eye 0.67 0.67
Bone 49.85 49.83 CerebellarFluid 0.50 0.5
pancreas 1.92 19 BrainStem 13.29 10.66
Kidney 11.21 9.3 cerebellum 10.50 8.79
Bladder 4.87 4.86 Brain 18.77 16.64
Stomach 1.92 1.9 trachea 3.33 3.33
Lung 14.62 13.4 Fat 51.15 46.95
Muscle 4.29 3.44 Homogeneous 5.00 5.00

In Table 3.5 the resistivity and relative elecjpermeability values are reported for some
tissues. In this case the values are evaluatedviizzand 450 kHz. Both the quantities are a
function of the frequency. These values have baed in the electric field computation in the
head model (resistivity and relative dielectric pitivity values at 4 MHz) and in the
abdominal hyperthermia cancer treatment (resigtxatue at 450 kHz).

Table 3.5: Resistivity and relative electric petivity of biological tissues at 450 kHz and 4 M¥iz

450 kHz 4 MHz
p [Qm] & p [Qm] &

BoneCortical 4554 178.3 29.04 68.73
BrainGreyMatter 6.65 1254 4.72 504.6
BrainWhiteMatter 10.68 759.6 7.97 253.8
Cartilage 5.06 2006 3.11 420.3
Eye 0.67 92.23 0.66 72.26
Muscle 2.29 3972 1.72 384.9
Fat 40.328 36.15 37.84 19.43
Liver 7.02 3008 3.79 452.4

19 computed using the IFAC softwaretutp://niremf.ifac.cnr.it/tissprop(last access December 2010)
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b. Magnetic properties
The biological tissues have a unitary relative nedigrpermeability.

C. Thermal properties

Biological tissues are thermal conducting materiatgl have properties like thermal
conductivity and specific heat. In addition the smxflew rate is the term that describes the
contribution, in term of subtracted heat, of theddl perfusion in the tissues.

The chaotic nature of the tumor vasculature madettie tumor tissues have a mass flow
rate that has a different behavior, as a functibthe temperature, than the healthy tissues
[198], [199]. In particular in the tumor tissue timass flow rate decreases if the temperature
increases up to 41-42°C [74]. In Table 3.6 are meposome values for mass flow rate and
thermal properties for some healthy and tumor éissu

Table 3.6: Thermal characteristics (thermal conitgt specific heat and mass flow rate) of some
biological tissues. Temperature [°C].

. C W,
Tissue A [W/m/K] 5 /kgp/K] y [kg/m?] kg s‘lbm'3]
B (T -37)°
Tumor 0.57 3500 1000 0.833-0.839 W) 37<T<42
0,416 T>42
Liver 0.512 3816 1000 16.67

Ty
036+ O.36exp(—%) T <45
072 T>45

Fat 0.21 2973 920
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Chapter 4

4 Methods for the solution of Maxwell equations and hermal
problems using Finite Element Analysis

The interaction of the electric and magnetic fiakdth the human body, can be described
in terms of induced current density, power dendéposition, or temperature increasing over
a basal value and it can be studied solving thewiéixequations and Fourier equation by
means of the Finite Element Analysis (FEA) [200),12

Given a magnetic field source Maxwell equations loarsolved in close domains imposing
suitable boundary conditions [202]. The temperafiglkl can be studied solving a thermal
heat transfer problem imposing a thermal source ifitensity of the power density source
can be derived from the power density deposed gnsief the electric and magnetic fields
or, like in the case of the magnetic nanopartiates, be computed by means of the magnetic
material characteristics of the nanoparticles tggon the tissues.

In this chapter a brief description of the formidat applied in this work is presented.

4.1 Maxwell equations

The electric field,E, can be divided into two components, due to the presence of
electric charges with opposite sign in the spand,Eg, due to a time-varying magnetic flux
density:

E=E,+E (4.1

In a dielectric medium with a relative dielectriermeability, &, the electric flux density
vector,D, can be defined as:

D = ¢E =5&E (4.2)

whereg andg are, respectively, the absolute dielectric corisththe medium and the one of
the vacuum, such that & &.

The magnetic fieldH, is generated by means of an electric currentasribed by means of
the Ampere law with; a close path anidthe total current inside the considered path:

H- -tdl=i (4.3)
lc
The four Maxwell equations, under quasi-static hipsis, can be written with the
following equations in terms of the divergence loé magnetic flux densityg, and electric
flux density,D, and of the curl of the electrig, and magnetic field:

() V-D=p (4.4)
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() V-B=0 (4.5)

0B
() VxE=-3 (4.6)

(V) VxH=]+2 (4.7)

with p is the volume charge density,the magnetic permeability of the medium, like that
M=o, Wherey, andpp are, respectively, the relative magnetic permegbil the medium
and the one of vacuum adds the vector of the current density source. dréhare not free
charges the divergence of the electric flux dengédgtorD is null e and the (4.4) can be
written as:

1y V-D=0 (4.8)

The electric flux density vectorD, and magnetic flux densityB, are correlated,
respectively, to the magnetic and electric fieldotigh the following material constitutive
properties:

D =¢E (4.2)
B =uH (4.9)
J = oE (4.10)

For the quasi-static approximation the (IV) Maxwagjuation is:

(V) VxH=] (4.7)

4.1.1. Magnetic vector potential and scalar electric potetal

From equation (4.5) it derives th&tis solenoidal, that is it is conservative on the,fso
it can be written as a curl of a vectorial fieldhig is the magnetic vector potential, related
to B in the following way [200],[203]:

B=VxA (4.11)

Substituting (4.11) in the (4.6) is:

0B d(Vx A 0A
vxg=_2B__00vx4) | ~vx(E+5) =0 (4.12)
ot ot at
and considering the condition of irrotational fiekdscalar electric potentigll exists such that
the rotor of the gradient is null:

0A
—VW =E+— (4.13)
ot

Then, from the (4.13) the electric fiel, can be computed using the time derivative of the
magnetic vector potentiady, adding the gradient of a scalar electric poténta
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E=- (g—f + vv) (4.14)

4.1.2. Electric vector potential and scalar magnetic potetial

From the (4.2), (4.8) and (4.10) the veclas solenoidal,V-J = (a/€) V- (D) = 0, such
that the current density vectdr,can be expressed like the curl of the electratarepotential,
T [204-207]:

J=VXT (4.15)

In analogy with the electric field a magnetic scgdatential®, can be defined. From (4.7)
and (4.15) and quasi-static approximation for whibk displacement currendD/dt, is
negligible, the following relations can be written:

VXH=]=VXT - VX(H-T)=0 (4.16)
such that the gradient of the scalar magnetic piaiezan be defined as:
—VO=H-T (4.17)

then H can be written as the difference between the ridegkector potentialT and the
gradient of the scalar magnetic potendal

H=T-Vo (4.18)

4.1.3. Reduced scalar magnetic potential

In a non conductive regiow£0), like an air region, where a current soudzggenerates a
magnetic fieldHsit is V X Hg = J5. Since the total magnetic field is due to the neigrfield
sourcesHs, and to the gradient of the reduced scalar patedli= Hg — V., for the (4.5)

the equation solved in order to compute the redscatar potentialg, ., [208],[209] is:
V-uVgerr =V - uHs (4.19)

in which ¢, . is the reduced magnetic scalar potential.

4.2 Formulations for the solution of Maxwell equationsin different materials

In order to find the relations that describe thegnwic fields in different regions,
conductive media or air regions with or without adfee current sources, the Maxwell
equations can be solved in terms of the magnettoveotential A, or the electric vector
potential, T, imposing suitable boundary conditions and gaufyeshe following Figure 4.1
the considered regions are sketched:

Qc: is a conductive region with a non null condudtivio, and a relative magnetic
permeability y;

Js: is a current density source region;

Qu: is an air region that contains the current dgrssurce g,
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Qa: is an air region without any current density segr

Q,: is an infinity region in which suitable condit®won the field value are imposed.

Q
Qy

—
(%]

Figure 4.1: Regions considered in the electromagpedblem.

4.2.1. Boundary conditions

The boundary conditions define some relations tlesicribe the behavior of the electric
and magnetic field in surface regions between tifierént volumes or at the computation
boundary regions. On the surface regions betweerdifferent volumes some conditions on
the continuity of the field values must be imposetiereas at the computation boundaries
conditions on the solution value must be defined.

For the electric and magnetic flux density sometiooiity conditions are valid at interface.
The continuity of the tangential component of thec&ic and normal component of the
magnetic flux density is valid and expressed bymsex the following relations:

El,t = EZ,t (420)

Bl,n = BZ,TL (421)

At the computation boundary the Dirichlet and Neamaonditions can be imposed to a
given field valuek, and in the time harmonic case are, respectively:

» Dirichlet: fixes the value of the considered field valu¢ha&t boundary regiore.g.
the definition of an electric potential on a face:

Y = 0 or constant (4.22)

* Neumann imposes the value to the derivative of the fieldue. In this case a
vanish condition on the derivative of the fieldwalis imposed:
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9% /on =0 (4.23)

4.2.2. Condition on the divergence

Since the Maxwell equations have not a unique ®wiuin terms of the field potential,
some specification on the divergence, gauge, ofiriagnetic vector potential value can be
imposed. The most common gauges, in the time hdomoase, are the following
[203],[210],[211]:

» Coulomb gauge in which the divergence of the magnetic vectoreptbal, A, is
null:

V-A=0 (4.24)

» Lorentz gauge in which the divergence of the magnetic vectarepbal, A, has a
defined value and is proportional, for examplethi electric scalar potentia,

V-A=pudV (4.25)

4.2.3. Solution of an induced current problem in a condudve media

Considering a regiof¢ inside a regionQy, like the one represented in Figure 4.1, where
the magnetic fieldHs, is generated by means of a current density digion, Js. In theQc¢
region the induced current must be computed solMagwell equations. The current density
Js is related to the magnetic field, by means of the (IV) Maxwell equation, the (4.7)
Imposing outside the conductive region,Qq, the value of the curl of the magnetic vector
potential using (4.11), the magnetic vector instties region, Qc, is computed in the
following way. Since for the (Ill) Maxwell equatip(4.6),B is solenoidal, in th€¢ region a
vector potential can be defined and from the (4th&) following equation can be written
[204],[205]:

VXxVx A=V(V- A)—V?4 (4.26)
Imposing the Coulomb gauge (4.24) on the magneiitor potentialA:

V-A=0 (4.27)
like in [212],[203],[205]:

J+Js=0E (4.28)

Rearranging the equations (4.26) and (4.27), inmgp34 null because in this region there
is any current source and considering only the d¢educurrent density component, the
following equation can be written:

—VZA=VXxVXx A=u(J +]Js) = ucE (4.29)

then, from (4.7) rearranged like in (4.29) usindL(¥, (4.11), (4.14) and the Coulomb Gauge
the following equation in the magnetic vector poimA and in the electric scalar potentiél
can be written:
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1 1 1 0A
Vx—VxA:—VxVxAz——v2A=]=aE=—a(—+VV> (4.30)
[0 u u at

that is a Helmholtz equation. In the sinusoidalectise (4.30) can be written in terms of
phasors as:

VZA = ou(jwA + VV) (4.31)
that is:
VZA — joouA = ouVv (4.32)

Solving the electromagnetic problem by means of riegnetic vector potential, the
induced current problem is solved directly from Hudution in terms of the magnetic vector
potential, A, and the scalar electric potenti¥l, In this case the magnetic flux densiy,can
be derived using equation (4.11) computing the alithe vector potential.

4.2.4. Solution of a magnetic field problem in conductivanedia

The magnetic field value is computed in the sanggores like in the previous case by
means of the (lll)’ Maxwell equation (4.6). In ansaway that in the previous case, imposing
outside the conductive region, &, the value of curl of the electric vector potehtiaing
(4.10) and (4.15) the electric vector potentialidasthis region, inQc, is computed in the
following way. Since the current density vectdy,is solenoidal such that an electric vector
potential, T, exists, writing the (4.26) for the vectdr, the following relation is obtained
[204],[205]:

VXVx T=V(V-T)— VT (4.33)
Applying (4.5) to (4.18) the following equationabtained:

V-uH =V - u(T — VD) = 0 (4.34)
and the divergence of the electric scalar potentialbe posed equal to:

V-T=V-VO (4.35)

then, rearranging (4.33) imposing (4.35) and ug#®), (4.9) and (4.18), the following
equation in the electric vector potentiland in the scalar magnetic potent@l can be
written:

V><1V><T—1V><V><T—1(VV T) — V?T) = B __.%H
o Y 5 Y ( ) a9t H6t (4.36)
= —u—(T - VO
#at( )

PosingV-T =V - H = 0 in the equation (4.5), the (4.36) is a Helmholgpagion. In fact in
the sinusoidal case the (4.36) can be writtenrimseof phasors as:

V2T = ou(jwT — VO) + V(V- T) (4.37)

that is:
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V2T — jwouT = —joouVod (4.38)

Solving the Maxwell equations in the electric vegqtotential the magnetic field vectat,
can be derived from the value of electric vectaiepbal and scalar magnetic potential using
the relation (4.18), whereas the induced current loa derived computing the curl of the
electric vector potentiall vector using (4.15).

4.2.5. Some comments

It can be pointed out that the formulations (4.3Md (4.36) can be used to solve,
respectively, an induced current density and a miggield problem. The former estimates
directly the induced current density and deriveswtalue of the magnetic field by means of a
curl operation, whereas the second estimates birde magnetic field and derives the value
of the induced current density by means of anathdroperation.

4.2.6. Solution of magnetic field problem in a non condugte media with magnetic field
sources

The magnetic fieldHs, generated in a vacuum region by means of anrelemirrent
density,Js, (the source) can be described using the Biot+$asiation [200]:

Hg = ﬁ fg JxV (%) dQ (4.39)

whereR is the distance between the source and the cotiguiaoint andQ the infinitesimal
current element. In the region that contains the@othe magnetic fieltl can be computed
by means of the (4.18) and (4.39). When the magffietd generated by means of the current
source is computed using (4.18) a reduced scatanpal formulation can be used in order to
solve the magnetic field problem [208]:

H=H,—V¢

RED (4.40)

In which ¢gkep is the reduced magnetic scalar potential thail$ulie Poisson equation:
V- uoVop., = V- uHs (4.41)

In the first case, in which the magnetic vectoreptial is evaluated, the first term of the
(4.11) is computed solving a reduced scalar patkptioblem from the value of the current
density that flows in the source, whereas in tleoiséd case the value of the current source is
imposed directly in the first term of the (4.15).

Considering the (V) Maxwell equation (4.7) theZ9) is:

VXVx A=V(V- A)—VA=u(J+]Js) (4.42)
VA= V(V- A) — s (4.43)

imposing the Lorentz gauge (4.25) and considetiag the conductivity of the medium is null
the (4.43), in terms of phasors, is:
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VZA = V(uoV) — ufs = —pfs (4.44)
that has the form of an Helmholtz equation:

VZA+K2A = — s (4.45)
with k? = —jwou. Since in the air region the conductivity of thedium is null, so that the

k? = 0, and in the considered region the current soukgaés non null, the (4.45) is a Poisson
equation:

VA = —ujs (4.46)

4.2.7. Solution of magnetic field problem in a non condudte media

Considering the regiofa dotted in Figure 4.1. This region is an air regwithout any
magnetic field source inside tHey air region considered in the previous paragra@t th
surrounds the conductive regi@. In this case the (IV) Maxwell equation (4.7) nsill
because there is not any current source:

VXH=0 (4.47)

then, a scalar potential exists such that the ntagfield H can be written as a gradient of a
magnetic scalar potentidl:

H= -V (4.48)
In this case, since in the air the conductivitynigll, so that the second term of the

Helmholtz equation (4.45) has the coefficiduit equal to 0k? = 0, and in the considered
region there is not any current sourgg the (4.45) is reduced to a Laplace equation:

VZA=0 (4.49)

4.2.8. Coupling of formulations

In order to couple different formulations some ifdee boundary conditions must be
verified [204],[205],[209]. For instance, considegithe interface region betwe&x andQy
in Figure 4.1°

Bn,QC = B"'QH (450)

Ht'QC == Ht'QH (451)

2 |n this case the regidR, is not considered.
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a. Magnetic vector potential in the conductive region

The Maxwell equations in the conductive region bansolved by means of the magnetic
vector potential, whereas in an air region theysmiged by means of the reduced magnetic
scalar potential [213]. Considering the regiéhsandQy in the Figure 4.1 and the previous
interface conditions, the electric and magnetildfere, respectively:

QuB=VxA andE=—(‘;—':+VV)

QuH=Hs—Vép, and E=]/o

It can be pointed out that is better avoid the dimupling of a reduced scalar potential
and a magnetic vector potential formulation [21Bhat is the case at the boundary region
between the two volumes where the two previous Iprob (reduced scalar potential and
magnetic vector potential problem) must be solhtbd;following conditions in the magnetic
flux density and magnetic field are verified at theerface betweefQ¢ andQy:

* continuity of the normal component of the magn#tix densityB:
nQC -V X AQC +nQH . ,U.OHQH =0

» continuity of the tangential component of the magnigeld H:

ZVXAgcanC+HQHanH:O

Then, in this case a coupling region must be itsed between the region where the
induced current are computed and the one that icentlae source, because it allows a better
interface condition. This is the regiof,, dotted in Figure 4.1. In this case the coupling
conditions at the interface betwe@g andQx are:

* continuity of the normal component of the magn#tix densityB:
nQC'VXAQC+nQH'VXAQH =0
« continuity of the tangential component of the magnigeld H
1 1
;VXA-chn-QC-I_M_VXA-QH Xn_QH =0
0
In this case the interface condition is imposed a@ml the magnetic vector potentiél,

b. Electric vector potential in the conductive region

The Maxwell equations in the conductive region sodved in the total electric vector
potential, whereas in an air region they are soivethe reduced magnetic scalar potential.
Let consider the regionQc andQy in the Figure 4.1 the previous interface conddi@me
derived from the magnetic flux density and eledietd continuity:

Qc:H=T-V® and E=]J/o
Qu:H=H;—Vgp., and E=]/o

In this case any coupling region betwe@g and Qy is needed and the continuity
conditions on the magnetic flux density and magnigtid at the region interface are:
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» continuity of the normal component of the magn#étig densityB:
N * WHo, + ngy, - HoHoy, =0
» continuity of the tangential component of the magnigeld H
Hqo. X ng. + Ho, Xng, =0
that are expressed in the magnetic field value.

4.2.9. Electric field problem

In a dielectric medium a steady state time-varyfegtric field problem can be solved in
order to compute the electric field in volumes imieh the electric permittivity is not
homogeneous [189], [191-193]. In this case thetete@ield source is a voltage difference
applied by means of two electrodes. An exampléefsolution domain is sketched in Figure
4.2. The region®2; andQ, are dielectric and conductive media with differgatues of the
conductibility and relative electric permeabilityhereas Y and 4 are two voltage values
applied on the boundary of the domain.

Vo

02,82

2,

Vi
Figure 4.2: Regions for the electric field problem.

In this case the electric field in the domain, oegiQ; andQ,, isgenerated by means of a
voltage difference, then the component due to tiduded current is null and only the
Columbian component exists and the curl of elediid in equation (4.6) is null:

VXE=0 (4.52)

then, since the gradient of a scalar exists suahttte curl of the electric field vector is null,
given the electric scalar potentist,

E= -W (4.53)

For equation (4.5) and vectorial identities theedgence of the second member of the
equation (4.7) is null:

v-(s +%—IZ) =0 (4.54)

substituting in (4.54) the equation (4.2), (4.10)d 5§4.53) the following relations can be
written for dielectric media where some surfaceeptils are defined and the following
equation can be written:
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V- (—([o] + jwle ]eg)VV) =0 (4.55)

in which & is the relative dielectric permeability of the med.

4.3 Fourier equation: solution of the heat transfer themal problem

Let consider the regior@+, Q. andQf in Figure 4.3. All the regionQr, Q. andQf are
thermal conducting regions. In particular tie region exchanges heat with the external
environment at temperature (B.g.25°C), whereas the regid; contains the heat source.

Qr

Q

Figure 4.3: Regions of the thermal domain for FEdvhputation.

Given the power density and the exchange conditwatts the external environments the
temperature increasing as a function of the tim@4nQ, andQfr regions can be evaluated
solving a time dependent conductive problem usheg thermal transfer Fourier equation
[201]:

T(t
IOya—():ADZT(t)+P (4.56)
ot
where is the thermal conductivity [WHK™], ¢, the specific heat [JktK™], ythe density of
the tissue [kgrii] and P the power density inside the regiofls, Q, andQf, the source of
heat, in [Wn¥]. At the boundary of the thermal domain an excleaegndition with the

ambient environment at 25°C is imposed, whereasstnégsion conditions hold at the
boundary of different regionge. biological tissues in the considered problems.

4.3.1. Perfusion term in the Fourier equation

In biological tissues the blood vessels subtracit e maintain the temperature in a
physiological value (37°C) [75]. Then, this contriib can be represented as a “negative”
thermal source that is subtracted to the powerigeRsn the equation (4.56).

This term is the Pennes blood perfusion contribufil4] and the equation (4.56) can be
written as:

cpy%—I =A0*T -cw, (T-T,)+P (4.57)
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whereT, is the basal body temperature (at 374@),is the mass flow rate [kgAts] which
depends on tissue and temperature, @nid the blood specific heat (3.5 kJ/kg/K). In the
implementation of the thermal equation, the coolifiggct due to big vessels as well as the
phase change of the blood has not been considEnedhermal properties and the mass flow
rate of the tissues are reported in Table 3.6 [[13], [18]. For instance, the mass flow ragg

is non-linear with respect to the temperature & hlgperthermia treatment temperature range
(>42°C).

4.3.2. The heat source

The heat sourcéd, in the equation (4.56) and (4.57) can be the palgasity produced by
means of the Joule effect due to an electric ctigroulating in biological tissue induced by
means of a magnetic field or the one produced bsn®ef suitable devices implanted on
tissues like thermoseeds or magnetic nanoparticles.

a. The heat generated by means of the induced current
In a conductive media the power densRy, in [W/m®] generated by means of an electric
current density can be computed from the followeggation:
P, =pJ? (4.58)
in which pis the medium resistivityX)m] andJ is the current density.

b. The heat generated by means of the magnetic nanopiaies

As discussed in paragraph 2.4.1 the mechanismsall@av the heating of magnetic
nanoparticles are due to two effects related texetlon phenomena induced by a time-
varying magnetic field. The time-varying magneiald, if the nanoparticles are free to move
in a fluid, allows the rotation of nanoparticlegléxation of Brown) and then the heat is
generated by means of a friction effect. This pheswon is superimposed on the effect of
rotation of the magnetic nanoparticle moment thdhé Néel relaxation [107].
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Chapter 5

5 Automated design of electromagnetic devices by mesnof
optimization techniques

Mathematical tools can be used in order to desigctremagnetic field sources or heating
sources. Optimization techniques are versatilestdbat can be used to design different
aspects of a single device [215] or process by sie&the same computation code.

5.1 Introduction

An optimization problem is an inverse problem beeathe output of the optimal design
generally can be known, for instance searchingramum of a function, a target value for a
quantity, etc, and inputs are generally known [215], [216]. Theknown is the way
according to reach, for instance, the shape of d@leetromagnetic device that gives a
prescribed field or the electromagnetic source gleaierates the electromagnetic field.

5.2 Formulation of a design problem in terms of an optnization problem
The elements of an optimization problem are [215]:

« The design variables that are the quantities tblainathe optimal design and vary
in a prescribed range modifying the output value;

* The input values: are the values of the optimizatiariables used to compute the
value of the actual solution of the objective fuot These values are inside the
range of allowed values, the input domain;

* The objective function: is the relation between tipgimization variables. Given a
set of values for optimization variables, the cotmagian of the solution of the
objective function is a direct problem. The objeetfunction can be an analytical
expression of the design variables, but, in gehenalcan be derived by a solution
of a numerical problene(g.FEA) or a combination of analytical expressions;

» Solution: is the actual value of the objective filmt. The set of the objective
function value forms the solution domain.

The optimization objective is to find the set oé tesign variables (inputsy,e Q, that
match the design criterion. Given the space ofgesiariablesQ O RY, and a vector of
values in the space of design variableshe most popular design criterions are minimizng
function, f(x), or finding a prescribed behavia(x) for the functionf(x), e.g.a constant value
c, for the functionf(x). The latter can be expressed in term of seardfiegninimum of the
difference between the actual value of a funct{ghand the prescribed value:
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findmxinf(x), x EQcRY (5.1)
or
find mxinlf(x) —a(x)], x eQcRY (5.2)

The optimization can be with or without constrajnts an optimization problem with
constraints some limitations can be introduced on:

» Possible values of the design variables, suchitif@tior and superior limits of the
design variable space.@.geometrical constraintsic)

» Possible values of the objective functi@ngnot allowed values)

5.3 Algorithms for the optimization

In literature some optimization strategies exisor Fnstance Genetic Algorithms
[217],[218], Evolutionary algorithms [219-221], Talsearch algorithms [222], simulated
annealing [223], Evolutionary Migration Algorithnia24],[225].

The Evolutionary Algorithm and Genetic Algorithmave been introduced since the 1950
[217],[218]. This class of algorithms has been ssgstul because they are gradient free and
therefore are global minimum oriented. They areeiam the natural evolution, reproduction
and selection of a population. A parent generates or more children that have
characteristics derived from these of the parentm®ans of mutations ad crossover. The
Genetic algorithms belong to the Evolutionary Aiguns class and simulate the
“evolutionary behavior” of a species like it hashealescribed by Darwin.

5.3.1. Evolution Strategy algorithm

In the class of the Evolution Strategy algorithine Evolution Strategy of the first order
(ESTRA) is an algorithm in which a parem, generate a child, by means of a mutation
event [215]. The optimization algorithm is builtttvithe following elements:

» Objective function: given a parentm, the corresponding value of the objective
function is computed;

* Evaluation of constraints this functionality evaluates if a new child, is a
“possible child” given the space of the optimizati@ariablesQ;

* Mutation: is the algorithm for the generation of a chilgd,from the parentm.
Given a Gaussian distribution with null average disghersiord, N(0,d) a child is
x=m+N(0,d), the dispersiom is the radius of the searching region which isila s
set of the optimization variables spa®e,

* Annealing: is the updating process of the dispersthiof the searching region
radius. This value can be increased or decreasaduwuaction of the actual value of
the objective function. If a better point is foutite search radius is increased in
order to evaluate if a better point exists, otheent is decreased.

The most important steps in an ESTRA optimizatilgodthm for the minimization of the
objective function are:

1. Given the initial parentny € Q, the value of the objective functidfmy) is
computed;
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2. The first childx, is evaluated by means of the mutation code;

3. The constraints are verified and if the chosend¢hd, satisfies the constraints
is the new parentyy, for the following generation, otherwise a newldhs
generated;

4. The value of the objective functid{m) is computed and compared with the
previous valuef(mp) in order to evaluate if the new solution is bettean the
previous;

5. The search radius, is updated by means of the annealing process;

6. The new parentr; generates a new chilg by means of the mutation function
until one child that satisfied constraints is foumtie new child is the parent for
the next generation;

7. Points from 4 to 6 are repeated until a minimunthe objective function is
found.

If only an objective function is considered the qess is a single objective optimization,
whereas if it has more objective functions is atmabjective optimization.
a. Multi-objective optimization

In the multobjective optimization [215] a vector objective functionsF(x) < R,
F(x)=(f1(x),2(x),...) that has values in the objective spfice R, is considered and then the
(5.1) is:

findminF(x), x € QcRY (5.3)
X

A solutionx; is named dominate if it is better than anotheutsmh with respect to one
objective, without worsening all the other objeeSvWhereas two solutions are indifferent to
each other if the first is optimal for some objees while the second is better than the first in
all the other objectives. The following definitiof dominate and indifferent solutions are
given [215]:

Def: LetQ — RN be a design space and gk) — RM be a vector oM objectives, where
eachfi(x), j=1, M is to be minimized with respect to Given two vectors;; € QO and
x, € Q with x; # x,, the following relationships hold:

e x; is said to dominate, if
[0 such thafi(x)< fj(x2) andfj(x)<fi(x) Oj =1, M, j4;
e x; is said to be indifferent, if
0 such thafi(x;)< fj(x2)
and
[ such thafy(x2)< fj(x)) 0j =1, M, jA, j=Zq;
For the sake of completeness, the definition aimgrdominance follows:
e x; is said to strongly dominate if
0 such thafi(x,)< fj(x2) andfi(x)< fj(xz) 0j =1, M, jA.

The goal of a multiobjective optimization is todimll the non-dominated solutions called
also non-inferior or efficient solutions. So, thefidition of optimality is [215]:
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Def: LetY < RM be an objective space. Then, a pgist Y is said to be Pareto optimal if
any pointy € Y exists such that~*(5) dominates ~1(y).

The locus of non-dominate solutions is named Pdretat. In Figure 5.1 (a) a classical
Pareto front whereas in Figure 5.1 (b) a weakiyptfiere shown. In this case M=2.

A A
f 2
2 Pareto Pareto
front /front
f; fy
(a) (b)

Figure 5.1: (a) Classic Pareto front and (b) weddyeto front.

Given a Pareto frontp, i.e. the set of optimal values in the objective spdoe,Nadir and
Utopia points can be identified as in the two faliog definitions [215]:

Def: Let (F, Q, Y) with Q c RVNand Y < RM represents a two-objective problensg.
M=2. Then, the poinR=(R;, R,) such that:

Rj=supy, j=12 (5.4)

is called Nadir point.
Whereas the definition of the Utopia point is [215]

Def: GivenM objectives, they are said to be in conflicdi; € €2 such that:
fi(®%;) = inff;(x) (5.5)

with % # %, i #j,i,j = 1, M.

In practice the extreme points of a Pareto fromt && built using single objective
optimization in two optimization steps. Given twbjective functionsfi(x) andfx(x), in the
first step the functiorf;(x) is used as the objective function and a minimunseaarched,
whereas the value of the second functigfx), is recorded. In the second step the minimized
function isf,(x) whereas the value of the functifi(x) is recorded.

b. Sampling optimization process

The objectives space can be, also, investigatetidgns of a sampling procedure without
any automated optimization procedure. This prodssmituitive and can be used if the
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objective functionscan be expressed by means of analytical functionshe optimizatior
variablesand the number of the design variis is low enoughin this case the computati
cost is, hypotheticallyjmited. This process is time expensive if a FEAlggis must be use
to compute the value of the objective functi

The sampling methodan beresumed with three steps:

« Samplingof the design variable spa Q O RY, with alarge enougtnumber of
samplingpoints P, (e.g. P>1000). The points might be chosen using a ran
process with uniform distribution on the range loé tvarability of each desig
variable;

« Computation of the objective function values foclke@oin;

* Representation of trobjectivefunction values in a chart li, for instance, the one
in Figure 5.2where each point represents the value assum the two objective
functions (another example is in the first exangdlthe paragrap8.2). In this case
the combinations of design variables toptimizeboth the objective functions ci
be found.

10 : A SN S S S O O : AN S N S N S O

Figure 5.2: Rpresentation of the vals assumed by two objective funetgpto be minimized, in a
sampling optimization process.

Using the sampling optimization process the optat solutionsand the Pareto fro are a
consequence of thanalysis of the generated d.

5.4 Optimization process

The design of electromagnetic des by means of optimization process involves the
of almost two different computation codes that nmhessuitable couple
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» A software tool that allows the analysis of thectiemagnetic field €.g. an
analytical code or a FEA tool);

* An optimization algorithm.

Starting from a set of values of the design vadalthe first code computes the solution of
the electromagnetic or thermal problem used instend one in order to compute a new set
of values of the design variables until an optipaiht is found.
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Chapter 6

6 Method for the evaluation of the human exposure tothe
electromagnetic fields

The exposure of human body to electromagnetic fiald be evaluated by means of some
rules suggested by the ICNIRP and adopted by ptewvemational and international
committees.

6.1 Introduction

The electromagnetic field might cause harmful éffdo the human health. National and
international committees have studied some methmé@valuate the potential damage of the
electromagnetic fields. The electromagnetic fiekd ragard the effects evaluation can be
divided into:

» Static fields;

» Single frequency sinusoidal fields;

» Multi-frequency and periodical fields;
* Pulsed fields.

In order to protect the public from risks related dlectromagnetic field exposure, the
ICNIRP has issued some documents in which it dessrithe methods to estimate the
compliance of exposure to sinusoidal, pulsed, noaseidal and static electromagnetic fields
[1-3]. These limits refer to the fact that the #emagnetic fields might cause some adverse
effects on the tissues of the human body. UntiMHz the most important effect is due to
electric current induction, whereas an exposurdidfl up to 100 kHz can lead energy
absorption. Therefore, effects at lower frequeray be instantaneously felt, whereas for the
ones at higher frequency an average efféstevaluated. In particular, some restrictions are
derived by the effects of the electromagnetic ftdthe stimulation of nerves and muscle on
tissues heating. Before 10 MHz the induced curdstsity and above 100 kHz energy
absorption are evaluated. Whereas between 100 kHiZ@ MHz both the two effects must
be considered in order to evaluate the electrontagield exposure.

6.2 Basic on the exposure limits to electromagnetic fie

The possibility of acute effects deriving from espce to high levels of electromagnetic
fields has highlighted the need to protect the ipulttlis worth noting that the exposure limits
are different for general population and workerpasition. Particularly the general public

21 In this last case, for instance, the effects etebmagnetic fields are evaluated computing thexage on a 6
min interval.
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limits, evaluated in residential and public envitent, are lower than those provided for
occupational exposure in working environments. dot,f the workers can be considered a
population that is aware about the possible hazdediwing from the exposure to intense
electromagnetic fields, while a generic populatiociudes individuals of different ages and
healthy status which are usually not informed abthé possible risks related to the
electromagnetic field exposure.

The exposure of electromagnetic field is evaluatettrms of some dosimetric quantities
in function of the frequency at which the expossrevaluated:

« Magnetic flux density, B [T]

« Induced current density, J [Afh

« Magnetic field, H [AnT]

«  Electric field, E [Vn1']

«  Specific Absorption Rate (SAR) [WKg
« Power density, S [Wifj

The levels based on the previous quantities recardetkein the ICNIRP guidelines for the
limitation of the electromagnetic field exposure given in terms of [1]:

» Basic restrictions the values of some physical quantities relatedelectric,
magnetic and electromagnetic fields based on s@tableshed health effects. The
values of the threshold of the effect depend on ghgsical quantity that is
evaluated and on the frequency of the field. Basstriction quantities are induced
current density,J, and SAR. Generally, these quantities cannot be directly
measured in a living organism in a non-invasive way

» Reference levelsthe levels that are provided for a practical assent of the field
exposure and that are directly correlated to th&icbeestrictions that generally
cannot be directly measured outside the living oigja. In particular, reference
levels are derived from basic restrictions by thpli@ation of numerical models or
by measurements. These quantities are electricreaghetic field, magnetic flux
density and power density and the correspondingstiold values depend on the
field frequency.

Table 6.1 reports the dosimetric quantities relatedasic restrictions and reference limits
and their frequency range [1].

The threshold value of the basic restrictions isved from the appearance of certain
phenomena and feelings that have been documentierature. Appearance of some effects
follows to the exposure to electromagnetic fieldtipalarly intense. For example, for
Extremely Low Frequency (ELF) fields the exposunaitlis given in terms of the maximum
on induced current density. For instance, in tag tase the threshold of excitability of the
human nervous system is 100 mA/m the 4 Hz - 1 kHz frequency range. The corresiyum
basic restrictions allowed for general public amgupational environments can be derived
dividing this limit for a suitable safety coefficie (10 for occupational and 50 for general
public exposure).

In order to simplify the evaluation of the exposleeel to electromagnetic fields using
measurable quantities (is difficult to measure itduced current density in human body
tissues directly in a non invasive way) the refeeerimits are derived from the basic
restriction. In fact, reference limits are expresss more practical measurable quantities.
These limits are derived using suitable mathemlaticadels [1], [3]. For instance, in a disc,
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with radiusR and uniform conductivityg, the intensity of the induced current densitydue
to a spatial uniform time-varying magnetic flux dewp, B, normal to the disc surface, is:

J =nfRoB (6.1)

Table 6.1: Dosimetric quantities for the evaluatidrthe electromagnetic field exposure.

Measurement f f

Quantity . - . Limit Remarks
unity minimum  maximum

B T Reference limits

H A/m Reference limits

E Vim Reference limits

J mA/n?t 1Hz 10 MHz Basic restriction 100 mA/n (between 4 Hz —
1 kHz)

SAR Wikg 100kHz  10GHz Basic restriction +Wkg(30min——

temperature increasing 1°C)

S Wi/nt 10 GHz 300 GHz Reference limits 10 W/nt residential, 5v/m

occupational exposure

Moreover, in order to study the induced currentsitgnin different tissues of the human
body characterized by different conductivity valuegcurate models of the body and
numerical methods can be used for determiningehaéinduced currents in volumes that are
characterized by different values of conductivityshould be noted that the compliance with
reference levels generally ensures the basic cgstrs’ respect [3] [226]; however, from the
overcoming of reference levels it does not follbv@ bvercoming of basic restrictions. In fact,
the reference levels are measured from the basidateons given the maximum coupling of
the field with the body exposed to the electromégrieeld.

The limits recommended by the ICNIRP have been t&dbpy the European Community
in a Directive issue on 2004 [4] about the protattof workers from risks related to an
intense electromagnetic fields exposure.

6.2.1. Sinusoidal field

For sinusoidal single frequency magnetic fieldstad MHz the ICNIRP suggests basic
restrictions and reference levels as has beenteghor Table 6.2 [1]. The limits values in
terms of magnetic fields and magnetic flux denaityl basic restriction in terms of induced
current density are a function of the frequency[#1]

6.2.2. Non-sinusoidal and pulsed electromagnetic fields

Electromagnetic fields periodic and non-sinusoidialpulsed field have more frequency
components and sometimes a continuous componeatisygsed. The ICNIRP guidelines
provide exposure limits as a function of the fragueof the field. If the spectrum of the
electromagnetic field contains more than one fraguecomponent and each frequency
component has a different value of the limit, iderto evaluate if a field complies with the
limits of the exposure level the whole spectrumthed analyzed signal must be taken into

account. In the case of non-sinusoidal or pulsdthbier the electromagnetic field exposure
should be assessed for:

« the AC component (the limits for time-varying fis)d
» the DC component (the limits for static fields)
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Let consider electric equipments. The magnetidfeghitted is proportional to the current
that supplies the equipment. In order to evalulagefield emitted by a periodic current, the
knowledge of the waveforms of the output currentasded. In this way the period, intensity,
harmonics and, in the case of a pulse, the timfnge up and drop down can be evaluated.

Table 6.2: Basic restriction and limits until 1 MHz

frequency J [mA/mM?] H [A/m] B [nuT]
Static -- -- 210
Until 1 Hz 40 1.63-10 2-10
1-4 Hz 401 1.63-16/f2 2. 106/
4-8 Hz 10 1.63-10° 2 - 10/
8-25 Hz 10 2 . 1% 2.5 - 10/f
0.025-0.82 kHz 10 20/ 25f
0.82 - 1kHz 10 20/ 25f
1-65 kHz /100 24.4 30.7
0.065-1 MHz /100 1.6f 2.0f

The effects of tissue stimulation due to inducedeants (frequency up to 1 MHz) should
be studied separately from the ones due to theetsskeating, typical of fields at frequencies
above 100 kHz. In the standards and guideline€hifiRP some rules and procedures for the
sum of various effects of the fields above and kefiD0 kHz are proposed. For instance, in
the case of multi-frequency waveforms the amplitdeeach frequency component is
evaluated and each effect is summed like in [1].

In the case of pulsed fields the exposure can besaed by means of some considerations
on the amplitude of the peak. The correspondingdifior the induced current density in the
case of a pulsed field are derived from that fer slnusoidal case by multiplying the value of
the reference limits fox/2. Alternatively, in the case of a rectangular putéethe current
source, an equivalent frequency of a sinusoidaladigan be evaluated and, then, the single
frequency limit and basic restriction can be ampli&iven a pulse with duratiofy, the
equivalent frequencyeqis equal to the inverse of the twice time the @wlaration:

1
feq = 2t,
Regarding the compliance of the exposure to noussidal and pulsed fields the ICNIRP
guidelines of 2003 [3] provide also some weightctions dependent on the limit value and
its frequency. For instance, the electromagneéld fexposure can be assessed by means of
the value ofdB/dt that considers the biological nature of the figlteractions with the
tissues of the human body. The value of the timagvaive of the magnetic flux density
dB/dt is multiplied by an appropriate weight functiorhelcurrent density is, then, tied to
dB/dt using the following equation:

] = Kai—f (6.3)

(6.2)
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whereKg = 0.064AnfsT* according to ICNIRP model used to compute thereefee levels
from the basic restrictions [3]. In particular, treference levels for the quantiéB/dt are
constant for the frequency values below 820 Hz-¢futfrequency). Below this cut-off
frequency of the limit value is, respectively, 022" for exposure in the workplace and 0.44
Ts™in the public environments.

Then, in the case of the exposure to pulsed fieldbroad-band fields (with multiple
frequency components) the compliance with the ngdin be evaluated using the following
equation:

ESUVFLAiSI (6.4)

whereA is the amplitude of theth component for the quantity or dB/dt and WF); the
value of the weight function whose value is theeimse of the corresponding limit af-fh
frequency. In (6.4) all the frequency components @nsidered and summed as in phase.
This is a worst-case evaluation. However, in rgalthe field components at different
frequencies are not in phase, and then the restrcprovided by the (6.4) are too restrictive.
The (6.4) can be modified to take into accountgthase of each component:

}}Wﬂﬂwm@ﬂ%+&+¢0£l (6.5)

where 4 is the phase of thieth component of thé\ quantity andg, the phase of the weight
function. The weight function phase for #B/dt andJ quantities are:

p(f)=0 f<r
A
{fp(f)=—§ F>f. (6
whereas for the magnetic flux dendgyare:
Vs
{w(f) =5 f<f 6
e(f)=0 f>f

6.2.3. Static fields

The ICNIRP document of the 1994 [2] provides sonudejines for limiting human
exposure to static magnetic fields. This paper emasmthe mechanisms by which the static
field interacts with the biological matter of theihg organisms. In particular the three main
mechanisms by which the static magnetic fieldsragiewith tissues of living systems are:

e Magnetic induction:

o electrodynamic interactions with moving electroytetatic field exerts a
Lorentz force on moving ionic charges and may caieeinduction of
electric fields and currents;

o Faraday currents: time-varying magnetic fields seelectric currents in
biological tissues. In the case of static fields Hame phenomenon can be
generated by the movement of the person in the atfeere the static
magnetic field acts;

* Magnetomechanical effects:
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o0 Magnetic aientetion: in a uniform magnetic field diamagnetic
paramagnetic molecul are affected by a force that orierthem inorder to
minimize the free energ

0 Magnetomechanicatranslation: the static magnetic fielgeoduces a forc
that causes a translation vement on the paramagfic or ferromagneti
materials;

» Electronic interactions
0 Affectsthe state of the electron spi
In the case of the static magnetic field exposuméd specified in the ICNIRP guidelines ¢

e 200 mT (peak value 2T for the wholebody, 5 T if the exposure is limited to t
arts) for theoccupational exposul

* 40 mT in the case of geral public exposureg(g residential fields

6.3 Welding equipmentexample

The resistance and aneldinc devicesuse high intensity current density order to melt
the metal pieces to be joinedhen, these equipmenturing the welding proce: might
generate high intensitglectromagnetic fields. In order to protect work&mn risks arising
from exposure to these fieldSN50505 standa for the resstance welders, and EN5044or
the arc onesprovide methods for the assessment of possibéetsfthat could be harmful
human body [55], [56].

Let consider weldingquipment, the electromagnetic field must be evall

* Near the welding cak, in which the welding current flow$igure6.1 (a));

* Around the equipment box in which can be the tramsér or the power supp
devices (Figure 6.(b)).

4P3b2
2m  (eP3b1l
*P3a
P2b2 P2bl P2a o P4a pab1 P4b2
— —eo—o——¢
1im
50cm ¢
¢ Pla
¢ P1bl
¢ P1b2
(a) (b)

Figure 6.1: Measurent sap: (@) near the welding cable and épund the welding bo

The assessment of the exposure to the electromeadieéds generated by electric devic
can be evaluated by means of some computatioregieat analytical or numerical, by
means of direct measuremen[36]. In the first case the twavaluation strategies,
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computation and measurement, can be used becaessh#pe of the source is known,
whereas around the equipment only measurementeaisdrl because the exact position and
shape of the power transformer is not known. lusthde noted that:

« the electromagnetic field around the device (cadohel box equipment) is not
homogeneous;

» the magnetic field is generated only if an eleatticrent flows in the device.

In the case of welding equipments the magnetid fggdnerated by means of the welding
and supply currents may be sinusoidal or non-sidaso(pulsed, with more frequency
components or with DC component) depending on theeform of the welding current. In
the case of non-sinusoidal waveform the harmoniterd of the signal is evaluated by means
of the Fourier analysis and the values of each coapt is compared with the corresponding
single-frequency limit in Table 6.2. The considemnponents have the amplitude higher
than 3% of the fundamental one. The frequency rangehich the field components are
searched is defined by the equipment generatirgge gtaverter, transformer, etc). Whereas in
the case of non-sinusoidal magnetic fields with enibran only one spectral component the
relative effect on the exposure evaluated usingritensity of the magnetic flux densiti,
magnetic fieldH, or tissues induced currend, can be evaluated using the following
expressions on the reference limtsand basic restrictiod [1]:

fo y IOMHZA
A=y 2Ly Z a} (6.8)
) AL b
i=1Hz fo
IOMHz]
Je = = (6.9)
JLi

whereA; andA, ;i are, respectively, the intensity of the magne&tdfH or the magnetic flux
densityB and theirs limits, and, andJ._; are, respectively, the current induced in tisdues
the field component and the corresponding limitleated for tha-th component. The (6.8)
and (6.9) are a worst case evaluation becausehtsepf each component is not considered
and all frequency components are added as weréasep Let consider the phase of each
component the following equation can be considgtgd

10 MHz

A.
z 2L cos ufit + 6; + ;) (6.10)

At= A
i=1Hz =t

whereA; can be the intensity of the magnetic fig¢ld magnetic flux densityB, or induced
current,J. Previous quantity is evaluated at different tinsants in a signal period (pulsed or
sinusoidal). Similarly the SAR can be estimated [1]

SAR;
SAR, = Z i 6.11
, S (6.11)

i=100 kHz
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6.4 Summary of assessment methods for time-varying fid$

To assess the compliance of the electromagnetasfgenerated by welding equipments with
the reference limits or basic restriction the fallog evaluation can be made:

* Single frequency:

o

comparison of thems value of the corresponding evaluated quantity with
the given threshold in Table 6.2. The cases ind &8 can be found,;

* non-sinusoidal case:

0 computation of the frequency spectrum;

o evaluation of the magnetic field density and inducerrent density in a
human body model given the shape of the sourcelendistance between
the model and the source.§.numerical computation);

o0 evaluation of the conformity of each componentshwitlie corresponding
limits;

o0 evaluation of the exposure using equations (6.®).t1). In particular the
cases in Table 6.3 can be found.

Table 6.3: Rules for the exposure evaluation.
Reference values Basic restrictions Result
A ; i
Z Ai g Z Ji <1 Exposure complies the
i AL iJLi limits
A . ;
Z Ai g Z Ji <1 Exposure complies the
i AL iJLi limits
A . ,
Z Ai g Z ]_1 51 Exp(_)SL_Jre doesn’t comply
AL iJLi the limits
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Chapter 7

7 Human exposure to magnetic fields

The models introduced in the chapter 3 and comiputaiethods in chapter 4 and 6 have
been used in order to compute the induced currensity in the human body tissues
generated by means of a magnetic field at frequamzder 100 kHz. Some examples of
evaluation of the magnetic field effects rising nfrowelding equipments and induction
cooktop are reported.

Some methods can be used in order to evaluateutharnexposure to magnetic field: both
computation and measurements can be exploited. $oodels and numerical computation
methods have been proposed in order to solve soawtiqgal cases. A human body model
discretized by tetrahedral elements has been deselas reported in chapter 3 in order to use
the Finite Element Analysis to solve the electron&ig problem. The numerical computation
of induced current density is important in casegmththe magnetic flux density overcomes
prescribed limits. In fact it can arrive that theresponding induced current density might
respect them. Then, both magnetic flux density amdliced current density must be
evaluated. The magnetic flux density can be eséthdly means of measurements or
analytical methods, whereas the induced currensitienan be only computed by means of
numerical ones. Since in some practical casesulrert that supplies the device can be so
high that the magnetic flux density overcomes knihe induced current density must be
evaluated in order to decide if equipment satidigd limits suggested by standards.

The induced current density has been evaluated agliadrical model or in a realistic
human body model. An example of those models @hapter 3 and in Figure 7.1 and Figure
7.4. The human model has been built from real G&,des in chapter 3, segmenting each slice
in order to distinguish the different organs arsdues of the body and discretizing them with
a tetrahedral mesh. Each volume has the electiiwahcteristics of the corresponding organ.
Simplified models as disc or cylinders with unifoetectrical characteristics have been used
in order to evaluate the induced current density isimplified way. In practice, given the
source and its position with respect the human baotydel the human exposure to
electromagnetic field can be analyzed.

In some cases for simplified models, like cylindlimnes, some coefficients can be
evaluated in order to evaluate the exposure froenviddue of the current intensity and its
frequency. In this case a practical solution f@ ¢ixposure evaluation is proposed.

7.1 Welding equipments

A welding equipment is a device that, during thédiviy process, generates high intensity
current in order to melt and join two metal piedetween themselves or by means of a
soldering wire.

Welding equipments can be divided, on the baste@fvelding wave current, into:
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* Arc device the current waveform is continuc. A DC component can t
superimposed (DC welding device) or not (AC dewji

* Resistance deviceghe welding current is formed by means wises of a time-
varying waveform,;

» Spot devicedevice with a single spevent with high intensitpeal.

A welding device is composed by the welding cablgt carries the welding current, t
welding head (a single electrodevice or a clamp) and a trémsner in order to drop dow
the voltage and increasing the current flowingh@ welding sectiol

In the welding cable the welding currecan have high intensity angenerate not
negligible magnetic fields, whereas the transforraehe device supplit by the pover line,
then, a 50 Hz magnetic fiemmponer is always present.

7.1.1. Modelsfor welding equipments

As the maximum frequency is lower than 100 kHz, thagnetic flux density and tt
induced current density have been computed solthiegelectromacetic (EM) problem ir
guasi-static conditiof200],[208],[227],[228. The models of the conductive me, where the
induced current density is evalug, are sketched in Figure 7.1: a harmbody model witl
heterogeneous electrical conductivity and a homeges cylinder are us with a current
source suitably positioned.

QINF
BODY|
~ ¢
Sjurce Qc
'(source
AR
Qn
INFINITE BOX
QINF
(a) (b)

Figure 7.1: (a) Human bodynd (b)cylindrical model modelised in the evaluation of the exposur:
electromagnetic field generated by welding equipis

7.1.2. Formulation for FEM models: magnetic vector potential

Let consider the human body modelFigure 7.1 (a)and an eddy current problem. T
magnetic field source is a wire in which a curréensity flows. As the maximum frequen
is lower than 100 kHz, the magnetic flux densityd @he induced current density can
computed solving an electromatic (EM) problem in quasstatic conditior The simulated
domain is sketched in Figurel7(a) and it includes a conductive regiddc), two vacuum
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regions 2y andQg) one of them containing the magnetic field soui@g) and an infinite
region,Qng.

In the conductive regiorf)c, the electric fieldE is computed in terms of time-harmonic
magnetic vector potentiady, and scalar electric potentid, components solving the equation
(4.31) and using (4.14) in terms of phasors:

E=—(GwA+WV) (7.1)

then, the eddy currents in the electric conduatagon,Qc, are derived substituting (7.1) on
the (4.10):

J = 0E=—0c(jwA+VV) (7.2)

whereE is the phasor of the electric fieldl,the phasor of vector potentidlthe phasor of the
scalar electric potential arwthe angular frequency.

The source of the magnetic field is a wire suppbgdn electric current. The evaluation of
the magnetic field in the vacuum voluné#,, the one that contains the source, is solveden th
reduced scalar potentiaikep using the (4.39) and (4.40):

H=Hg—V§, (7.3)

whereH is the term due to the current souréecomputed by means of Biot-Savart formula,
(4.39). Betweef)c andQg a regionQy has been interposed. In this region the EM probtem
solved only in terms of the magnetic vector potm. This part of the domain has been
modeled to surround the conductive region wherdetleproblem is solved in terms éfand

V potentials in order to properly describe interfacaditions between conducting and not-
conducting regions. At the boundary betwe@nand Qr proper interface conditions have
been posed. In the conductive medium and vacuumorrdhge Helmholtz equation can be
solved:

VZA+K*A= -y k*=—jouc (7.4)

whereu ando are respectively the magnetic permeability andctiaductivity of the medium
and the Lorentz gauge has been imposed. In patioutheQy region the value of, andk?

in (7.4) are null because the region is not conidactwhereas in th€c regionjJ, = oE,,

E . conservative component of the electric fielldAt last, at the boundary of the simulation
domain, in the regio® g, infinite boundary conditions have been posedraepto let the
magnetic field vanishing at infinite distance.

a. Formulation for FEM models: total magnetic scalar ptential

The volumes of the cylindrical model, Figure 7.1),(bhave been simulated solving
Maxwell equations under suitable boundary cond#ioin the conductive volumé)c, the
electromagnetic (EM) problem has been solved imsesf the electric vector potentidl, and
the total magnetic scalar potentidl, by means of:

H=T-VO (7.5)

In this volume region the induced current dengdity derived from (7.5) by means of:
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J=VXH=VXT (7.6)

The magnetic field source has been modeled aseatriel current using analytical Biot-
Savart law and in the air volum@, region in Figure 7.1 (b), the electromagnetic peob
has been solved in terms of the reduced scalanpatéormulation,¢kep, by means of:

H=H;— V¢, (7.7)

whereH is the term due to the current sourte,computed by means of Biot-Savart formula
(4.39) and in which the reduced scalar potenggalp, fulfils the Poisson equation:

V- MOVd)RED =V ,U.HS (78)

At the boundary of the simulation doma@ygr, infinite boundary conditions have been
posed in order to let the magnetic field vanishabhgfinite distance.

7.2 Induction cooktop

The induction cooktop is an electric household tldlbws cooking the food by
electromagnetic field. The most important elementis device are (Figure 7.2):

* The inductor with a planar shape;

* The pot in which the heat is produced by meanshefihduction of a current
density inside the metal;

* The generator.

C_J

pot

Ve
glass C>+ []
TRductor
() (b)

Figure 7.2: (a) Model of the inductor and (b) siifigd supply circuit.

7.2.1. Models for induction cooktop equipments

The electromagnetic field exposure evaluation igettged considering the actual cooking
appliance sketched in Figure 7.3 [229]. The magnfgtid source is composed by means of
the inductor winding, where an electric currentngposed, the pot (modelled only with its
ferromagnetic layer) and the ferrite layer undex thductor. The geometry of the model,
which simulates an average human body, used irldaromagnetic field exposure analysis
is @ homogeneous cylinder with a radius of 150 nmaeh @ height of 600 mm positioned at a
distanceD from the inductor, wittD equals to 300 mm, 100 mm and 50 mm. The electrical
characteristics of the materials considered indbmputations are in Table 7.1, where the
equivalent average resistivity of the phantom suased equal to &m according to [230].
The electromagnetic problem, involving the compatabf the magnetic flux density and the
corresponding induced current density in the c@mds solved using Finite Element method
[227].
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In the FEM approach the domain is divided in défarregionsgeeFigure 7.4)Qc is the
cylindrical phantom, where the magnetic flux densénd induced current density are
computed,Qs is the current source that generates the maghele; Qp is the pot region
where the eddy currents are induced to heat thbgitim,Q¢r is the ferrite layer. The regions
Qp Qf Qs are surrounded by an air box regioRg, used to couple different field
formulations, which in turn is inserted in thg andQg, air box and infinite, regions.

cylinder
A// y
D
—bot
---------------------- 3 inductor
. N |
ferrlte\ /
G pot

Figure 7.3: Induction cooktop system geometry.
Table 7.1: Electrical characteristics of the maieri

Material Resistivity [Qm] Initial relative magnetic Flux density saturation
permeability [T]

Pot 60110° 1100 1.8

Cylinder 5 (f < 100kHz) 1 -

Ferrite - 2500 --

The magnetic field source is modelled by meansnafydical Biot-Savart formula (4.39),
which derives the magnetic fields from the source current density in the Qs region. The
pot region,Qp, is handled by means of impedance surface conditja31] and the induced
currents are derived. In the ferrite regidd, the total scalar potenti@ is computed by
means of:

V-VO =0 (7.9)

where 1 is the magnetic permeability of the medium. Thegnadic fieldH is derived by
means of the total scalar potenti@l,as:

H=-V0 (7.10)

In the air regionQg, that surrounds pot, ferrite and source regidms FRoisson equation is
solved in order to compute the reduced scalar patepkepn:

V- uVopp, =V - uHg (7.11)

so that the contribution of the magnetic field s®uis derived by means of the reduced scalar
potential,gkep by means of the (7.7).
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In the cylindrical phantonQ)¢ the electromagnetic problem is solved in termsthef
magnetic vector potentidl and an electric scalar potenti¥l, In the conductive mediun@)c,
the magnetic vector potentialis obtained solving the non-homogeneous Helmlegtzation
in terms of phasors:

VZA+K*A=—ps k*=—jopo (7.12)

where o is the conductivity of the medium. The electrialsc potential,V, is derived
imposing the Lorentz gauge on the divergence ofrithgnetic vector potenti&d [203]. From
the magnetic vector potentidd and the electric scalar potentidlthe electric fieldE is
computed and the induced current dendity obtained using (7.8) [209].

In the air volume Q,) the Helmholtz equation (7.12) is solved assunkhgndJs null,
whereas in th& e region around the air volum&f), vanishing conditions are imposed.

Q
;o 8s
[ \L ]
QB L
|:'YI
Q. \
o)
Q,
QINF

Figure 7.4: Regions of the domain for the FEM asiaglyinduction cooktop.

7.3 Analysis of the results for welding equipments

The magnetic flux density and induced current dgnsave been computed in suitable
human body models with homogeneous and not—-homogsredectrical conductivity in order
to verify the exposure level to low frequency magnéeld. Examples for arc and resistance
welding equipments have been analyzed. For argawnts measurements of the magnetic
flux density have been compared with computaticulis.

7.3.1. Arc welding equipment

The magnetic field emitted by welding equipmenth&racterized by a time variable
waveform. Consequently its frequency spectrum evatterized by the presence of a lot of
harmonics superimposed to the fundamental. The etiagield spectrum can be determined
from the one of the welding current. All the tekiBow a procedure suggested by standards
[55] and for each test the current waveform hasnbemasured using an oscilloscope
Tektronix 3032B* and a suitable current probe, PAC 11 Chauvin AxffodThe frequency
content has been derived from the current waveiasing the Fast Fourier Transform (FFT)
mathematical tool of the oscilloscope because tmsidered media in which the magnetic
field is induced are linear with relative magngtermeability equal to 1.

For instance the examined arc welding equipmentpleai®dical time-varying with a DC

22 hitp://www.tek.com/ (last access January 2011)
2 http://www.chauvin-arnoux.com/ (last access Jan@aan 1)
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component current waveform that contains eight loawos as shown in Figure 7.5.
Simulations of the magnetic flux density and indlicarrent density have been performed

using the software Flux3D, a commercial Finite E@mnMethod tool for electromagnetic

problemé&. The magnetic flux density has been measured ssiitable probés [232-234].
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Figure 7.5: (a) Periodical current waveform asrecfion of the time and (b) corresponding Fast
Fourier spectrum for an arc welding equipment.

Table 7.2: Magnetic flux density and induced curdgensity for different frequencies.

f[Hz] I[Arms] B[pT] B.[uT]  B/B, [mA‘}mz] J. [mA/m?] 13,

DC 335 418.7 2.00E+05 2.09E-03

200 53.7 66.61 125.00 0.53 1.06 10.00 0.11
450 33.5 41.55 55.56 0.75 1.49 10.00 0.15
650 6.0 7.48 38.46 0.19 0.39 10.00 0.04
900 15.8 19.64 30.70 0.64 141 10.00 0.14
1100 7.6 9.41 30.70 0.31 0.82 11.00 0.07
1350 5.2 6.47 30.70 0.21 0.70 13.50 0.05
1550 7.2 8.90 30.70 0.29 1.10 15.50 0.07
2000 1.6 4.07 30.70 0.13 0.65 20.00 0.03
2200 3.3 2.94 30.70 0.10 0.51 22.00 0.02

X 3.15 0.69

In Table 7.2, frequency values and current ampditofl each harmonic and simulation
results for all frequencies of the spectrum of wedding current waveform of the tested arc
welding equipment have been reported. The lastreports the value of the formulae (6.8)
and (6.9) evaluated for the magnetic flux densitgt the induced current density. In this case
the magnetic flux density shows that the magnetid fimits are overcome whereas the ones
for the induced current density are respected [ZP@¢n the equipment is compliant with the
prescribed ICNIRP limitsseeTable 6.3).

In Figure 7.6 the maximum of the magnetic flux dgnand the induced current density
(bars) computed in the cylindrical model are repaifior each frequency and compared with
their limit values (solid line). Simulation resutibtained with the cylindrical and human body

24 hitp://www.cedrat.com/ (last access January 2011)
%5 http://www.pmm.it/narda/default_en.asp (last asckmuary 2011)
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model have been compared in Table 7.3. In thietdata of magnetic flux density and the
corresponding induced current density evaluatatieefundamental frequency, 200 Hz, have
been reported for some tissues of the human bodyemdhe electrical characteristics of
biological tissues at 200 Hz are in Table 3.4.

Inverpulse 420 (335A pulse) Inverpulse 420 (335A pulse)
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Figure 7.6: Comparison between FEM computed magfiat density and induced current density at
each frequency spectrum with the corresponding.limi

Table 7.3:Magnetic flux density and induced curmdgnsity at fundamental frequency for some
tissues and cylinder modé|.frequencyB andB, magnetic flux density and its limil,andJ, current
density and its limit.

Tissue f[Hz] BuT] By [uT] BB, J[mA/m? J [mAm? JIJ,

liver 200 47.52 125 0.38 0.33 10 0.033
heart 200 37.9 125.0 0.30 0.4 10 0.04
intestine 200 62.4 125.0 0.50 3.88 10 0.39
colon 200 55.0 125.0 0.44 1.43 10 0.14
bone 200 50.3 125.0 0.40 0.4 10 0.04
pancreas 200 44.2 125.0 0.35 0.9 10 0.09
kidney 200 42.6 125.0 0.34 0.2 10 0.02
stomach 200 45.9 125.0 0.37 14 10 0.14
lung 200 43.7 125.0 0.35 0.3 10 0.03
muscle 200 64.0 125.0 0.51 3.0 10 0.30
spleen 200 46.7 125.0 0.37 0.4 10 0.04
cerebellum 200 12.39 125.0 0.10 0.19 10 0.02
brain 200 11.61 125.0 0.09 0.08 10 0.01
cylinder 200 66.61 125.0 0.53 1.06 10 0.11

For some tissues the induced currénts lower than the one evaluated by means of the
cylindrical model, whereas for some otldes higher. These results are coherent with the one
obtained by other research groups [226], [235].nTihe simplified cylindrical model can be a
good compromise to reduce the computation timeraeroto analyze the magnetic field
emission of welding equipment.

Measurements (average values) of the magnetiadidunsity, with both the set-up shown in
Figure 7.7 Bmeana andBmeans, at the fundamental frequency for a set of weldiraghines are
reported on Table 7.4 and compared with limits. B set-up B the maximum of the
simulated magnetic flux density,sRg, in the cylindrical model has been also reported.
Table 7.4 the limitB., the amplitude and frequency of the fundamentahefcurrentjdc and
f, are reported. The measurement result for thes®;Bnean g iS lower than the one for the
set-up A,Bmeana because in the former case the probe is morandifiom the cable. Data in
Table 7.4 show that the magnetic flux density messgan overcome the ICNIRP limits [1],
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whereas the maximum of the simulated value is lalvan the limit. As it is pointedut in
ICNIRP guidelines the induced current density imlan tissues can satisfy limits even if
magnetic flux density exceeds thi

(b)

Figure 7.7: Measuremis se-up: (a) suggested by standards and (b) the one usemhtpare
measurements and computation results.

Table 7.4: Measurement and simulation resuf, frequency, Idc, amplitude of the DC componer
the current, If, amplitude of the AC fundamental poment of the currenB_ magnetic flux density
limit, B mean.a@Nd Breangmagnetic flux density measured in the geometry é BnBg, s magnetic flux
density simulated for the geometry B.

Equipment Idc[A] f[Hz] If[A] Crmeaa  Bmens g 1 B T

[nT] [uT]
Weld 2 - A 550 300 8.23 10.5 7.9 83.3
Weld 3 - A 350 150 37.8 50 44.85 46.¢ 167
Weld3-C 225 200 53.7 187.5 166 106.2 125

7.3.2. Resistance welding equipmel

In order to evaluate trcurrent density induced by means ahagnetic fieli produced by
a resistance welding equipment both simplifiedrayfical and human body model have b
simulated.

In the human body model simulations using two m#grfeeld soures, GA and GB as
shown in Figure 7.8have been performed, wherefor the simulations with the cylindric:
model only the GA source position has been constldn both simplified and hurn body
models a current of 6938 Arms at Hz flows in the source.

For eachorgans of human bo the maximum values of the magnetic flux density and
induced current density have been derived from ksitimn results. These maximum valt
have been compared with respondingmagnetic flux density and induced current den
limits at 50 Hz At this frequency the corresponding limits @60 pT and 10 mA/mM
respectively. Figure 7.@ports the colored map of induced current densitiie human bod
tissues for the geometry C

In Table 7.5 the valuef the equatior (6.8) and (6.9), named ratig has been reported for
some human organs for bcthe geometries GA and GB. The ratrdhas been computed f
magnetic flux densityg(B), and for the induced current density)), values

Obtained results with human body model and geon@#iyhave been compared with t
ones ofthe cylindrical model (last bottom row iTable 7.5).It is pointed out that th
cylindrical model is prposed by Standard[56] for the evaluation of the exposure
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magnetic field generated by welding equipmentsndata in Table 7.5 it can be pointed out
that the more accurate model might show a worsesexp in term of induced current density
than the one of the cylindrical model. This facteasonable because the resistivity of some
tissues is lower than the one used in the cylif@8%]. For instance in [226] a comparison
between homogeneous and heterogeneous models @daspbdormed. The homogeneous
models might give lower induced current densitiemtheterogeneous ones.

() (b)

Figure 7.8: Human model geometry. GA and GB aeesthurces of the magnetic field that have the
geometry of the source in the cylindrical model.

NFlux

Figure 7.9: Induced current density in human bodyleh.

In Table 7.5 the exposure level has been evaluaded) (6.8) and (6.9) for the magnetic
flux density,a(B), and compared with the one evaluated from inducetent densityg (J).
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The evaluation of the exposure on the basis ofmthgnetic flux density can be worst with
respect to the one evaluated from the induced cudensity.

Considering data in Table 7.5 the two numericalsation strategies with the human body
model (GA and GB) lead to different results in termf satisfaction of exposure limits
because the source is placed in different positeorts consequently organs and tissues near
the source are different.

With the source in the position GA, induced curréensity in each tissue computed with
the human model is lower than the ones computetyube homogeneous cylindrical model,
whereas using the cable configuration GB, the humadel provides in some tissuesd.
muscle) a higher induced current density than timadgeneous cylindrical model.

The more complex model gives more accurate infdonatthan the simplified
homogeneous one. A lower induced current densityome tissues with respect to the one
computed in the simplified model is due to theiatige position from the source, their real
dimension and their own resistivity.

Table 7.5: Simulation results for human body anéhdgr models.

GA GB

Tissue a (B) aJ) a (B) a (B)
Gall 0.44 0.18 0.14 0.18
Liver 0.78 0.03 0.26 0.02
Heart 0.64 0.06 0.66 0.03
Intestine 5.3 1.22 0.2 0.09
Colon 3.37 0.13 0.26 0.02
Bone 2.68 0.05 33.38 0.18
Pancreas 1.37 0.34 0.25 0.07
Kidney 2.2 0.1 0.24 0.03
Bladder 0.58 0.09 0.08 0.02
Stomach 1.32 0.45 0.3 0.09
Lung 0.48 0.04 2.09 0.09
Muscle 7.29 0.73 27.75 1.8
Spleen 3.37 0.2 0.33 0.04
Marrow 0.87 0.03 1.11 0.03
Cartilage 0.05 0.02 1.31 0.12
Tongue 0.09 0.04 1.45 0.32
Eye 0.04 0.05 1.01 0.56
CerebellarFluid 0.06 0.07 0.63 0.56
BrainStem 0.09 0.01 1.02 0.1
Cerebellum 0.08 0.02 1.19 0.19
Brain 0.07 0.01 1.17 0.08
Trachea 0.28 0.04 1.05 0.21
Fat 9.37 0.87 95.85 2.51
Cylinder 49.3 1.97 47.4 1.5

7.3.3. Arc welding: coefficients for the model extension

In the analysis of the electromagnetic field getestaby an arc welding equipment the
magnetic field source is a cable with a normalifmdh and position like the one shown in
Figure 7.1 (b) for all welding equipments analyz&tie magnetic flux density and current
density are evaluated in a homogeneous cylindncatlel. Since the relative magnetic
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permeability is unitary the problem is linear angraportionality coefficient can be found
between magnetic flux density and the current flmuin the magnetic field source. Given the
intensity of the current in the sourde,the intensity of the magnetic flux density in the
homogeneous cylinder is done by means of a fundiiamultiplied by the current intensity:

B(x,y,z) = fi(x,y,2) -1 (7.13)

The current density in equation (6.1) depends erfriquency and the spatial value of the
magnetic flux densit(x,y,z)

J(x,y,z) =nfRoB(x,y,2) (7.14)

and introducing the (7.13) the induced current derdepends on the frequency and the
current in the magnetic field source by means af tew coefficients, andf,

](x,y,z) :T[fRO-fI(x'yJZ) -1 :fZ(x'y'Z)'f'I =f2’(x,y,z) fO-I (7'15)

Since the problem is linear and the magnetic flargity in the considered volume is not
homogeneous the (7.13) and (7.14) can be writteth&r maximum value in the cylindrical
model.

Given the coefficientsf,, f, the current source frequencl, and its intensityl, the
maximum value of the magnetic flux density and entrdensity in the cylindrical model can
be computed using the (7.13) and (7.15). In somse a¢so the variability with the frequency
of the tissues conductivity can be introduced an(th15). Then, given the maximum values
of the magnetic flux density3 and induced current densityin the cylinder model the
coefficientsf;, f, andf, can be derived from the following relations:

fi = B"Ilax (7.16)
]max

» =nfRo = I (7.17)
' ]max

f; =nfR =% 7 (7.18)

The coefficientsf,, f, and f,computed in the cylindrical model for different wilg
equipment models are reported in Table 7.6. Inl#s¢ raw of the table the variability,
computed on all the coefficient values, is repariBukef, coefficient in the DC case has been
also evaluated.

Table 7.6: Coefficient for the cylindrical modeltersion on the evaluation of the magnetic field by
means of an homogeneous cylinder.

f, f, fa

DC 1.29 - -
Model A AC 1.24 9.88E-05 4.94E-04
Model B AC 1.24 9.87E-05 4.94E-04
Model C AC 1.24 9.87E-05 4.94E-04
Model D AC 1.24 9.86E-05 4.93E-04
variability 4.55E-03 1.40E-06 6.98E-06
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Similarly coefficients can be computed for disc afigpsoid model®. Using the previous
coefficients, given the frequency and amplitudette# current component of the welding
current, and eventually the tissue conductiijtthe corresponding magnetic flux density and
induced current density can be computed withoutguainew FEM model.

7.4 Analysis of the results for induction cooktop devies

The magnetic flux density and induced current dgriiie to the magnetic field generated
by an induction cooktop device can be evaluatethéncylindrical model that simulates the
human body characteristics by means of numericginigues. The starting point of the
analysis is the measurement of the time evolutioth® electric current flowing in the coil.
For instance, the frequency spectrum in Figure,7gh@®n by a Fourier Transforfn shows
that the highest components, for which the simaitetihave been performed, are found for the
frequencies 26.6 kHz and 79.6 kHmévalue: 24.7 Ansand 2.1 Ansrespectively).

Tek Ju @ Stop Pos: 129.0kHz CURSORI
t -
Tipo

Sorgente

Matem,

a7 133.‘,“’.”1
<dE 0.00d8

CH1 10,048 25.0kHz (S00kS/5) Hanning
30-5Ser~09 1708

Figure 7.10: Frequency spectrum of the currentifigvin the inductor (peaks amplitude in logaritmic
scale).

At the considered frequencies, for the exposurthefgeneral public, ICNIRP provides a
reference level equal to 6.35T, while the basic restrictions are 53.2 mA/and 159.2
mA/m? respectively.

The computations have been carried out for thewohg configurations:

* Without the pot and without the ferrite layer
» Without the pot but with the ferrite layer
* With the pot and the ferrite layer

The positions of the paths along which the magri&tic density is sampled are sketched
in Figure 7.11 (a) and (b); obviously, the currdansity is evaluated only for the line shown
in Figure 7.11 (b). The sampling line in Figure I7 (b) corresponds to the diameter of the
cylinder located at middle height and directed taisahe cook-top. In this position both the
flux density and the induced current density angeeked to reach the highest values.

% For a disc in DC casig=1.25 and in AC casig=1.23,f, = 1,09E-04 and,= 5.45E-04, for an ellipsoid in AC
casef;,=1.24,f, = 9.74E-05 angf,= 4.87E-04.

%" |n the homogeneous cylinder the tissue condugtixiries for frequency above 100 kHz.

8 Measured by means of an oscilloscope Tektronix PDS4B.
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Figure 7.11: Computational paths: (a) near thedtwiy (b) in the cylinder.

Table 7.7 reports the magnetic flux density comgurepresence of the only inductor. The
considered points, at a distarecérom the inductor centre, are along Path_v anth Ratee
Figure 7.11 (a)) respectively.

Table 7.7: Magnetic flux density generated by tiductor at a distanatalong the paths indicated in
Figure 7.11 (a)l(= 24.7 A,f = 26.6 kHz).

Path v Path o
d [mm] Beem [MT] d [mm] Beem [UT]
40 2.97 303 22.2
50 2.25 404 9.01
100 0.67 505 4.56

The magnetic flux density and induced current dgnsithe cylinder has been evaluated
for two different configurations, with and withotihe pot, for three different distances
between the cylinder and the inductor (distabcén Figure 7.3). Figure 7.12 shows the
magnetic flux densityr(nsvalue) along the path reported in Figure 7.1Xf¢b}xonfigurations
2 and 3, respectively without and with the pot,ihgwonsidered a distand = 300 mm.
Figure 7.13 shows the current density induced enaylinder under the same conditions. It
must be noted that, in both the figures, the poatt800 mm correspond to the side of the
cylinder nearest the inductor, whereas pointsrattd the opposite.

26.6 kHz 79.6 kHz

1,00
0,90 |--
0,80 |--
070 |--
060 |-
050 |--
0,40
0,30
0,20

! : ! 010
0,0 : : ‘ 0,00

100 -

B [uT]
(92}
o

B [uT]

x[m] x[m]

(a) (b)
Figure 7.12: Magnetic flux density f@& = 300 mm: (a) 26.6 kHz; (b) 79.6 kHz. Limit 6.2%.
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Figure 7.13: Induced current density o= 300 mm: (a) 26.6 kHz, limit ; (b) 79.6 kHz. Basi
restrictions are respectively 53.2 mA/at 26.6 kHz and 159.2 mAfrat 79.6 kHz.

As indicated by Figure 7.12 and Figure 7.13, wier 300 mm, the computed current
density values respect the ICNIRP basic restristwith a quite wide margin, even if at 26.6
kHz the magnetic flux density could overcome thienence level (this happens because the
reference levels are deduced from the basic réetigcby applying suitable safety factors).
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Figure 7.14: Magnetic flux density for D = 100 mfa) 26.6kHz, (b) 79.6 kHz. Limit 6.23 .
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Figure 7.15: Induced current density o= 100 mm: (a) 26.6 kHz; (b) 79.6 kHz. Basic resions
are, respectively, 53.2 mAfmat 26.6 kHz and 159.2 mAfrat 79.6 kHz.

In order to assess the compliance with the expoBmis in close proximity to the
cooktop, the distancB has been firstly reduced to 100 mm and then tans@ For what
concerns the cade = 100 mm, the results (shown in Figure 7.14 arglfé 7.15) put in
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evidence how the reference level and the basidetsh are not satisfied at 26.6 kHz either
for configuration 2 (without the pot), nor for cagiration 3 (with the pot). At 79.6 kHz the

basic restriction is always respected, even ifrtfagnetic flux density could not respect the
corresponding reference level.

79.6 kHz
26.6 kHz

600,0 S000 o :
’ 45,00 | R AR ey ;
500,0 f--- 40,00 + —— FEMwithout pot - !
3500 + B Rl EECEETEREREREEEs -
_ 4000 == g 3000 - -FEM withpot i }
5 3000 2 2500 ¢ ! :

@ © 20,00

200,0 15,00

100,0 10,00

’ 5,00

0,0 0,00
0,00 0,10 0,20 0,30 0,00 0,10 0,20 0,30

x[m] x[m]
(@) (b)

Figure 7.16: Magnetic flux density f&r = 50 mm: (a) 26.6 kHz; (b) 79.6 kHz. Limit 6.2%.

Finally, Figure 7.16 and Figure 7.17 show the mssobtained when the distanEeis
further reduced to 50 mm. As expected, there isampliance with the ICNIRP limits for the
harmonic component at 26.6 kHz. On the contrary;9a6 kHz the magnetic flux density is
surely higher than the reference level, but anythaybasic restriction is satisfied. In this case

the permissible level for the induced current digrisi159.2 mA/m, and the computed one is
not higher than 120 mA/Mm
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26.6 kH O1 e S
6,0E-01 [---===--mmmmmmmmmmmqesmmesespeseao oo ey 1,48-01 R ' '
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o —— FEM without pot ' ! : £ 8,0E-02
£ | | | : <
D 30E-01 Fooommemmmmm e b A S A
_E,a,oe 01 : | : ; ; ; £ 6,06-02
S 20601 [oeeeee e b b .| ~ 4,0e-02
i : : ‘ 2,0E-02
LOE0L |- OE2AY A i )
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‘ ——— ‘ ‘ 0,0E+00
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Figure 7.17: Induced current density o= 50 mm: (a) 26.6 kHz; (b) 79.6 kHz. Basic resiics are,
respectively, 53.2 mA/frat 26.6 kHz and 159.2 mAfrat 79.6 kHz.

It is interesting to note that, owing to the gradien the magnetic field components, the
minimum of the induced current density moves awaynfthe cooktop when the distanbe
decreases. Moreover, at lower distances than tkesoggested by standards the prescribed
limits can be overcome both for the magnetic flexsity and for the induced current density.

7.5 Limitations of the homogeneous human model

The non homogeneous model of the human body prewddeore careful description of the
electrical characteristics of the different tisstlean the homogeneous model. It should be
noted that the complication of the model can leadifferent results in terms of estimation of
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induced current densif226]. For instance, in [226F noted that in tissues wiconductivity
higher than the one us@dthe homogeneous model induced current density evaluaican
belocally higher than thoseomputed using a homogeneous model.

In order to evaluate the effect of the organ raesigttwo different levels of complexity ¢
human body have been taken into consider [236]. The simplified model considers
restricted set of organs in the abdomen and thimgions, while the complete model conte
additional information about the head tissues, feuand a more extensive set of thorax
abdomen organsnladdition, a homogeneous model describing the humedy with constar
resistivity value has been considerseeFigure 3.5 (c)). In Figure.Z8 an example of the
currentdensity induced in a human body model with, respelst homogeneous and speci
organ electrical characteristics is sholn the nonhomogeneous model the induced cur
density can be very differerfrom the one of the homogeneous oilExamples of the
evaluation of the induckcurrent in homogeneous and -homogeneous human model
reported in [228],[23&38]. In those evaluations a human model with somersrga a bo»
with human-shape hdseen used. The volume around organ is a homogertissus, name
“body”, with suitable resistivity. IITable 7.8have been reported some resulty is a human
body model with a homogeneous resistivity for b# brgans, I, M3z and M, are the same
models than Mwith the organ resistivity reported Table 3.4. The Mand M; models have,
respectively, a “body” resistivity of 5 and 4¢€Qm. The former is the average value that te
into account the muscle resistivity (is the one usedheltomogeneous mo, 5Qm) and the
second is the fat resistivity (at 200 Hz). In th, model the muscle is modeled with a suite
volume and the “body” resistivity is set to the date, at 46.‘Qm.

; . -——.-I:-!I.!i --m_Fqu hia = .
(@) (b)

Figure 7.18Induced current density inside organs of the hubnady for (a) M1, homogeneo
model, (b) M3, body resistivity 46 Qm.

The magnetic field source is a cable suitably jpmsid with electric current amplitude
170 Ams at 200 Hz An example of the induced current in the organthefmodel N- My is
reported in Table 7,8whereasFigure 7.19 compares the irmhd current densitin each
organ of the models MM,4. The induced current in the homogeneous modebnsetimes
higher €.g.liver, p=25.6 Qm, spleen=10.1Qm, kidney,0=9.3Qm) and sometimes lowt
(e.g.intestine and stoma¢o=1.9 Qm) that the one fouhusing the heterogeneous model v
suitable tissue resistivity. Then the homogeneowslehcan unde- or over-estimates the
organ induced current dens
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Table 7.8: Induced current density in human boslsue and corresponding magnetic flux density.
Current source intensity 170,Aat 200Hz.

tissue B[UT] M; [mA/m?] M, [mA/m?] M 3[mA/m?] M 4[MA/m?]
B R J R J R J R J R
body 158 1.27 5.95 0.60 6.01 0.60 1.74 0.17 2.12 21 0.
colon 139 111 3.01 0.30 2.88 0.29 241 0.24 3.89.390
liver 123 0.99 2.31 0.23 0.60 0.06 1.39 0.14 1.01 .100
intestine 142 1.14 2.53 0.25 5.92 0.59 7.12 0.71 509. 0.95
pancreas 117 094 1.14 0.11 291 0.29 2.53 0.25 6 2.60.27
kidney 111 0.89 1.84 0.18 1.11 0.11 0.73 0.07 0.7@.07
stomach 133 1.06 2.25 0.22 4.62 0.46 4.12 0.41 4.56.46
spleen 133 1.06 2.37 0.24 1.27 0.13 0.98 0.10 1.00.10
midolla 92 0.73 1.36 0.14 0.28 0.03 0.25 0.03 0.28.03
10
9 X M1
3 M2
7 A M3
— 6 —® X M4
£
g X
= 2 x A
3
2 X , £
. s
1 X x x .
0
body colon liver intestine pancreas kidney stomach spleen midolla

Figure 7.19: Comparison of the organ current dgnsit

7.5.1. Limitations of the human body model

The human model has some limitations due to itsptexity. The size of organs in human
body depends on the morphological sizes of theopefs.g. thin, fat, tall, etc). In the
following analysis variations in the size of orgdeg.liver) have been considered.

a.

Variation of the organs size

The geometry of the human body model is the onEigure 3.5 (c). The shape of the

magnetic field source is the one in Figure 3.5 {lhe size of the liver is modified in order to
study the effect of the organ dimension in the ea@bn of the induced current density. In this
case the volume of the whole body and the sourséipo is fixed and the reference system
of the liver is the same in both two models. “Mod rBfers to a human body model with the
liver volume smaller than the one in “Mod_A" (-14%)

In Table 7.9 the maximum of the current densitylesteed in anatomical models with
different organ sizes is reported. The differencéhe maximum value of the induced current
density is close to 60 % and might be due to thferéince in the organ size and in the
magnetic flux density. The volume of the liver et‘Mod_B” is 14 % smaller than the one
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in “Mod_A” and the maximum in the magnetic flux dy is lower than 3.8 %. This last
result is coherent with the fact that the liverface is more distant from the magnetic field
source. It can be noted that both the organ sidepasition with respect the magnetic field
source can affect the induced current value.

Table 7.9: Induced current density in human livéhwlifferent volume.

Mod_A Mod_B A%
Volume [cm’] 1623 1391 -14.3
B [uT] 125.1 120.3 -3.8
J [mA/m? 1.396 0.562 -59.7

7.6 Conclusions

Numerical models have been developed in order taluate the exposure to
electromagnetic fields. In particular, the expodorelectromagnetic field rising from welding
equipments and induction cooktop has been examBiethle and more realistic human body
models have been used in order to evaluate the@daurrent density in biological tissues.
Results of the induced current density obtainednleyns of the human body model are more
accurate with respect to those ones computed tsenfpomogeneous cylinder. Nevertheless
the advantages derived by a more detailed modelarso higher than the effort that needs to
prepare the model.

A procedure to evaluate the exposure to electroetagiiield by means of numerical
model has been implemented and used in order lgzanthe effects on biological tissues of
electromagnetic fields generated by welding equipshand induction cooktop devices.

Nevertheless, numerical evaluation of the exposeggires a great effort to generate the
models, run simulations and analyze data espedfaltye supply current has a large number
of harmonics. For some configurations of simplifledman body model and some source
positions, a set of coefficient have been develapeaxtder to analyze the exposure to the field
generated by some welding equipments. Given theeguand frequency of the welding
current the corresponding level of the magnetig flensity can be evaluated by the intensity
of the current, its frequency and the computedfeoents. In this way the computation effort
can be reduced.

As regard the induction cooktop devices homogeneglisder models have been used to
evaluate the electromagnetic field exposure. Thtadce between the source and the human
body model suggested by standard has been testedldm lower distances have been
examined. It appears that at the distance presthiestandard the device easily satisfies the
limits as regard of both the magnetic flux densihd the induced current density. This fact
didn’t appear evident if the source is closer ® tlnman body model. For lower distances the
magnetic flux density or both the magnetic flux sign and induced current density can
overcome limits. It is to be noted that the dise@xamined, also lower than the one
prescribed by standards, are plausible for a user.

Using the same numerical procedures and model$uiman exposure in terms of induced
current density can be examined for other typesoairces especially if the evaluations by
means of measurements or analytical computationsnafnetic flux density show the
overcoming of limits suggested by standards.
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Chapter 8

8 Electromagnetic fields in medical applications: Magetic Fluid
Hyperthermia as tumor therapy

The magnetic nanoparticles are used as an intéreating source in Magnetic Fluid
Hyperthermia (MFH). Both the magnetic fluid drugdathe magnetic field source must be
opportunely designed. Optimization techniques dised in chapter 5 are used in order to
shape the magnetic field source and for the chafitke magnetic fluid parameters.

The Magnetic Fluid Hyperthermia provides the hegtiof cancer lesions up to a
temperature that can damage tumor tissues. Inthibigpy the nanoparticles, injected in the
human tissues, are heated by means of a time-gamiagnetic field which should be as
much as possible uniform in the treatment area [@lthe design of the magnetic field source
the magnetic field uniformity at first and the riégg temperature uniformity are the most
important objective functions. Moreover, since gmver density generated by nanoparticles
depends on their local concentration, diametewelbas the local intensity of magnetic field
and temperature, the design of the magnetic floatacteristics can be performed in order to
obtain the desired increasing on the local tempegatThen, in the design of the magnetic
fluid characteristics, in addition to the temperatwniformity, the temperature rate in a
predefined time interval that allows a temperatise up to the therapeutic valued.42°C
in mild hyperthermia or 60°C in the thermal abla)iccan be another plausible objective
function.

Furthermore, since nanoparticles are generallxiaegein tumor mass by means of a finite
number of injections and the distribution in tissugepends on their diffusion, a uniform
concentration is difficult to be reached. Then,taro objective can be the design of the heat
source with reference to the position of the nanogas injections in the tumor mass in order
to obtain a concentration that induces, as fat isspossible, uniformity on the temperature in
the target region. The temperature might be clogbé therapeutic value and the uniformity
temperature at the tumor surface might be a presiggun order to reach almost a minimum
therapeutic temperature value in the treating velum

The proposed and solved problems for a Magneti@ Fyperthermia treatment devices
and therapy design are:

» Design of the electromagnetic source based on derations in the magnetic field
uniformity

» Design of the electromagnetic source based on deradions in the thermal field
uniformity; the solution of a coupled electromagneand thermal problem is
proposed;

» Design of the heating source focusing some aspéetsherapeutic treatment;

» Design of the nanopatrticles injection sites focgsihe thermal and the therapy
design problems.
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8.1 Magnetic fluid: physical properties and heating chaacteristic

Magnetic fluids have interest in biological apptioa because they combine normal liquid
behavior with the possibility to control their floand properties with a magnetic field [239].

A magnetic fluid is a suspension of some partieket nanometric sizes. The most used
material for magnetic nanoparticles is the magee(feO,), but also other magnetic
materials have been used. For example in 1993 darses ferrite particles [70], and Fortin
colloidal maghemiteytFe,0O3) and cobalt ferrite (Cok©,) dispersed in water or a glycerol-
water mixture [131]. A stable suspension is achdedenanoparticles are protected against
agglomeration due to Van Der Waals interactiong],[$239]. The coating with organic
molecules originating a repulsive force can aightevent agglomeration. The stability of the
colloids depends on the balance between attra¢ti@@ Der Waals and dipole-dipole) and
repulsive (steric and electrostatic) forces [91].

The influence of the magnetic field on the magne#inoparticles is due to the fact that the
nanoparticles can be considered a set of therragltgted single domain particles that carry a
magnetic moment [239]. Since the magnetic nanapestican be treated like some dipoles,
the magnetization of the fluid can be describdd & paramagnetic system, by the Langevin
equation [92]. In [239] it is observed that the mat paramagnetic systems have a initial
susceptibility of the order of 1) while the one of ferrofluids is of the order of 1

An analysis of the magnetic nanopatrticles heatioggxties is in the paper of Rosensweig
[106]. In this paper an analytical formulation detpower density generated by a magnetic
ferrofluid is reported. The discovery of the belwavof magnetic nanoparticles in a fluid
medium subjected to a time-varying magnetic fie&s lbeen described by Rosensweig in
1969 [239], [240].

In the model of the heating phenomena the magmetioparticles are considered not to
interact each other and each of them has its firagnetic moment. It is a shear flow that
generates a rotation of the particles and theirnatig moment. When a magnetic field is
applied to the system, the magnetic moment of #régbe will align to the field direction. If
the magnetic moment of the nanoparticles is fixexighear flow causes a misalignment that,
consequently, generates a magnetic torque thate@ats the mechanic torque.

Then, each particle can aligns itself with the negnfield direction by means of a
rotation of the whole particle, that is the Browmigelaxation mechanism, or changing the
direction of the magnetic moment inside, that s Néel relaxation mechanisreegchapter
2). Both these two relaxation mechanisms contriliot¢he heat generation due to a time-
varying magnetic field. For each of them mechaniimesrelaxation time is, respectiveby,
for the Brownian andy, for the Néel one [106]:

3nVy
= A
Tp kT (8.1)
AE K,V
oy = fiterp (22) = frorp (K ©2)

whereVy, is the nanoparticle core volumg,(= 4mr3/3, with r is the nanoparticle radius),
V4 is the nanoparticle volume including the surfattager ¢/ = (1 + 6/r)3V,,, with dthe
thickness of surfactant layer), ardthe fluid viscosity K, is the anisotropy constant of the
nanoparticle materiafy is the Larmour frequency of the magnetic momeérihe temperature
in Kelvin andk the Boltzman constant. In [963" is assumed between 39 and 103,
whereas in [99], [135] is 1%. Given the previous relaxation times, (8.1) a8®)( the
effective relaxation time is:

80



. (%Jr%)_l (8.3)

It is be pointed out that for small nanoparticllee Néel relaxation term dominates, while
for large nanoparticles it is the Brownian one tthaminates on the resultant relaxation time
(8.3) [107].

Both the Brownian and Néel relaxation times areirzcfion of the nanoparticle diameter
(the hydrodynamic one)y, in the first case and the magnetic obDg, in the second case).
The magnetic diameter is the one of magnetic natiofgacore, whereas the hydrodynamic
one includes the surfactant layer as sketched gur&i 8.1. Since the two relaxation
mechanisms have a different behavior as a funafahe particle diameter (Figure 8.2), the
one that is the lowest dominates the relaxationhaeism.

=%
2/

Figure 8.1: Magnetic and hydrodinamic diameter naoparticle core with its surfactant layer.

The transition between Néel and Brownian mechaniamsed for a particular particle
diameter that is the one for whichzig= 5= 1.
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Figure 8.2: Relaxation time as a function of thegjfrency for Fe304 nanoperticles. From [106].

It is to be noted that in some case, in biolog@aplications the magnetic interaction
between the particles can be neglected [90] sinicdodical ligand coating, used to
functionalize the nanoparticles, helps to sepataen. Moreover, the relaxation time can be
influenced by the magnetic interactions betweenr nemoparticles that can cause the
formation of straight chains or agglomerates thatify the final heating effects [96], [107],
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[113], [136]. The importance of interaction is assa by the ratio between the interaction
energy and thermal energy, = Ei./KT, where the internal energ¥., depends on the
magnetization and the interparticles distance.

The nanoparticle magnetization is also due to tagmatic anisotropy of the material that
creates an energy barrier between different orilems of the magnetic moments. If the
anisotropy is uniaxial the energy barried8 = K, V [93], [136]. This value appears on the
exponential term of the Néel relaxation time cons{8.2). Since the single domain magnetic
materials can fluctuate in a time-varying magnééld the magnetization is time variant, then
for magnetic fluid in a time-varying magnetic fietde magnetization derivative is [106],
[239]:

oM(t)
ot

= %(Mo(t) - M(1) 8.4)

whereMp is the equilibrium magnetization equal My = y,H, cos wt = Re(;(OHOej“’t) in
which, xo is the static susceptibility; is the characteristic relaxation time that hasftine in
(8.3) and the magnetization is:

M(t) = Re(Hye/®t) = Ho(y coswt + ' sin wt) (8.5)

with ¥ and y’ are the real and imaginary part of the magnetsceptibility ¥ [94]. From
previous relations the magnetic susceptibility is:

__%
1+jwt

X (8.6)

In order to determine the effect of the relaxatioechanisms the frequency dependence of
the susceptibility in the previous relations cansigten as a complex quantity [241], [242]:

Zo . ZoWT
1+ Gwn)? 1+ (wr)?

2(w) = (8.7)

with xo is the static susceptibility and the frequency pulsation. Figure 8.3 shows typical
shapes of realy(«), and imaginaryy’( «), part of the magnetic susceptibility as a function
of the frequency for nanoparticles suspended irmtemsolution or in a gel media [66], [135],
[243]. It is been pointed out that the susceptipiliepends also on the fluid temperature since
the relaxation time is a function of the temperatgee(8.1) and (8.2)), [106], [134]. In order
to avoid Néel phenomena the nanoparticles musttov@minimum size threshold (if they are
too small the Néel relaxation time is predominant).

It is been pointed out that a magnetic fluid carcbmposed by nanopatrticles that not have
all the same dimensions, but it is a dispersionasfoparticles with different diameter. This
fluid with nanoparticles with different diameter ®amed a polydispersion with the
nanoparticles diameter distribution that follomeg-normal distribution [106]:

1 Inr—In7r
) (8.8)

g(r) = 2 P (——202

wherer is the particle radiusl is the average radius, is the logarithm of the standard
deviation. This expression can be introduced inathe of the susceptibility in order to better
approximate the magnetic fluid characteristics [g6P], [106], [135]. The dispersion of
nanoparticles diameter affects the power densitgrgto the tissue [243].
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Figure 8.3: Magneti susceptibility as a function of the freque for maglemite suspension. (a) real
and (b) imaginary pafor nanoparticles in water, (c) real and (maginary part cnanoparticles in
gel. From [135].

8.1.1. Derivation of heating generated by inanoparticles suspensio

From the magnetic susceptivity and relaxation trharacteristics the heat generatec
means of the nanoparticles car assessed [106For the first law of thermodynamic tl
internal energy in a unitarolume is:

(8.9)
whereQ is the heat that is giveto the process and/ is the work applied to the system.

Q=0 the process is adiabatic and the heatinonly due tothe work given by tr magnetic
field, H [A/m], that is:

(8.10)

wherethe magnetic flux densitB is a function of thenagnetic properties of the system.
in this case the system ene (8.9) is:

(8.11)
where with M is the material magnetization [Athand uo the magnetic

permeability of the free spa Using previous relations the timariation of the interne
erergy due to the application otime-varying magnetic field is:

(8.12)

Magnetization can be alternatively expressed imsenfthe complex susceptibilit yx, that
is, (see(8.7)):

(8.13)

Let consider acosinusoidal magnetic fiel , the
magnetization depends timee magnetic susptibility and is:
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M(t) = Re(Hye/®t) = Ho(y coswt + ' sin wt) (8.14)

From the previous expression the internal energh2as:
21/ w

AU = ZMOH(%;(”I sinfwtdt (8.15)
0

that depends only on the imaginary part of the rataigrsusceptibility,y” . Integrating the
internal energy the volume power density is:

P = fAU = friugH /' (8.16)

wheref = w/2m is the frequency of the magnetic field. Using éix@ression of the magnetic
susceptibility the (8.16) can be written as:

, KT
P = fmuoHg 1% Go)? (8.17)

In this expressiory, is a constant. Nevertheless this parameter depemdte magnetic
field intensity. Given the Langevin equation:

M 1
L&) = E = cothé _E (8.18)
where
_ HoMaHViy,
&= T (8.19)

is the Langevin parameter in whibh is the saturation magnetization of the ferrofluitht is
M= @ My with My the domain magnetization of the suspended nanoleartand ¢ the
nanoparticles concentration, the static susceipjo is:

3 1
Xo = iE(COthf — E) (8.20)
with x; is the initial susceptibility that is:
oM ﬂ0¢M§Vm
%= (Gw), = 5 (68.21)

From previous relations some quantities in ordeevaluate the heat deposed by means of
a nanoparticles fluid can be derived. For instamed;ortin [131] the Specific Loss Power
(SLP) for a monodisperse particles solution isrdias:

P 1 wT
SLP = — = — muofHj - %o (8.22)

p$  pg + (Jw1)?

wherep is the mass per unit volume of iron oxide; thevimas quantity is independent of the
nanoparticles concentration. Given the power degngenerated by means of the
nanoparticles, for a monodisperse fluid (all nambglas have the same diameter), the
temperature riseqT, is:
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At
AT = P— (8.23)

wherec is the specific heat of the ferrofluid amd is the heating time interval. Whereas for a
polydisperse nanoparticles solution (nanoparticléth different diameters) the dissipated
power is:

[oe)

AT =P = f Pg(r)dr (8.24)

0

and the corresponding temperature rate is:
_At
AT = P7 (8.25)

The temperature distribution around a sphericata®is described in [244]. In this paper a
thermal model has been developed using the hewtféraequation. Nevertheless, it must be
noted that the temperature increasing in a tissdeced by means of a power density source
depends also on the blood perfusion that has angpelfect.

8.1.2. Model for the computation of the power density gemated by means of the
magnetic nanoparticles

Both electromagnetic and thermal problems are solv&ng Finite Elements Analysis
(FEA). The power density is computed as in theqBid order to compute the thermal source
that is the input of the thermal problem in (4.57).

In magnetic nanoparticle therapy the heat is geéeerdy means of a time-varying
magnetic fieldH that produces the rotation of nanoparticles amd tmagnetic moments in
the biological fluid. From the results of the p@ys$ paragraph the power density depends on
the local value of the:

« intensity of the magnetic field [Ar};

» frequency of the magnetic field [Hz];
» tissue temperature [K];

» concentration of nanoparticles [%];
» diameter of nanoparticles [nmj;

Then, according to [106], the power generated bgmaef the nanoparticle motion can be
evaluated using the following equation where thealadependence on spatial variables is
highlined:

P(x,y,z,T,H,$D) = mugy (x,y,2,T,H, ¢, D)fH?(x,y, 2) (8.26)

wherel is the magnetic permeability of the vacuudnthe magnetic field frequency,” the
magnetic susceptibility of the nanoparticles. Tlepahdence on temperature, concentration
and diameter of nanoparticles is inside the magnstisceptivity term, whereas the
dependence on the intensity of the magnetic fislthath inside and outside the magnetic
susceptivity term.

In a first example the power density can be congplbeally using local value of the
temperature and the magnetic field intensity by mseaf a FEA coupled problem. The

85



magnetic susceptibility is a function of the magmdield intensity H and the Langevin
parameterg, [106]:

%,(¢,H,D) w t(D)

1+ (jwt(D))? 8.27)

Z'(¢H,D) =

wherewis the angular frequency of the fidi] z the relaxation time of the nanoparticles due
to Néel,zy, and Brown g, relaxation time constants such that (8:3% = 75! + 75! [1086].

It can be noted that the Brown relaxation time dejgeon temperature and diameter
nanoparticles as in (8.1):

o 3nVy(D)
B kT

where Vy is the hydrodynamic volume of a nanoparticle wiiangeterD and magnetic
volume Vi, (Vy = (1 +6/1)3V,, V,, = 4n(D/2)3/3). Whereas the Néel relaxation time
depends only on the tissue temperatssz(8.2)).

In previous relation® is the thickness of the layer that covers the ratgrpart of the
nanoparticle ks the Boltzman constant, the temperature. The following relationships are
incorporated in (8.27):

(8.28)

(cothE(H, D,T)— (8.29)

f(H,lD, T))

3
}(0(¢,H,D,T) =Zl(¢’D’T)m

with & the Langevin parameter in the (8.19) that depemdthe magnetic field intensity as
well as the temperature and nanoparticles diameter:
¢ — HoMaHVin(D)

kT

whereas the initial magnetic susceptibility depeadshe temperaturd,, and nanoparticles
diameterD, and concentratioryg as in the (8.21):

(8.30)

_ ﬂ0¢Mclem(D) 8.31
AT T3k (83D

Previous relations put in evidence the dependehtteegower densit in (8.23) on some
characteristics of the nanoparticles as their coinagon and diameter and the fluid
temperature as well as the magnetic field intensity

8.1.3. Hyperthermia and electromagnetic field exposure

Even in the case of tissues heating by means ofneti@gnanoparticles it must be
considered that a magnetic field is generated #mekefore, the possible occurrence of
systemic effects, like tissues heating or stimatatimight be assessed. For this evaluation
there are some empirical models that allow an assest of the possible limits on the
intensity of the field [66], [77]. For example, [85] the magnetic field limit given for a
diameter of 30 cm is [243]:

Hf <485 -108 (8.32)

where H is the intensity of the magnetic field afmdhe frequency. The (8.32) has been
evaluated at a specific radiRof the region exposed to the magnetic field.
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8.2 Finite Element models for Magnetic Fluid Hyperthermia equipments

In Figure 8.4 the computation domain and the volsinged to solve electromagnetic and
thermal problem by means of Finite Element tooésraported. The geometry for the solution
of the electromagnetic problem is characterizedviny conductive regions, namefyr, the
tumor, andQ_ andQy, the healthy tissues regions; they are embeddeah iair regionQa,
that includes the sources dnd 4, of the magnetic fieldH (Figure 8.4). Between the two
conductive regions anf,, an air boxQg is laid in order to adapt the mesh. In turn, the
thermal domain includes the tum@ry, and the healthy tissu@y, regions only. Suitable heat
exchange conditions are imposed on the externtdciof the thermal domain. In particular,
the healthy tissue considered in g region is fat, whereas the healthy tissue thabsuds
the tumor regionQ., is the liver tissue. The electrical charactersstof the tissues are in
Table 3.5.

Qne
R Q,
0 Q
0 lB DD :
6
Qy
D\D 0 2
AN
J
J, om
(a) (b)

Figure 8.4: FEM geometry (b) domains of the magnatid the thermal problems wi@=tumor,
Q, =liver, Q = fat,Q, andQg = air, andQ = truncated external region.

The electromagnetic problem is solved in term®tidltelectric scalar potentiab, because
this formulation solves in a better way the magnégld problem. The solved equations in
the conductive medi®r, Q. andQy are the (7.5)-(7.6), whereas in the air region Bia-
Savart formula is used to compute the magnetid figiherated by means of the inductors and
the (7.7) is used in order to solve the magnetbl@m. In the air region the equations on the
reduced scalar potential (4.40) and (4.41) are tsedlve the magnetic field problem.

Given the thermal source in terms of the power idesin the Fourier equation with the
Pennes term (4.57) is solved in the thermal dorogthe Figure 8.4 (b).

8.2.1. Magnetic field source design

A clinical device for Magnetic Fluid Hyperthermi®EH) is installede.g. at the Charité
hospital in Berlin [138]. In this equipment the &marying magnetic field source is a coll
with a ferrite yoke which is able to guaranteeaicylinder with diameter of 20 cm a magnetic
field strength with a uniformity of 90 % [138]. this paragraph, the synthesis of an iron-free
magnetic field source, inspired by Loney solengidtem [245] is proposed. The proposed
design is a completely new solution with respecexesting devices, with the possibility of
adaptation of shape and currents based on pateEntasd region to be treated. The aim is to
synthesize a uniform field in the treatment regiorsensitive to small variations of coil
system parameters [251].

87



Actually, in various applications of bioengineerirthe generation of uniform magnetic
fields is required. For instance, in magnetic resme imaging (MRI) [245], as well as in
magnetic induction tomography (MIT) [246], the Bedynthesis problem is characterized by a
small size of the controlled region and a high degof uniformity (in the order gbpm).
Instead, in MFH the controlled region size is ondeo bigger than in MRI and MIT systems,
because the anthropometric dimensions should bentako account; this, in turn, has a
consequence in terms of the degree of field unifigrachievable in practice.

Scope of the automated optimal-design procedurenddictors for MFH for clinical
treatment of cancer lesions is providing a conimothe uniformity of magnetic field and
hence a uniform therapeutic temperature in wideybadjions. In particular, an air-cored
solenoid system, which offers a possible advantagerms of reduced size due to the lack of
ferromagnetic material, is considered. The desigoblpm is formulated in terms of a
multiobjective problem [247].
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Figure 8.5: Geometry of the magnetic field source.

The geometry of the magnetic field source is regameesd in Figure 8.5. It is composed by a
set of two couples of coils (the system of indugtavith the same axis. The main coil is the
internal one, and the external is the secondary €he latest it is the correcting coil used to
uniform the field distribution generated by the maoil. The system is symmetric both along
thez andx axis. The inductors at left of ttzaxis are supplied by the same current values, in
amplitude and phase, that the ones in the rigltt par

The uniformity of the magnetic field or thermallfles evaluated in a volume at the center
of the space between the two inductors system.eSthe axial symmetry subsists the
magnetic field has been evaluated in a 2D layer-iure 8.5 the evaluation area, the
region, has been represented as a square wittspdims area has dimensia2iszand2Lx

Table 8.1: Range of the geometry and current dsgd in the optimization.

Rim]  dx[m] Zim] dz[m] Lam] Lom] 1Al 12[A]

Min  0.25 0.05 0.15 -0.05 0.2 0.15 1000 500

Max 0.5 -- 0.4 0.45 - - - -

The section of the axis symmetric device in Fig8te shows some possible design
variablesL; andL, are the lengths of main and correcting coils, eespely, R; is the radius
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of main coil,dx the gap between main and correcting cailthe distance of the main coil
from thez axis,dzis the shift of the correcting coil with respelsetmain one. Table 8.1 the
variation ranges of the chosen design varialles (Ry, z, dz) used in the optimization
process and the fixed values of the inductor gepnptrameters are reported. The square at
the system centr&} region, with side_,=L , of 20 cm, is the area where the field uniformgy i
to be controlled.

8.2.2. Design of the magnetic field: objective functionsrad some results

The design of the time-varying magnetic field seurequires the studying of the sizing
and the position of the inductors in order to gatera magnetic field as more as uniform
under some geometrical constraints like the siz¢éheftreating person and the volume and
position of the cancer lesion. In the first anadyshe sizing of the source, the magnetic field
has been computed using a semi-analytical ma@elsuperimposing the field generated by
each turn composing a coil. To this end, a claksicalytical formula [248] that involves the
evaluation of elliptic integrals has been used.sThiethod has been chosen for its
computational speed in repeated field analyses, \aitld reference of an optimization
procedure. In the first design of the magnetiafieburce the uniformity of the magnetic field,
in terms of inhomogeneity, is analyzed and the iieitg of the solution is evaluated. Then
the magnetic field source design is configured agcaobjectives optimization problem.

Given the magnetic field intensity the inhomogenemnction, f, the first objective
function considered, is defined as follows:
f _ Hmax - Hmin (833)

Hmean
whereHmax , Hmin, @andHmeanare the maximum, minimum and average value ofithgnetic
field in the controlled regiof , respectively; numerically, inhomogeneity hasrbeemputed
in a set oN=231 points, located in th@ region.

An inexpensive evaluation of sensitivity is possitlhen a set ofga>1 points discretizing
the search space is available. Each point of this sensidered as the centroid of a hypercube
«w, composed of all the other points whose distarm® the given one is less than a threshold
[239]. Then, sensitivitg, the second objective function, is approximated as

SE[f@Tl[SéJFf(g) -inff(g), gbw (8.34)

where sup and inf are computed within the hyperculse and f(§) is the inhomogeneity
function value at the hypercube centrgid

a. Some results of the random shape optimization

In Figure 8.6, the sensitivity is plotted as a function of inhomogeneityThe cloud of
points has been obtained after sampling the thieertsional search region formed by the
variablesR;, z; anddz In particular,zy anddz have a practical significance because they have
to be adjusted during the set-up phase of thergpipment, and their setting depends on the
patient size. The sampling is based on a randomclsemverned by a uniform probability
density function, and is composed of 1,000 points.

The final aim of the magnetic system is to genematéield uniform enough in the
controlled regionQ. For this reason a real shape design of the syk@srbeen performed
using a multiobjective formulation. Ensuring theximaum homogeneity of the magnetic field
in a prescribed volume was the main target of #sagh. In fact, a uniform magnetic field is a
preliminary condition for a uniform power densitgdathen for almost uniform heating of
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human body tissues. On the other hand, since tkaiog of the system has to be adjus
depending on the anthropometric sizes of the patitre sensitivity of configuratior
minimizing the field inhomogeneity should be evasth Among all fesible solutions, th
ones exhibiting both low inhomogeneity and sensitiwill be selected. Therefore, the des
problem has been cast as a -objective optimization problem: find the set of déde
solutionsx such that botlfi(x) ands(x) are minimumaccording to Pareto optimal [247].

In Figure 8.7 (a) and (ko feasible geometries are shown: former is an example (
good solution, the latter of bad solution. Thetfiogpe represents an optimal case and
second one a sub-optimal case.
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Figure 8.6:Sensitivity versus inhomogeneity function. Fts in the lower left and upper right cort
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In Figure 8.8 (bthe percentage variation of tH field intensityis shown; the maximur
of the magnetic fieldH in the controlled regiolQ is close to 15,000 A/m in the case of
good solution and to 3,200 A/m in the case of tad solution, respectively. The maximi
has been evaluated as the global one along threetidns d;,d»,d3), defined inside the
controlled region (Figur8.8 (a). It can be noted that the field uniformity is hey than 95%
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Figure 8.8: (alceometry of the syste and (b) percentage variation of H fie

b. Some results of the utomated shape optimization

Starting from a tetative solution and using an Evolution Strategyoathm for the shap
optimization of the inductor system geometry, arprioved solution can be found in
automated way [247]For the bad solution iFigure 8.7two possible improved solutior
found with the evolution strategy algorithm, arpaded inTable 8.1.

Table 8.2:Automatedshape optimization results using evolution stratggroact

z [m] dz [m] X [m] f s
Start point
0.37 0 0.28 0.2527 1.92-1(%
Stop Points
0.1964 0.5781 0.5 0.0396 1.36-1(%
0.1961 0.5969 0.5 0.0396 6.4-10%
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It can be noted that the ratio between the sentgiti¥ a bad solution to the sensitivity of
good solution is conservative and it is equal aln@4.0

C. FEA Validation and coupled field simulatior

In Figure 8.9the geometry implemented in Flux3D, a Finite EletnAnalysis (FEA)
commercial code for electromagnesimulation is sketched. The tumag. the region wher:
the magnetic field must be synthesized, is modeled sphere inserted in a srical volume
that represents the liver. In turn, the liver isbexhded in a cylinder with elliptical crc¢-
section, representing the human bodn this case atypical FEM mesh for th
electromagnetic (EM) problem is composed of 683 #&#&hedrl elements For the therme
problem the mesh is the same than in the EM prolidamonly a su-set of volumes, th
conductive ones, have been consideElectrical characteristics of the tissues arcTable
3.5 whereas #hthermal one are Table 3.6. In the FEAhe nanopatrticles have been assu
to be uniformly distributed in the tumour volumehe intensity of themagnetic fieldH has
been computed with the FEA simulator sog the magnetic problem for the geometry
Figure 8.9, assuming currengs LO00Arms and,=500Armsat a frequency =450 k.

Figure 8.11shows the absolute value of the magnetic fielong three orthogon:
directions (Figure 8.10inside the tumour region, in both the sourcestjpos reported ir
Figure 8.7.P,_U andP,_NU represent the magnetic field along the gn for, respectivel,
the uniform and no uniform winding configurationThe synthesized configuration of t
source inductors implies both an increase of thgnetc field value and a better uniform
inside the tumor volume.

(a) (b)
Figure 89: Model geometry and field windings.
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Figure 8.10Magnetic field and temperature sampling directi
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Figure 8.11: Magnetic field inside the tumor regioioth synthesized and sub- optimal configuration
(rmsvalues).

In order to investigate the coupled-field respon$ethe synthesized field winding, a
thermal FEA has been developed. Magnetic nanofestiiroduce a power density [WFjm
that is a function of the square of the magnegtdfiH and its frequency, like that reported
in [106],[199]. Then, the power density releasedht® tissues by means of the nanoparticles
has been derived from the value of the magnetitd fiatensity H using the (8.16).
Successively, the temperature distribution in thedur as a function of time has been
computed solving the transient thermal problemhia interval [0, 20] s. In this respect, to
evaluate the tissue heating, the power dersityas been set as the heat source in the Fourier
equation [214] and the cooling effect of the paduosdue to the blood circulation inside
tissues has been taken into account, implementiegPennes equation by subtracting the
cooling term using (4.57). In the implementationtloé thermal equation, the cooling effect
due to big vessels as well as the phase change daod has been disregarded. Moreover, in
the thermal problem the nonlinear characteristidsealthy and tumor tissues [198] have been
considered (Table 3.6).

62,00
UniformH

57,00 = =
(=)
2 52,00 ......... P5_U
=
2 P6_U
5] -
g 47,00 P7_U
@ | e P5_NU
2

P6_NU
42,00 . - = =P7_NU
Non uniformH -
37,00
0,15 0,20 0,25 0,30 0,35

x[m]

Figure 8.12: Temperature due to nanoparticles énid tumor region in the optimal and sub-optimal
configuration.
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Following thermal results refer maghemitemagnetic nanoparticles with a diameter
20nm. In the case of the uniforH field the concentration is 0.3% whereas in the cdsa
non-uniformH field is 2.85 %in order to have comparable temperature. In fact, with
reference to these concentrations, the power gemsithe tumour region due to magne
nanoparticles is approximately the same in botfoami and non uniform cas

The tempeature inside the tumor region, sampled along thections of theFigure 8.10, is
reported in Figure 8.1%or both the cases of uniform, and ~uniform, magnetic fielcH.
Pr_U andP,_NU represent the temperature along the |n (n=5, 6, 7) for, respectively, th
uniform and non uniform magnetic fie It can be noted that the behaviour of tempere
follows the one of the magnetic fit reported in Figure 8.1Then, the importance to have
uniform magnetic field to obtain a uniform temperatin the region of the tumour is prov

Isovaluoes
E3.04&

Isovalues

ot | | |

CELSIUS DEGREE :
&

(b)

Figure 8.13: Tempature distribution after 10 s in the tumor regi¢a). Uniform field, (b) nor
uniform field.

Table 8.3: Power density and SAlRe to magnetic field h and the one due to magmetoparticle.

Non uniform | ;=1000Arms, L=500Arms
POWER_T1 P _H[W] P_NP [W] SAR H [W/kg] SAR_NP[W/kg]

POWER_LIVER 514.¢ --

POWER_T1_NP 0.2t 41.9 6.1 1023.3
POWER_T2_NP 4.6( 489.1 9.6 1024.7
POWER_T3_NP 88.: 3765.2 24.3 1034.3

uniform | ;=1000Arms, L=500Arms
POWER_T1 P_H W] P_NP [W] SAR H[W/kg] SAR_NP[W/kg]

POWER_LIVER 12.1 -

POWER_T1_NP 10 289.3 254.8 7065.2
POWER_T2_NP 157 3374 328.3 7068.7
POWER_T3_NP 2.32i 25735.2 639.3 7069.2

Figure 8.13shows the temperature distribut in the tumor region in the case of unifo
and non uniform magnetic fieldhe power due to the nanopatrticles only has beerpaced
with the one due to the magnetic fieH only. Data for uniform and non uniform c«
configurations are reported ihable 8.3 The power released to tissues due both tc
magnetic fieldH, P_H, and the nanoparticleP_NP, has been expressed in terms of
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Specific Absorption Rate (SAR). In Table 8AR_Hand SAR_NPare the SAR due to
magnetic fieldH and that due to nanopatrticles, respectively. TAR 8as been computed as
the power released to the tissue mass by bothrbege sourcesi.e. the H field and the
nanoparticles. In the case of uniform field the Sé to nanopatrticles is between 11 and 27
times the one due to the magnetic figid Then, synthesized field produces a higher
nanoparticle SAR than the non uniform field.

8.3 Magneto-thermal coupled simulation

In the previous paragraph a first analysis of ttegnetic field uniformity in the design of
the time-varying magnetic field source has beersgreed. The uniformity of the heating
depends on the magnetic nanoparticles distribudioth characteristics. It is known that the
power density generated by the nanoparticles dependhe magnetic field intensity in a non
linear way. Then a non uniform magnetic field disition can affect the temperature
uniformity in a different way.

In order to take into account the magnetic fieldamogeneity in the optimization of the
therapeutic temperature distribution, a coupled metig and thermal problem is proposed
[249]. The design variables, shown in Figure 8rB,tae positions of winding coilz,anddz
In a real-life application, the radius of cols is constant and fixed to the value found in the
previous analysis, but the coil distance can beduss a function of the patient size. As a
consequence, the correction coils are positionaxtder to improve thermal field uniformity.
In this case the main coils carry 25@Q,A(13 turns), whereas the correcting ones carry 125
Arms (10 turns).

In this paragraph a non-deterministic optimizatadgorithm was linked with a code for
three-dimensional FEA of the coupled magnetic-ttariield. In principle, the objective
function, to be maximized, is the temperature uniity in the cancer tissue, giving a
prescribed temperature value. The controlled regsoronstrained to be isothermal to a
therapeutic temperature.g, 42°C or >60 °C), whereas the healthy tissue®isitained to
be at a safety temperature (lower than 40 °C).r&ete, in view of the winding design, the
magnetic inhomogeneity)y, and the thermal onéJy, are both evaluated by means of the
following equations:

Hopax — Homi
Uy(z,dz) = M (8.35)
mean
Tonax — Trmi
Ur(z,dz) = M (8.36)
mean

whereHmax Hmin Tmax Tmin @re maximum and minimum values of the magnetid faad the
temperature in the controlled region, respectivetyturn, Hyean and Tmean are the average
values of magnetic field and temperature in the esaggions. The inhomogeneity of the
temperature is computed after a time transien0083Therefore, the inverse problem can be
formulated as follows: given nanoparticles diamets concentration, starting from an initial
solution, findz anddz such thatJyy andU+ are minimized.

8.3.1. Optimization algorithm

In Figure 8.14 the flow chart of the optimizatiomopedure is described [249]. The
simulation strategy implements two steps; the fsttp implements the magnetic field
analysis, while the second step implements therthkfield analysis in order to simulate the
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temperature distribution in the target region. Astfstep of the analysis, a time-harmonic
regime is considered for magnetic analysis. Infits¢ algorithm run, the position of the coils
is set at the initial values. The magnetic problensolved using the total magnetic scalar
potential (equations (4.33)-(4.36) in the conduetiegion and (4.40) and (4.41) in air region),
and in the post-processing the absolute valueeofrtagnetic field distribution is exported and
saved. In this step the inhomogeneity of the magrfetld is computed using (8.35) and
stored. Accordingly, the power density generatednieyans of the nanoparticles is obtained by
means of equation (8.26) and (8.27). By this wagpa-linear thermal transient problem in
the interval from 0 to 300 s is solved. Then, thBomogeneity of the thermal field is
computed using (8.36) and stored. At this pointhgighe Evolution Strategy algorithm, a
new set of values for the optimization variablesh®sen and used in order to update the
position of the coils.
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Figure 8.14: Optimization procedure flow-chart.

8.3.2. Multiobjective optimization: some results

In Table 8.4 the results of the two optimizatiorattgies, in terms of thermal and magnetic
field, are reported. It is pointed out that theuatdr coils have different position if either the
temperature inhomogeneity is searched for, or tagnatic field inhomogeneity is the target
(Figure 8.15). The starting point is the same fathlthe two optimization strategies.

Table 8.4: Coils position for two optimized solut® z and dz in [mm] {Jand U computed using
(8.35) and (8.36).

Start Stop
z dz z dz Uwm U
Thermal -2 3
inhomogeneity 250 150 378 0.23 1.8410 8.8510
Magnetic

250 150 174 276 1.0910* 5.4910°

inhomogeneity
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Figure 8.15: @ils position for the two optimization strategi(a) Thermal optimization and (
magnetic optimization.

2,0E-02
1,8E-02 A SUM M
1,6E-02 ‘% I, OV T
L4E-02 e '“@ & M optimum
1,2E-02 . —& :
3 A T optimum
= 1,0E-02 >
8,0E-03 o O R
6,0E-03 X o B
%o ©
4,0E-03 %2 (9] @ <
2,0E-03 &
» TR XK
0,0E+00 4%0 ©
0,0E+00 2,0E-02 4,0E-02 6,0E-02 8,0E-02
uT

Figure 8.16: Pareto front.

In Figure 8.16@he two objective functions Pareto front is showhe two solutions foun
during the optimization process for the magnetidaumity as a function of the therm:
uniformity are reported. The corresponding optimuatues are black points, “H optimur
for the minimization of the magnetic uniformitUy-oriented strategyand “T optimum” for
the minimization of the thermal uniformitUr-oriented and corresponds to two differe
corners of the chart. Ifkigure 8.17 the magnetic field and final treatment temperatsr
reported for both the two optimization strategiBise value of the optimized magnetic fielc
different for the two strategies and also its behainothe optimization region. Also tf
temperature has a different target values: lowe¢héntemperature optimization, and highe
the magnetic field optimization. This fact is cdéated to the magnec field value higher i
the second case (4000 A/m versus 1400 /

In Figure 8.1&hree orthogonal directions along which the magnietid and temperatui
are evaluated are shown.Figure 8.1%he values of magnetic field and temperature sadr
along the directions iifrigure 8.18 are reported for the optimization on temperatureé an
magnetic field, respectively. This showe effect of the winding shape desi(dt should be
noted that the optimization on the temperature nmbgeneity gives a lower magnetic fie
value (average value close to 1395 A/m), and tlegame temperature in the controlled reg
after 300 s is clos® 39,2°C. In turn, after optimizing the magneisd inhomogeneity, th

97



average magnetic field is close to 3577 A/m andaherage temperature in the same time
interval is 60,1°C. The two optimization strategiesthout constraint on field amplitude or
on temperature at the end of the transient, gifferént therapeutic temperatures. According
to the U-oriented strategy the temperature is near theasmaild hyperthermia, whereas
according to the |J-oriented strategy the temperature is close tathation threshold.
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Figure 8.17: Magnetic field and temperature obthiwéh the two optimization strategies. (a), (b)
Magnetic field and temperature for thermal optirtimaand (c), (d) magnetic field and temperature
for magnetic optimization.
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Figure 8.18: Directions along which the magnetddiand temperature are sampled.
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Figure 8.20: Thermal inhomogeneity as a functiotiroé.

At the end, Figure 8.20 shows the thermal inhomegnas a function of the time
transient interval, for both the optimization stgies, to give an idea of the time response of
the synthesized device.
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8.4 Thermal simulation: magnetic fluid characteristics and thermal response
optimization

The power density generated by means of magneticpaaticles depends on nanoparticles
diameter and concentration. These two variablescafthe temperature rate in the tumor
region and can be considered in the magnetic 8agign [250].

The magnetic field source is the one in Figure 812fe radius of the main coilse. the
internal ones, has been fixed to 48 cm as it has baund in [251] 4eeparagraph 8.2.2). The
external coils are the secondary ones. The reQiprs the target region,e. the tumor, which
should be appropriately heated. In this case thenggation variables are the positions of
main, z variable, and secondary coildz as in Figure 8.18. The patient is supposed to be
accommodated along thieaxis. The height of main and correcting coils @ according to
paragraph 8.2.2. The main coils carry 25QsA13 turns), whereas the correcting ones carry
125 Ams (10 turns).

|
-
Ery

Qr

0 [

Figure 8.21: Geometry of the coils, controlled oeg2r=tumor.

8.4.1. Optimization problem

In this model the magnetic field intensity is gawed by an optimized winding
configuration as it has been studied in previousgraphs. It should be noted that the power
density deposed in tissues by means of the nandpart(equation (8.26)), and so the
temperature in the tissues, depends on the magheticcharacteristics as in (8.27)- (8.31).
Let assume a uniform distribution of mono-dispersadopatrticles, the target is found the
characteristics of the magnetic fluid, concentraimd nanoparticles diameter that allow the
increasing of the tumor temperature with a suitahte. The optimization procedure is based
on a sequence of thermal analyses, with the aisizofg the magnetic fluid concentration and
nanoparticle diameter too. The objective functiomputation calls a FEA tool [251] solving
three-dimensional transient thermal problems.

The temperature rate, which is a function of bdike hanoparticle diameter and the
nanoparticle concentration in the magnetic flugkgequations (8.27)- (8.31)), is a quantity
of interest in the treatment planning. In fact, tamperature of the tumor region during the
therapeutic treatment is supposed to reach 42Cf@w minutes, but not too quickly. Then,
the magnetic fluid characteristics must be syn#eskiin order to have a prescribed
temperature rate.

The temperature rate computation can be approxdnaig by means of the average
temperature of a sub-region included in fhevolume, say2. The average temperatuiig,
in the Q11 region is computed in two subsequent instantsand §; accordingly, the
temperature rate is defined as:
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AT( QTl ) — Tm(t?t) ::_m(tl )

(8.37)

In Figure 8.22 the temperature rate is reported asction of the nanoparticle diameter
for a magnetic field of 3500 A/m at 450 kHz for divnanoparticle concentrations. The
perfusion term and thermal characteristic are takémaccount. After Figure 8.22 it can be
pointed out that at least two optimal pairs of tpdimization variables might exist, that can
produce the same temperature rate.
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Figure 8.22: Temperature rate as a function of Mihdter for various concentrations.

In Figure 8.23 an example of the temperature sateported as a function of the time in a
300s treatment. The diameter of the nanoparticle8ig nm and the concentration is 1.36 %.
In this case the maximum temperature after 30QkLi& °C. The initial temperature rate is
0.004 K/s; the maximum rate occurs at 44 s and.G43K/s. Initially, the temperature
increases slowly, but after 40 s the temperatueetemds to a regime value. In the following,
the temperature rate is evaluated at 30 s.
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Figure 8.23: Temperature rate until 300s of treatme

8.4.2. Optimization process

Using an Evolution Strategy algorithm [251] the ioml value of diameter and
concentration giving the prescribed temperature rat searched for. In particular the
optimization algorithm searches a minimum of thesctBpancy between the actual
temperature rate and the prescribed one/Z34dy So, the inverse problem reads:
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find info,, F(4D) with F($D) = |AT(Qq) — AT"| (8.38)

The design variables for the optimization procedamne the magnetic fluid nanoparticles
concentration,g and the nanoparticles diametd, In the case considered, a uniform
distribution of the nanoparticles in the treatmegfion is assumed.

Table 8.5: Optimization results found with the Bxan Strategy algorithm.
D Q AT (t=2s) AT (t=30s) AT(t=300s) T max P

Cc
[nm] %] [K/s] [K/s] [K/s] [°C] [W/m?
18.7 1.36 0.00402 0.015 0.01357 41.200 595481
13.97 0.4869 0.0039 0.01499 0.01356 41.197 649001
18.88 1.339 0.00403 0.01501 0.01359 41.204 596531
39.29 0.2257 0.00623 0.01497 0.013398 41.189 275607
44.88 0.196 0.00688 0.01498 0.01336 41.19 254310
16.44 0.839 0.00397 0.01498 0.01355 41.194 628001
28.5 0.3998 0.00473 0.015 0.0135 41.201 383391
stop
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Figure 8.24: Flow chart of the optimization process

In Table 8.5 some possible optimal solutions aponted. The value of the optimization
variables,(D, ¢, the temperature rate at 2s, 30s, and 3408:t;), the final temperature in
the optimization volumeTnax and the power density in the tumor cenfPg, are reported,
respectively. It can be pointed out that diffeneairs of radius and concentration of NP can be
a possible solution of the optimization problem foe same temperature rate. Referring to
Figure 8.22 optimal nanoparticles diamet&sat the right and left of the peak are found. For
lower diameters the optimal concentration is highan the one found for nanoparticles with
a bigger diameter. The power density deposed bynmed nanoparticles with smaller
diameter is higher than the one deposed by nanclgartvith bigger diameter. Moreover, it is
interesting to note that the perfusion tems,in (8.37), is non linear with the temperature in
the range of the treatment [198] (Table 3.6).

102



In Figure 8.24 the flow diagram of the optimizatiprocess is reported. The magnetic
problem is solved using a previous optimized saufte spatial magnetic field distribution is
used in order to compute the power density deptsecheans of the nanoparticles using
equation (8.27). A thermal transient problem isvedl and the temperature rate has been
evaluated. From the actual value of the temperatateeat the end of the transient process a
new set of nanoparticles characteristics are chasehthe nanoparticles power density is
recomputed. The algorithm stop when the temperatates reaches the one desired for the
therapy.

8.4.3. Optimization results

In Figure 8.25 the history of the temperature vallueing the optimization process is
reported. In Figure 8.26 and Figure 8.27 the teatpee in a layer of the tumor region and
along two normal directions inside the volume dreven. The temperature is evaluated after
30 and 300 s of treatment in the case of an optualales of nanoparticles concentration and
diameter D = 18.7 nm,¢{%) = 1.36% ), respectively.
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Figure 8.25: Optimization history: temperature ra$ea function of iteration number.

In spite of the fact that the inverse problem delsesn two variables only, it is probably an
ill-posed one, because multiple optimal solutioresfaund. In the positive, this feature makes
the thermal response control easier. In fact, magfieid with different characteristics can
be chosen for different type of tissues. Since diftusion coefficients are different for
different tissues [128], [252], the concentratidmanoparticles can be adjusted for different

LT 41,5°C B -

() (b)

Figure 8.26: Color map of temperature in a layetheftumor region at (a) 30s and (b) 300s.
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Figure 8.27: Temperature along directions in Fighid® at (a) 30 s and (b) 300 s. Continuous
line T6 and dotted line T7.

8.5 Optimization of the spatial distribution of nanoparticles in tumor tissue

In Magnetic Fluid Hyperthermia the temperature e tumor region depends on the
nanoparticles concentration [106], [240]. Then,reifehe magnetic field is more as possible
uniform in the treating zone the thermal field ntiglot have the same uniformity degree due
to a non uniform distribution of nanoparticles inettissues. Usually nanoparticles are
administered by means of localized multi-site itigats in the tumor mass [86]. In this case
the drug diffuses from the injection point towattie tumor mass boundaries. At parity of
guantity of the administered drug the local coneaitn is modified as a function of the time
and spatial coordinates because nanoparticlessdiffn the tissues. As a first approximation a
Gaussian shape function can be hypothesized for tib®ues nanoparticles spatial
concentration due to tissue diffusion. In [122hartmal problem is solved considering a non
uniform distribution of the nanoparticles power signevaluated experimentally [123], [124].
This power distribution is used in [122] to optimithe position of nanoparticles injections in
order to satisfy some therapeutically constraimistlte tumor temperature. The Evolution
Strategy optimization [215] is used in order todfithe position of a limited number of
nanoparticles injections to have a tumor tempeeangar the therapeutic value. The real
nanoparticles distribution is considered in the podensity computed like in [106], [240].
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Figure 8.28: Geometry of the (a) MFH devices andtib target volume shape.
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The magnetic field source is composed of four cotrae coils as represented in Figure
8.28 (a). The radius of the main coil®. the internal ones,,) in Figure 8.28 (a), has been
fixed to 48 cm as it has been found in a previduslys [251]. The external coils are the
secondary ones,..JThe regionQs is the target regioni.e. the tumor, which should be
appropriately heated. The optimization variables fastly the positions of the nanoparticles
injections &, y and z coordinates), and the dispersion,that is the Gaussian standard
deviation that describe the nanoparticles dispersio the tissues. The patient is supposed to
be accommodated along thaxis and the height of main and correcting cailsat according
to a previous investigation [251]. The main coilrg 250 Ams (13 turns), whereas the
correcting ones carry 1254 (10 turns). The targeting area has an elongated fike in
Figure 8.28 (b) and simulate an irregular shapeotumass. The central volum@y, is the
tumor region that must be heated by means of thepaticles, the surrounding volunteg,
is a volume of the healthy tissues in which thegerature increasing must be limited in order
to avoid damages in the healthy tissues voluihe, The Qf region in Figure 8.28 (a) is a
region of healthy tissue around the target orgarihis case a tumor in the abdominal cavity
region (in the liver) is considered and thermalpemies have been suitable set.

8.5.1. The solved equations and design functions

The aim of the design is to search the optimaltmrsof nanoparticles injections in order
to have, as far as it is possible, a uniform distion of the temperature field taking into
account the real distribution of the magnetic nambges in the tumor and limit the heating
of the healthy tissues. The optimization procedsifgased on a sequence of transient thermal
analyses, with the aim of placing two nanopartictBstributions with the same initial
concentration. The objective function computatialsca FEA tool [122], [249], [250]
solving three-dimensional transient thermal prolddar a time interval of 300 s.

The solved equation is the Fourier equation withliflood perfusion term (4.57) in which
the termP is the nanoparticles power density evaluated denisig the local nanoparticles
concentrationg=f(x,y,z)

P(x,y,2,H,¢(x,y,2)) = o' (x,y, 2, H, §(x,y,2)) fH? (x, ¥, 2) (8.39)

in which H(x,y,z)is the intensity of the magnetic field that depemdthe spatial coordinates
(x,y,z) f the frequency of the fieltll and ¥’ the imaginary part of the magnetic susceptivity
that depends on the fieldl and the local concentration of nanoparticlgg,y,z)

;/’((zﬁ(x,y,z),H, OJ,T) = ZO(¢(X,}/,Z),T,H)]C1((U,T)

(8.40)
= 2(¢ (.3, 2)) (D f(&H, T fy(w,7)

where functionf, depends on the Langevin parametérwhich in turn depends on field

intensity, H, and temperature], while functionf; depends on field pulsationy, and

nanoparticles relaxation time, and f; on temperature only. Whereas the initial magnetic

susceptibility written highlining the nanoparticlesncentration is:

2
(6 (0y,2,0)) = ¢ (x,y,2,0) 0L (8.41)

where the spatial function of the nanoparticlescemtration has a Gaussian shape withe
standard deviation that describes the nanopartiiggersion from the injection center. For an
injection pointj the nanoparticles concentration is:
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_1((26—71 ) -mjy)? (@-n j,z)2> (8.42)
_ 2 2 i 2 i 2 .

¢]-(x’y12’ O—) - ¢Oe ? 7 7

with ¢ is a constant concentration ang, i=X,y,z the coordinates of the injection point. The
8.42) is written under the hypothesis that theugifin speed is equal for the three orthogonal
directions. The diffusion along one of the mainedtron is uncorrelated with the one along
the other directions. Let consider multiple injeas points,N, the concentrationp of
nanoparticles in a volume is the superpositioN @aussian function like the (8.42):

N
Hx,y,z,0) = Z $,(x,y,2,0) (8.43)
i=1

The design problem is the maximization of the salwme that have a temperature rise
upper to a given threshold in the tumor region artdmor surface temperature as more as
possible uniform and near to the previous threshihe first objective function evaluates the
volume of the sub-region of the tumor region thas la temperature higher than 42°C. The
objective is maximizing the sub-volume in which tieenperature is upper to the threshold.
The volumes are evaluated sampling the considegidir in a uniform way and counting the
sample that satisfies the prescribed constraint:

R,(T) =100 - M (8.44)

NT,tot
where Nt is the number of the temperature samples in theotuegionQr for which the
temperature is higher than 42°C, where¥s,,, is the number temperature samples
considered in the all tumor regidRy.

The second objective function is evaluated on timeorr surface. The aim of this second
objective function is uniform the temperature oe thmor surfaces, at a threshold value:

M
1
E, = WZU} —To)? (8.45)

j=1
whereM is the number of the temperature sampjeconsidered on the tumor surfadeg,is
the temperature threshold (42°C). The objectivetion is minimizing the (8.45).

Moreover, in addition to the objective functioRs and E;, some secondary constraints
have been defined:

Ng(T > 41.5
Rys(r) = 100 - 5 > 41:9) (8.46)
NS,tot

The constrainR; s is evaluated on the surface of the tunfrand considers how many
point in the tumor boundary are higher than a thols value lower than the minimum
temperature considered in the tumor region, 41.5°C.

Q
1
j=1

The second constrairi; g and E; 5 evaluates, respectively, the same function like th

objective functiorE; andR; in the healthy tissue around the tumor volumeaed®s. In the
former the difference in the sum is between thepemature in one of the Q points in the
volume and the prescribed threshold for this red®87C). In this case the temperatdigis
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42°C. The last comaint evaluates the percentage volume that hampdrature Lper to the
prescribed threshold for this region (38°

£; (1) =100 238 (8.48)

B,tot

Alternatively in theQg region the sub-volume with a temperatlges tha 38°C can be
evaluated. The constrainican be rewritten like thesE
N. (T <38
E,x(T)= 10@ (8.49)

B,tot

If the reference value of trdesired temperature in tieg region s fixed to 40.5°C the
constraint is the E

E, . (T) =100Ne (T <405) (8.50)
B,tot
E; (1) =100Ne (T >405) (8.51)

B,tot

Some possible threshold values the constraints are analyzed in the followi

8.5.2. The optimization procedure

At first the effect of the standard deviation oe (8.42 has been studieFigure 8.29 (a)
shows the position of tweymmetric points, ; and B, along thez axis In theFigure 8.29 (b)
the temperature corresponding to a standard dewmiati 0.025 m is reported in a section
the target volume.

(b)

Figure 8.29: (a) Geometonsidered in the optimization process (b) temperaturobtained with
the nanoparticle injections position in (a).

It can be pointed out that a highconcentration of the nanoparticles around the pe;
generates a higher temperature value in the samas.drFigure 8.31(a) and (b) are reporte
respectively, the nanoparticles concentration @miperaturealong thez axis in Figure 8.29
(a). The temperature value in treated volume lselihto the local nanoparticles concentrat
Moreover, more the Gaussian function is spreadhe dpace, higher is the effect the
superposition of more functions that describe tiffer@nt injections of the nanoparticles.

107



the point R in Figure 8.29 (a) the total nanoparticles conegiutn is the sum of the one
injected in the point fand the one that has been diffused from the g&inThis effect is
shown in Figure 8.31 (a) where, at parity of th@ahnanoparticles concentration, increasing
the value of the standard deviatiog, that describes nanoparticle diffusion, higheths
maximum of the nanopatrticles local concentratiomatTis higher is the value @ higher is

the effect of the second injection in the local @amtration. In the reported case the standard
deviation, g, of the nanopatrticles injected on the poiatadd B in Figure 8.29 (a) varies
between 2.5 cm and 5.5 cm. Figure 8.31 (b) showstémperature that corresponds to a

particular nanoparticles concentration: the tempeea follows the nanoparticles
concentration shape.
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Figure 8.30: Nanoparticle concentration.
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Figure 8.31: Temperature reached with concentratid-igure 8.30.
Table 8.6: Effect of standard deviation in (8.48)abjective functions and constraints.

o[mm] R1[%] R2 [%0] E, Ex* [%] E.
25 51.0 5357.27 3.0 75.0 21831
30 74.0 2110.69 22.0 92.0 37830
35 89.0 467.69 62.0 100.0 62454
45 99.0 1310.32 100.0 100.0 130444
50 100.0 2999.98 100.0 100.0 168482

In Table 8.6 the values of the objective functiqBs44)-(8.45) and constraints (8.46)-
(8.48) for different values of the standard dewiatu are reported. The jRand E values
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increase with the increasing of the standard dewiat, whereas Rhas a minimum for a
standard deviation set to 35 mm.

A first optimization design searches the maximunth&f R; function, whereas a second
optimization strategy minimizes thi& function starting from the same initial point. W
chart of the optimization procedure is reporte&igure 8.32.

Solving magnetic
problem (FEA)

|

Magnetic post-
processing

UPDATE injections [€ =~ 7| R1 E1

position — x*, y*, z* T ’l\
0) |

constraints Thermal post-
R,,E,, E* processing

l Set thermal problem - T
Magnetic field H | —2 | Computation ofthe NP ———3 Thermal FEA
power density

INITIAL injections
positions- X, y, z

Figure 8.32: Flow chart for the optimization prozes

The magnetic problem is solved using FEA algorithimthe domain of the Figure 8.28 (a)
in order to compute the magnetic field intensityhe tumor and surrounding healthy tissues.
From the magnetic field problem results a transietmal problem is solved in order to
study the distribution of the nanoparticles that e power density source. Then, the input of
the transient thermal problem is the power sou8c89) evaluated from the magnetic field
intensity and the real distribution of nanoparscléescribed by means of the (8.42) and
(8.43). From the thermal solution at 300 s the dbje functions (8.44) and (8.45) and the
constraints (8.46)-(8.51) are evaluated. In Figdu®2 the solid and dotted lines show two
different single objective optimization strategids one based on the function (8.42) and the
other on the (8.43). Both the constraints and thjeative functions act in the selections of the
new pointsPi(x,y,z),P;(x,y,z) €T, inside the spaces of the parametérsin this case the
two stopping criteria are:

P;(x,y,z) = find max R,y (8.52)
or
Pi(x,y,z) = find min fE; (8.53)

ThePi(x,y,z)is a valid point if the following constraints sustsi

Pi(x,y,z) €T (8.54)
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In Table 8.7 the range of variability for the sphtiariables are reported, whereas in Table
8.8 an example of two couples of optimized soludjdpoint A” and “Point B”, found starting
the optimization process from two different stagtipoints is shown. The results of the
objective functions (8.44)-(8.45) and the constraalues (8.46)- (8.51) corresponding to the
optimization process starting from, respectivelhg tpoint A” and “Point B”, are reported in
Table 8.9 and Table 8.10.

Table 8.7: Range of variability of the injectionipiocoordinates.

Variable Min [mm] Max [mm]
X1 -25 25
Y1 -25 25
2 -50 +50
X2 -25 25
Yo -25 25
2 -50 +50

“Stop R1” and “Stop E1” in Table 8.8 are the optied solution found searching,
respectively, the maximum of the R1 and the minimafmthe E1 objective functions (8.44)
and (8.45).

Table 8.8: Coordinates of the starting point andesponding result optimizing R1 or E1 objective

function.
POINT A [mm] POINT B [mm]

Variable start Stop R1 Stop E1 start Stop R1 Stop E1
X1 15.00 12.39 9.46 5.00 4,95 -5.06
Y1 -18.00 3.11 -1.52 7.00 6.96 11.12
z -45.00 -13.86 -29.86 -15.00 -15.01 -28.61
X2 -10.00 -6.96 -11.21 -5.00 -4.99 5.76
Y2 -9.00 0.77 3.06 -5.00 -4.99 -12.35
z; 43.00 31.17 37.78 10.00 9.92 37.28

In Table 8.9 and Table 8.10 the values of the diwedunctions (8.44) and (8.45), the
constraints (8.46)- (8.51) and the thermal unifdyn(8.36) are reported for the optimization
on the R1 (first row) and E1 (second row) functions

Table 8.9: Objective function and constraint veluetwo optimal solutions starting the optimization
process from the point A.

R1 [%] Ei  R[%] E%] E. Es[%] E4[%] E %]
R1 93.0 1377.5 79.0 97.0 90644.3 2.0 71.0 28.0
El 91.0 397.83 70.0 100.0 68628.6 0.0 76.0 23.0

Table 8.10: Objective function and constraint vdlretwo optimal solutions starting the optimizatio
process from the point B.

R1 [%] E1i  R[%] E*[%] E» Es[%] E4[%] E %]
R1 93.0 2860.8 78.0 95.0 112438.1 4.0 68.0 31.0
El 91.0 476.4 68.0 100.0 68603.4 0.0 76.0 23.0
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The R value is higher than 90 %. This value means tbatespoints in the treatment
region Qt have a temperature higher than 42°C. Let conglierconstraint Rresults that
almost the 70% of the tumor surface has a temperaipper to 41.5°C. Whereas the
minimum found for the Efunction limits the distance between the threshad actual
temperature on the tumor surface, S. The-BE,; constraints limit the temperature in thg
region, the control region around the tumor redibn The threshold value at 38 °C for this
region is too much strong and a relaxed value dd4Dcan be used. In the following suitable
threshold values are analyzed for the proposedticnts.

8.5.3. Optimization results

Figure 8.34 reports the Pareto front of thedBjective function as a function of the E
starting from the “Point A” and “point B”. Paretooht and the domain of the possible
solutions is shown. In this case the Pareto regi@n the corner on the high and at the left in
Figure 8.34. “E1_minimization” and “R1_maximizatiocorrespond, respectively, to thg E
and R value in the points used in the optimization prhoe using respectively the Bnd R
objective function. “Start” is the value of the &1d R functions at the initial point, whereas
“R1_maximum” and “E1_minimum” are, respectivelyethalue of the Rand g functions
found optimizing on the R1 and E1 objective funetio

100
90
80 =]
|
70
@ ]
60 L O *
s 50 ¢ E1_minimization
40 [O-R1_maximization ¢
30 E RI _maximum
20 € E1_minimum
10 X start
O 1 1 J
0,E+00 5,E+03 1,E+04 2,E+04

El

Figure 8.33: Pareto chart for starting point A.
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Figure 8.34: Pareto chart for starting point B.
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In this case the Pareto front seems to have ar in the lefthigh side of the chart i
Figure 8.33 and Figure 8.3Mloreover the points with the; upper t090% are positioned in
line parallel to the abscissa axis.
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Figure 8.36: Emperature using the start pcB (a) E1 optimization and (b) R1 optimizat.

a. Optimization on the R1 function

In Figure 8.37-Figure 8.4he values of theunction (8.4¢ and constraint functior(8.47)-
(8.51)and the uniformity temperatu(8.36) evaluateduting the searching of the optimcof
the R1 objective function, (8.34are reported. The black square repres the optimum valut
found at the end of the optimization proceEach point of the diagram repress a different
position of the nanoparticdenjections

Analyzing Figure 8.3Figure 8.40a suitable threshold of the constraint funct(8.47) -
(8.51) can be found. Rconstraint represents the temperature at the twsudace anc
evaluates the area that reaches the fixed thresAcpossiblethreshold for this indemight
be 65%, and then a soluti@man b« considered acceptable if almost tHe® of the tumo
surface is higher than 41.5°C.

The constraints £and E* evaluate the temperature in the boundary regimurad the
tumor. In this case the temperature of this regwight be uj to 38°C. The I is the
complementary index of Fand estimates the s-volume in which the temperature is uni
38°C. These constraints functions have 1 high sensibility.
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Figure 8.37R; constraint as a function of the &bjective functior
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Figure 8.38: (a) B and (b) E;constraints as a function of the @&bjective functior

The E constrainttonsider a target temperatuie the boundary regioQg of 40.5°C. The
(8.50) and (8.51)are complementary then the possible threshold saéure, respectivel
above 75% and belo@25 %.

100
80
60
<
w
40
20 ¢ E4 Eoptimum
O 1 1 J

0 5000

10000
El

(@)

15000

35
30
25
20
15
10

E4*

15000

° .
4
S 7S 4
[
¢ E4* Boptimum
0 5000 10000
El
(b)

Figure 8.39: (a) Fand (b) Es*constraints as a function of the &bjective functior
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b. Optimization on the E1 function

The constraint R analyzes the temperature at the surface of theortumgion. The
temperature in this region must be almost nearpgredefined threshold. In order to avoid too
high temperature in healthy tissue the thresholfixesd 0.5°C lower i(e. 41.5°C) than the
minimum required in the tumor region (42°C).

Figure 8.40 shows the values of the constrapdRa function of the fobjective function.
The black point shows the optimum point evaluatadimmzing the R objective function.
The optimal point corresponds to a R1 value of 8&/Bi&ch means that almost the 80% of the
tumor surface has a temperature almost of 41.5H035ible threshold for the constraintiR
70%; then, a solution for the;®bjective function is valid if the value of the Rinction is
above 70%. This is equivalent to consider that#% of tumor surface has a temperature
higher than the threshold considered in this amalyl.5°C).
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Figure 8.40: Rconstraint as a function of the Bbjective function.
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Figure 8.41: (a) E2 and (b) E2* constraints asretion of the R1 objective function.

In Figure 8.41 the £andE; ; constraints are shown as a function @foljectivefunction.
TheE; p constraint evaluates the temperature on the hetdtsues regiofg. This constraint
evaluates the number of points under a predefihesshold temperature.g. 40° C). Also
the third constraint E£considers the volume of the healthy tisSysaround the tumor region
and impose that the temperature of each pointas teea predefined threshold value (38°C).
So the sum of the square of differences betweenetn@erature value in each point and the
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threshold value might have a minimum value. In tbése the Efunction is not at its
minimum value for the optimized point (black pointp this case the constraif; 5
constraint assumes a value above 80% which meatsatlot of points in the considered
region have a temperature above 38°C.

The E constraints (Figure 8.42) evaluated the sub-voloimée boundary volume around
the tumor region in which the temperature is abd®&°C. This sub-volume might be as well
as small it is possible in order to limit any hdatnage of the healthy tissues. In this case the
optimum value optimizing on R1 function is on theximum of the constraint value, Bhat
is a minimum of the Econstraint. Using the j£constraint, that search all point under a
threshold temperature, the number of points thiadfgahe constraint is close to 70%.
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Figure 8.42: (a) Fand (b) B*constraints as a function of the &bjective function.

The limitation of the temperature on the healtlsgiieQg region is not so easy to reach
using only two injection points.

8.6 Conclusions

Multiobjective optimization techniques have beeerdig order to design Magnetic Fluid
Hyperthermia devices. Both magnetic field sourcd pawer density source, that generates
the therapeutic heat, have been designed. Therefiferent objective functions have been
used in order to design the magnetic field sounsd the magnetic fluid composition.
Magnetic and thermal coupled problems have beeteimgnted in a Finite Element Analysis
tool in order to solve numerically the problem.plarticular, the electromagnetic and thermal
problem solver was run in a multiobjective optintiaa core.

The magnetic problem has been solved in order topate the magnetic field intensity
that heats the magnetic nanoparticles. The thepnadlem has been solved imposing the heat
source. In this case the heat source is the powesity generated by means of the
nanoparticles. This power density has been compwedeans of an analytical relation that
is a function of nanoparticles characteristics, netig field intensity and frequency,
nanoparticle concentration and temperature. Inrotaeonsider the real distribution of the
nanoparticles their concentration has been destwisea function of the spatial coordinates
onsidering their diffusion from the injection paint

The implemented optimization procedures can be adsa in order to adapt the magnetic
field source to the patient size or target arearthsst be treated.
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Chapter 9

9 Electromagnetic fields in medical applications: eletric field
applications

Electric field can be used to stimulate brain celits this example an evaluation of the
possibility to reach the internal structure of tirain with an electric field enough intense to
allow the cell stimulation is proposed. The elecfreld can be applied by means of two or
more electrodes on the surface of the head.

Numerical analysis on real models of the head whdi organisms (human and rat) has
been conducted in order to evaluate the effectiffarent positions of the electrodes on the
skull in order to induce an electric field in theim structures. It is to be noted that electrical
characteristics of the tissues are a function efftaquency, and then a time-varying electric
field have a different behavior.

In this case an experimental evaluation on a ratde®n conducted in order to validate the
simulation results. The measurement of the voltageced in the internal structure of the
brain by a voltage difference applied to the skak been evaluated by means of suitable
transducers.

9.1 Anatomical models for the simulation of the electi field

In Figure 9.1 a sketch of the anatomical model usetthe computations is shown. Each
tissue is described by its conductivity and digleqiermittivity. Given the voltage difference
between the electrodes, ¥nd \4, the equation (4.55) is solved in order to find lectric
field distribution in the tissues:

V- (—([o] +jwle]eg)VV) = 0 (4.55)

Vi

Figure 9.1: Anatomical model used in the electigtdfsimulation.
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A human and a rat head are taken into accounteicdimputation. In this case the applied
voltage is at 4 MHz. The electrical characteristitshe tissues used in the human head model
are reported in Table 3.5, whereas the ones afathieead are in Table 9.1.

The model of the rat head has been used in ordeorpare the voltages computed by
means of the Finite Element model and the onesumedsn a suitable measurement set-up.

Table 9.1: Electrical characteristics of the raadhissues at 4AMHz.

4 MHz
(9 [Sml] &

BoneCortical 0.03443 68.73
BrainGreyMatter 0.2119 504.60
BrainWhiteMatter 0.1255 253.80
Cerebellum 0.2528 732.70
Dura 0.5125 231.80
Gland 0.6846 371.40
Muscle 0.5808 384.90
SkinDry 0.08823 653.80
SpinalChord 0.1842 317.40
Tongue 0.5154 529.40
Trachea 0.423 301.40
VitreousHumor 1.502 72.26

9.2 Computation results

The model of the human and rat head have beeningeder to evaluate the electric field
that can reach the internal area of the brain bgma@f numerical computation..

9.2.1. Scalar electric potential: computation of the electc field

A voltage difference applied to a conductive megbaerates an electric field. Let consider
the model of a head in Figure 9.2. The computatemion is a conductive media with the
electrical characteristic of the brain tissue, e and head fluid (Figure 9.3). The areas
indicated by arrows in Figure 9.2 and by the letteim Figure 9.3 are the electrodes at which
the voltage is applied.

Figure 9.2: Model of an head for the computatiothefelectric field due to a voltage difference.
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Figure 9.3: 8ction of the head. (a) gray matter) white matter, (c) dura madre, (d) bone anc
electrodes.

9.2.2. The distribution of the electric field in the tisswes of the human hea

Figure 9.4shows the position of the electrodes on the hunea hThe target is to obtair
desiredevel of electric field on the central part of theain in the area of the hippocampus
this case a configuration with three electrodes heen analyzed. Two electrodes with
same polarity are on the parietal side of the hadwireas the thi electrode, with invers
polarity, is in the occipital side of the hei

front
l Vi 0
o
SimA SimB SimC

Figure 94: Position of the electrodes in the huntesad mode
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In Figure 9.5 the layers and lines in which the:H_!Ie field is sampled are shown.

Ags Flux

Figure 9.5: Human head section and sampling liaesléctric field evaluation.
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Figure 9.6: electric field along a line “Acentedtrfthe “simA”-“simC” and  models.

In Figure 9.6 the value of the electric field alotige line “Acenter” in Figure 9.5 is
reported. It is to be noted that the field intensiaries with the electrodes position. The case
EO refers to only two electrodes (the V1 in Fig%d) on parietal position with inverse
polarity. In this last case the electric field im$éy is lower than the configurations with three
electrodes. In Figure 9.7 - Figure 9.9 the eledietd and the current density direction are
shown for the three electrode positions in Figuke ™ this case between the electrode V1
and VO a voltage of 10,¥sis applied. With the configuration “simC” an electfield higher
than the others two electrode configurations cambeced in the hippocampus region.
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Figure 9.7: Eectric field and urrent density direction for the geometry “Sim A'Figure 9.4.
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Figure 9.8: Bectric field and urrent densit direction for the geometry “SiB” in Figure 9.4.
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Figure 9.9: Bectric field and urrent density direction for the geometry “SC” in Figure 9.4.
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9.2.3. The distribution of the electric field in the tisswes of the rat head

In Figure 9.10 the position of the electrodes ia tht head model is sketched. The two
electrodes that generate the electric field caatt@ched on the external sKisurface (Mext
and \pex) Or on the internal skin surface ¥ and \iy). The voltage applied to the;V

electrode is 1.3 Ws at 4 MHz. The voltage has been sampled alongities lof the Figure
9.11.

lext

Figure 9.10: Position of the electrodes in thenesid model.

Figure 9.11 shows the lines along which the eledteld has been sampled in a rat head

slice. The line V5 corresponds, approximately, tepth of 0 mm in the brain, whereas V10
to a depth of 5 mm like reported in table in Figrgl.

V=13V
Line Depth
V5 0 mm
V6 1 mm
vV . _ V7 2 mm
‘%t - | V8 3 mm
V10 5 mm
Measurement ¥ i
pointarea \M
1 V=0Y
L
V5 V6V7V8 V10

Figure 9.11: Samplig lines for the evaluation @& tloltage and electric field in the rat head angtide
of the sampling lines in the rat brain.

Figure 9.12 and Figure 9.13 shows, respectivelyvtiitage and the electric field in two
perpendicular rat slices in the case in which tleeteodes are on the external skin surface

# 1t is to be noted that the skin at 4 MHz has adpvesistivity with respect lower frequenay.d.at 1 kHzp =
49980m ande, = 1136).
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(V1ext and Wpexy). It is to be noted that the electric field intensalgsumes a higher value in
bone region.

Isovalues
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Figure9.12: Voltage in two prpendicular slices of rat hee
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Figure 912: Electric field in two grpendicular slices of rat hee

Figure 9.14shows the electric field along the linesFigure 9.11in the case in which th
voltage is applied at the exterrsurface of the skin (Mx and \bex). It can be noted that
large drop of electric field occurs in the bonee(feak in Figure 9.1% whereas in the bra
the electric field is lowerfigure9.15shows a zoom of the central part of the grapFigure
9.14 In this part with a voltage difference of 1.;nsan electric field between 40 and 80 V
IS obtained.
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Figure 9.14: Electric field along lines in Figurd ® for the case of the); and \bexelectrodes.
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Figure 9.15: Zoom of the electric field along lined=igure 9.11 for the case of thgs¥and Vpex:
electrodes.

Figure 9.16 and Figure 9.17 represent the elefigid in the case in which the voltage
difference is applied to the internal skin surfei; and \iny). In this case the electric field
in the brain area is a little bit higher (betwedhdn 90 V/m) than in the previous case in
which the electrodes are at the external surfatkeo$kin.
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Figure 9.16: Electric field along lines in Figurd ® for the case of the; and \b,; electrodes.
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Figure 9.17: Zoom of the electric field along lined=igure 9.11 and for the case of thg,\and Vpin,
electrodes.

In Figure 9.18 the voltage evaluated along theslimeFigure 9.11 is reported. The points
where a variation of the voltage slope arrives espond to a drop down of the relative
dielectric permittivity. An example of this behavis shown in the graph of Figure 9.18
where the dielectric permittivity evaluated alorng tine V7 has been superimposed to the
evaluated voltage in the tissues.
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Figure 9.18: Voltage along lines in Figure 9.11tfor case of the ¥ and Vpex€lectrodes and

dielectric permittivity evaluated along the line V7

9.3 Experimental part: measurement of voltages in theat head

In the case of the rat head the obtained resuitg ube Finite Element computation tool
are validated with a set of measurementsivo in a rat brain at which a voltage difference
has been applied with suitable electrodes [60]3{255].

9.3.1. The measurement set-up

In the measurement set up is shown. A voltage [diegp to the rat head and the voltage
inside the brain is measured by means of a glasopipette [60].

O y@

v

Figure 9.19: Measurement set-up for the evaluaifdhe induced voltage in brain tissues of a rat.
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The measurement instruments used in this measuteseenp are an oscilloscope Agilent

54641A°, with suitable voltage probes, and a function getoe Agilent 33220A for the
It is to be noted that the behavior of the micrepii@ varies the frequency as in Figure

9.20; the absolute value of the impedance andhiégse decreases after 100 kHz. Then, using
the micropipette in order to measure the voltagtherat brain the measured value depends

generation of the voltage difference at 4 MHz. Tlb#dage at the output of the micropipette
on the transducer impedance.

has been measured using a resistance @fidkparallel with the oscilloscope input.
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(b)
Figure 9.20: impedance, (a) absolute value angt{b¥e for a micropipette.

10
Using a suitable set up the frequency characteridtithe impedance of the micropipette

has been studied [253-258]. A known voltage hadiegypo a homogeneous medium.g.

agar gel) in order to create a homogeneous voltaggium. The voltage of the gel has been

%0 http://www.home.agilent.com (last access Janu@iyl P



measured by means of the noipipett¢ at different known depths'he voltage measured
generally lower thathe one applied to the gel. Varying tdepthof the micropipette tip th
curve in Figure 9.2has been found. This curve been used to rescale the voltage to
micropipette output in order to derive the onehattip.

:l_
+ 1 kQ_l
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v

Figure 9.21: Measurement agt-fcr the evaluation of the inputagput chracteristic of a micropipet
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Figure 9.22: Inpututput chracteristic of a micropitte as a function of the tip pth (at 4AMHz).

9.3.2. Comparison betweemtmeasurement and computation resulf

In Figure 9.23 the voltagevaluated along the lines Figure 9.11is reported as a functic
of a spatial coordinat@é the case of the electrodes that generate thageUdifference are tf
two external (Mext and Mex). The vertical line‘Om” corresponds to théne “Vo” in Figure
9.11and represents the medial line of the brin this case the applied voltage differenc
1.3 Vims at 4MHz. The pointsepresent the measurements made with the micre@in vivo
in the brain of a rafThe points of each of the three se correspond to different dept in
the brain rabetween 2.5 and 4 .

128



oV Om 1.3V

1,40
—\V. 10 - --V6 V_7 1~
1,20 7= = {,'
- --Vv38 V[ 5 ol P1 v/ .7
/
1,00
P2 m pP3 o| P4 //,’//
S 0.0 /A:é
£ 0,60
° 7
i p3= |4
P1 _——-
0,40 j == 2
Ea— l/-//i
0,20 —
-, ]
/
FETT AT o

0,00
0,0000 0,0020 0,0040 0,0060 (,0080 0,0100 0,0120 0,0140 0,0160 0,0180

x[m]

Figure 9.23: Voltage along lines in Figure 9.11 amehsurement points for the case of thg:¥nd
Vext€lectrodes. Applied voltage difference 1.3V
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Figure 9.24: Voltage along lines in Figure 9.11 amehsurement points for the case of thg ®¥nd
Voint €lectrodes. Applied voltage difference 1.3V

Figure 9.24 is similar to Figure 9.23, but in thase the computation is made considering
the electrodes under the skin, the internal onag:@&hd \bin). This case is more similar to
the one in the measurement set up because theodestare under the skin layer as during
measurements. The evaluated voltage is similar ihdahe previous case and the measured
values are in agreement with the computed onescdimparison between measurements and
computation data shows a good agreement betweermkhes.
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In Figure 9.25 the measurement points and the ctedproltage inside the brain has been
reported for an applied voltage difference of 2.§s\at 4MHz. Also in this case a good
agreement between measurement results and comitade in the brain matter is shown.
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Figure 9.25: Voltage along lines in Figure 9.11 amhsurement points for the case of thg ®nd
Voint €lectrodes. Applied voltage difference 2.8

9.4 Conclusions

Numerical analysis of the electric field inducedtbe brain tissues by a voltage difference
has been carried out in realistic models of hunrahrat head.

In the case of the human body head the numericalysis has been used in order to
evaluate the effect of different positions of thecgodes on the skull surface. In this analysis
the field on the hippocampus has taken into account

The rat model has been used in order to valid&etimerical results obtained using Finite
Element Analysis tools. Computed voltages have lmeenpared with measurement data. In
this case experimental data had shown a good agreéesith the computed one.
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Conclusions

Finite Elements models for the solutions of elatiagnetic and thermal problems can be
used in the design of biomedical applications oa aspport for the evaluations of the adverse
effects deriving by electromagnetic fields expos@etimization techniques can be coupled
with the Finite Element Analysis to obtain autondatomputation procedures to design
electromagnetic equipments. In this work exampleswelding equipments and induction
cooktop magnetic field exposure, Magnetic Fluid Eigpermia and the stimulation of the
brain tissue by means of electric field using thewee methodologies have been proposed.

In all the proposed problems the effects of theredtion between electromagnetic fields
and biological tissues in suitable domains havenlmaluated by means of Finite Element
Analysis with realistic or simplified human body deds. In particular realistic models have
been built from medical images using suitable safeamools. Realistic electrical and thermal
characteristics of biological tissues have beew.use

It is to be noted that in some cases electromagpedblem in the evaluation of the human
exposure and design of Magnetic Fluid Hypertherdeaices has been solved by means of
the same equations. Moreover, the Magnetic Fluigdtiyermia device has been designed
using coupled magnetic and thermal problems ingideultiobjective optimization core. It is
to be noted that the same optimization code has hsed to design different aspects of the
Magnetic Fluid Hyperthermia device: the magnet&disource as well as the power density
source that generates the therapeutic heat. Incplar, some methodological aspects to
design devices by means of multiobjective optimaraprocedures have been analyzed.

At the end, in the biological model that descrilties human or rat head using electrical
characteristics of the brain and correlated stmestihe electromagnetic problem is solved in
terms of electric field. This is a different problesolved with the same numerical
computation tools and domain model used in theipusvanalysis.

The three proposed examples have shown differgreicss correlated to the effects of the
interaction with electromagnetic fields and biolegjitissues: evaluation of adverse effects as
well as the possibility to use them in medical #pees.

About the electromagnetic field exposure simplifreddels and human models have been
used in order to compute induced currents in geus. The effects due to the different tissue
resistivity have been compared with the resultaioled using a homogeneous model. The
same procedures have been used to evaluate thesuegpdo induction cooktop
electromagnetic field.

Optimization techniques have been used in the dedithe magnetic field and heat source
in the magnetic fluid hyperthermia treatments fo tumor therapy. A Finite Element model
has been used to compute the magnetic field andetmperature in the target volume,
whereas the optimization codes have been used thesdest values of the input variables.
The same optimization codes implemented for thenopation of the magnetic field
uniformity can be used to design the concentragiot sizes of the magnetic nanoparticles in
the magnetic drug utilized as an internal sourceh@ht. Coupled magnetic and thermal
problems have been solved in order to uniform b#h magnetic and thermal field in the

131



target region. A concentration of nanoparticlesilsimto the real one has been taken into
account and the position of nanoparticles inje&ibas been optimized in order to obtain the
best heat distribution close to the therapeutiqtature in the target region.

In the third example the electric field generatgdabvoltage difference has been evaluated
in a model of the human and rat head in order taluate the electric field on the
hippocampus region. In this case a measuremeneximgnt has been designed in order to
evaluate the voltage induced in a rat brain.

The methodological procedures and Finite Elemerdetsodeveloped have been supported
by practical examples and a measurements experiment
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