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A B S T R A C T   

The rapidly increasing capability to modulate the physicochemical properties of atomic groups and molecules by 
means of their coupling to radiation, as well as the revolutionary potential of quantum computing for materials 
simulation and prediction, fuel the interest for non-classical phenomena produced by atom-radiation interaction 
in confined space. One of such phenomena is a “parity effect” that arises in the dynamics of an atom coupled to 
two degenerate cavity field modes by two-photon processes and manifests itself as a strong dependence of the 
field dynamics on the parity of the initial number of photons. Here we identify the physical origin of this effect in 
the quantum correlations that produce entanglement among the system components, explaining why the system 
evolution depends critically on the parity of the total number of photons. Understanding the physical un
derpinnings of the effect also allows us to characterize it within the framework of quantum information theory 
and to generalize it. Since a single photon addition/removal has dramatic effects on the system behavior, this 
effect may be usefully applied, also for amplification purposes, to optoelectronics and quantum information 
processing.   

Introduction 

The past decade has witnessed a rapidly growing interest in quantum 
coherence that may be used to enhance the physicochemical function in 
novel electronic materials or in biomolecular systems, where coherence 
can be detected against the typical incoherent background using spec
troscopic techniques such as, e.g., two-dimensional electronic spec
troscopy [1]. The debate on long-lived quantum coherence in 
photosynthetic energy transfer processes [2–4] has significantly 
contributed to spark such interest. The main approaches to the investi
gation of quantum coherence (which is akin to quantum correlations and 
thus also important for quantum information purposes) include: (i) the 
use and mimic of efficient biological processes that involve both 
tunneling and quantum correlations, such as charge separation and 
proton-coupled electron transfer [5,6]; (ii) the quantum confinement 
and coupling in low-dimension electronic materials [7–12]; (iii) the 
tuning of atomic and molecular properties by interaction with light 
[13–15]. Many studies use combinations of these approaches 
[13,16–18]. Recent experiments show the feasibility of the emission of 

quantum light from 2D materials [19–21] and cavity quantum electro
dynamics between atomic arrays (acting as mirrors) to which the 
Jaynes-Cummings model [22] has been applied [14,23]. 

The ability to produce and detect single photons (hence, quantum 
light) supports fundamental studies aimed at probing quantum rules 
[24,25], revealing significant effects of individual photons [25,26], and 
using them in technology that is also relevant to quantum information 
processing [26–30]. Within this context, we describe giant single-photon 
effects on the dynamics of two field modes of an ideal cavity coupled to 
an atom (modeled as a two-effective level system, which can also 
represent a quantum dot or generally a fermionic exciton interacting 
with cavity field) by two-photon processes. We demonstrate why the 
addition/removal of one photon in any of the two field modes dramat
ically changes the evolution of the photon distribution over the field 
modes, thus significantly extending the quantum optics parity effect 
[31,32]. The thus generalized parity effect is explained using equations 
of motion and the analytical solution of the Hamiltonian model of the 
system. Furthermore, by means of entropy measures such as the quan
tum (von Neumann) mutual entropy [33], we obtain signatures of the 

* Corresponding author. 
E-mail address: agostino.migliore@unipd.it (A. Migliore).  

Contents lists available at ScienceDirect 

Results in Physics 

journal homepage: www.elsevier.com/locate/rinp 

https://doi.org/10.1016/j.rinp.2021.104690 
Received 19 July 2021; Accepted 11 August 2021   

https://doi.org/10.1016/j.rinp.2021.104690
http://crossmark.crossref.org/dialog/?doi=10.1016/j.rinp.2021.104690&domain=pdf
http://creativecommons.org/licenses/by/4.0/


Results in Physics 30 (2021) 104690

2

crucial entanglement at the core of the system dynamic evolution, which 
fosters future studies aiming to use the single-photon magnification in 
quantum information and computation applications. 

System Hamiltonian and parity effect 

The system consists of a two-level atom coupled to two field modes of 
an ideal cavity with the same frequency ωF and orthogonal polariza
tions. The propagation directions of the two modes can differ. The lower 
and upper atomic states (denoted | − 〉) and | + 〉, respectively) have the 
same parity and an energy separation ħω0 that satisfies the resonance 
condition ω0 ≅ 2ωF and thus implies a two-photon resonant interaction 
between atom and radiation field. The relevance of the two-level 
approximation for practical applications has been greatly expanded by 
recent experiments showing that an organic molecule within an optical 
cavity can behave like a two-level quantum system with a high degree of 
coherent evolution [34]. The system is described by the effective 
Hamiltonian [31] (ħ = 1) 

H = 2ωSz +ω
∑2

μ=1
n̂μ + λ

∑2

μ=1

(
a2

μS+ + a†2
μ S−

)
(1) 

Appendix A (which extends previous analysis of this Hamiltonian 
[31] and a strictly related one [32]) provides new insights into the range 
of physical conditions that are appropriately described by this interac
tion model (including the absence of Stark shift terms and one-photon 
interactions of the atom with both modes) and into the relations 
among ωF, ω0 and the effective frequency ω ≈ ωF. H acts on the atomic 
state through the ½ pseudospin operators Sz and S± (Sz| ± 〉 = ±1

2| ± 〉, 
S±| ± 〉 = 0, and S±| ∓ 〉 = | ± 〉 describes the atom excitation or de- 
excitation). The annihilation (creation) operator aμ (a†μ) determines 
the photon removal from (addition to) field mode μ (μ = 1, 2) and 
satisfies Bose’s commutation relation [aμ, a†

μ] = 1. n̂μ = a†
μaμ is the 

photon number operator for mode μ (μ = 1, 2). The first two terms in the 
expression of H are the Hamiltonians of isolated atom and field, while 

the last term describes the interaction between atom and field, as well 
as, implicitly, the interaction between the two modes, which is neces
sarily mediated by the atom through a coupling constant λ. In particular, 
a2

μS+ causes a two-photon transition from mode μ to the atom, while 
a+2

μ S− de-excites the atom by transferring two photons to mode μ. 
It was shown that the system evolution from the initial state 

|ψ(0)〉 = |n〉|0〉| − 〉 ≡ |n, 0, − 〉 (2)  

(i.e., one mode is excited in a Fock state with n photons, the other mode 
is empty, and the atom is in its ground state) shows a parity effect: the 
population of mode 1 reaches a plateau value of ~ n/2 and, after a 
‘lethargy’ period, a revival of the field dynamics leads to significant 
depletion or repopulation of field mode 1 depending on the parity of n 
(Fig. 1a and 1d) [31,32]. For λt≪n3/2/2, this behavior is approximately 
described by (cf. references [31,32] and see the exact expression in 
Appendix D, where it is derived after defining a new class of polynomials 
that enable the simplification of multiple summations) 

n1(t) ≡
〈

n̂1(t)
〉

≡ 〈ψ(t)|n̂1|ψ(t)〉 ≅
n
2

[

1 + cosn− 1
(

2λt
n

)]

(3) 

Furthermore, at the middle of the lethargy period, the covariance 

σ12(t) ≡
〈

n̂1(t)n̂2(t)
〉

− n1(t)n2(t) shows a maximum anticorrelation 

between the populations of the modes for even n and a minimum degree 
of correlation for odd n (Fig. 1b and 1e). However, σ12 gives very little 
information on the correlations at the heart of the system dynamics, 
especially since σ12 ≈ − (σ2

1 + σ2
2)/2 (see Appendix C) and hence the σ12 

main evolution can be seen as a result of the variances σ2
1 and σ2

2 of the 
individual mode populations (Fig. 1c and f). In fact, the physical origin 
of the parity effect has been elusive, thus hindering our understanding of 
whether this effect could survive the many possible perturbations that 
may affect the purity of the selective initial population of one field 
mode. Here (i) we find this physical origin in the (quantum) entangle
ment between the states of the subsystems and its interplay with the 

Fig. 1. Field population dynamics from the initial condition of Eq. (2). (a) Mean photon number in mode 1 
〈

n̂1

〉

, (b) covariance of the two mode populations σ12, 

and (c) variance of the mode 1 photon number σ2
1 vs. λt for the initial condition of Eq. (2) with n = 20. (d–f) Corresponding quantities for n = 21 (cf. refer

ences [31;32]). 
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symmetry properties of the initial condition. (ii) We identify the quan
tum correlations responsible for the system dynamics and (iii) quantify 
them so as to link the quantum optics parity effect to quantum infor
mation theory approaches. (iv) With clear relevance to potential appli
cations, we show that the essence of the effect is in the relative parity of 
the initial populations n and m of the two modes (which can be restated 
in terms of the parity of the total photon number n+m because only two 
modes are considered here), thereby generalizing the parity effect to the 
initial condition 

|ψ(0)〉 = |n, m, − 〉 (4) 

Such generalization is important for potential applications of the 
optical effect, where environmental perturbations may undermine the 
selective population of the modes. 

System symmetry and equations of motion 

Fig. 1a and d show a lethargy period of the field dynamics between 
‘macroscopic revivals’ of the photon redistribution. The existence of 
plateaus in n1(t) and n2(t), as well as their value (namely, about half the 
total excitation number) are nontrivial aspects of the system dynamics 
(e.g., a priori one could not exclude a different type of evolution of the 
field population without plateaus or with an oscillation between two 
different plateaus symmetric with respect to n/2). To gain insight into 
the physical origin of the observed features, we examine the equation of 
motion (Appendix E) 

dnμ(t)
dt

= − 2λIm
〈[

a2
μ(t) − a2

ν(t)
]
S+(t)

〉
−

d〈Sz(t)〉
dt

(ν ∕= μ = 1, 2) (5) 

Eq. (5) highlights the competing photon-transfer processes between 
the two field modes and the atom that entangle the states of the field and 
atom subsystems, thus enabling the photon redistribution. The first term 
on the right-hand side of Eq. (5) vanishes (or rapidly oscillates around 
zero; vide infra) if the system approaches a state that is symmetric with 
respect to the two field modes (hereafter referred to as field symmetry), 
which thus have similar propensity to exchange photons with the atom. 
Then, the populations of the field modes experience small and fast os
cillations strictly related to the atomic inversion evolution (see Fig. D1), 
but their coarse-grained dynamics slows down until substantial 
quenching, consistent with the plateaus in Fig. 1a and d. The field-atom 
correlation term is also zero in the initial factorized state, for which 
〈
a2

1S+

〉
=
〈
a2

2S+

〉
= 0. However, the asymmetry of the initial photon 

distribution triggers the system evolution, as one can see from the sec
ond derivative 

1
4λ2

d2〈Δn̂(t)〉
dt2 = 2N〈Sz(t)Δn̂(t)〉 + 〈Δn̂(t)〉

= N
[
σ2

2(t) − σ2
1(t)
]
+ [2N〈Sz(t)〉 + 1 ]〈Δn̂(t)〉

(6)  

(see derivation in Appendix E), where Δn̂ ≡ n̂1 − n̂2 and N is the value of 
the total excitation number operator N̂ = n̂1 + n̂2 + 2Sz + 1, which is a 
constant of motion. In particular, N is n and n+m starting from the initial 
conditions (2) and (4), respectively. 

d2〈Δn̂(t)〉/dt2 is approximately zero, on average, during the plateaus 
of n1(t) and n2(t). This implies similar correlations between the two field 
modes and the atom (in particular, 〈SzΔn̂〉 ≈ 0 after coarse graining the 
field dynamics) and 〈Δn̂〉 ≈ 0 (Fig. D2), which approximately sets the 
value of the mode populations during their plateaus. 

Eqs. (5) and (6) explain the existence of plateaus in Fig. 1a and d and 
the slow evolution of the photon population towards and from states of 
high symmetry with respect to the two field modes. Given the field 
symmetry of the Hamiltonian, the large photon redistribution after the 
plateaus implies that an exact field symmetry is never achieved. In Eq. 
(6), 〈Δn̂〉 and 〈SzΔn̂〉, or σ2

2 − σ2
1, embody the residual field asymmetry 

necessary for the subsequent evolution of the system, but the reason and 

physical underpinnings for this evolution back to states of high field 
asymmetry (which manifests the parity effect) remain to be explained. 

Parity effect from (pseudo)symmetry-entanglement interplay 

The inspection of Eqs. (5) and (6) suggests that, since the interaction 
Hamiltonian is symmetric with respect to the field modes, the evolution 
of the system from an asymmetric condition such as in Eq. (2) or (4) 
drives the system to states of the highest symmetry compatible with the 
initial condition, as well as with the revival dynamics that follows the 
plateaus of Fig. 1a and d. Therefore, in order to understand the giant 
single-photon effects of Fig. 1a and d, we search for mid-plateau states of 
the system that have the maximum field symmetry compatible with the 
subsequent dynamics, taking into account that the symmetry and cor
relation properties of the mid-plateau states have to depend on the 
initial condition so as to produce the parity effect. The system evolution 
from the initial condition (2) or (4) to such maximally symmetric states 
requires entanglement between the field modes, which implies entan
glement of the field and the atom because the atom mediates the 
interaction between the two modes, as described by the interaction 
Hamiltonian. This is consistent with the form of the system state at a 
generic time t, 

|ψ(t)〉 =
∑rmax

r=0
P(− )

r (t)|n − 2r, 2r, − 〉 +
∑smax

s=1
P(+)

s (t)|n − 2s, 2s − 2, +〉 (7)  

where 2rmax = 2smax is the largest even integer not exceeding n (a 
complete derivation of the expansion coefficients [31] for initial con
dition (2) is provided in Appendix B). Moreover, for even n, the peaks in 
σ2

1(t) = 〈ψ(t)|n̂2
1|ψ(t)〉 − 〈ψ(t)|n̂1|ψ(t)〉2 and σ2

2(t) (Fig. 1c and Fig. C1) 
mark the center of the plateau in Fig. 1a as the point of maximum 
anticorrelation between the mode populations (Fig. 1b). We will show 
that this is the turning point of the system dynamics leading to a 
generalized parity effect. To this end, we search for entangled states of 
the system such that 
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

〈

n̂μ

〉

=
n
2
− ε (μ = 1, 2)

〈

n̂1 n̂2

〉

= 0 ⇒ σ12 = −
(n

2
− ε
)2

(8)  

where ε is the departure of the mode populations from n/2 and the 
second condition expresses their maximum (negative) anticorrelation. 
Given N conservation, the first condition implies 〈Sz〉 = ε − 1/2 
(0 ≤ ε ≤ 1). Thus, ε is also a measure of atom-field entanglement: ε = 0,
1 means zero entanglement, while ε = 1/2 corresponds to the quenching 
of the atomic inversion (as the reduced atomic density is a mixture with 
equal weights of | +〉〈+| and | − 〉〈 − |) and to the maximum entanglement 
between atom (A) and field (F). In fact, the mutual entropy [33,35] 

SA:F(ε) = SA(ε)+ SF(ε) − SAF(ε) = 2SA(ε) = − 2[εlnε + (1 − ε)ln(1 − ε) ]
(9)  

takes its quantum maximum value of 2ln2 for ε = 1/2 (the second 
equality holds because the overall system is in a pure state [36]; note 
that we do not consider local nonunitary operations, which may change 
the amount of entanglement [28,37], and thus the mutual entropy is a 
proper measure of entanglement). 

The maximally symmetric states (see Appendix F for derivation) 
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

|ψa〉 =
1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2(n − 1)

√
( ̅̅̅̅̅̅̅̅̅̅̅

n − 2
√

|n, 0, − 〉 + i
̅̅̅
n

√
|0, n − 2, +〉

)

|ψb〉 =
1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2(n − 1)

√
( ̅̅̅̅̅̅̅̅̅̅̅

n − 2
√

|0, n, − 〉 − i
̅̅̅
n

√
|n − 2, 0, +〉

) (10)  

make the correlation terms in Eq. (5) vanish, satisfy Eq. (8), and maxi
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mize SA:F. Such states tend to field-atom Bell states as n→∞. Given the 
expansion |ψ(t)〉 = ca(t)|ψa〉+cb(t)|ψb〉+|Δψ(t)〉 for the system state, we 
find that its mid-plateau evolution is approximately a Rabi oscillation 
between |ψa〉 and |ψb〉. That is, the sum of 
⎧
⎪⎪⎨

⎪⎪⎩

|ca(t)|2 =
1

2(n − 1)

[ ̅̅̅̅̅̅̅̅̅̅̅
n − 2

√
P(− )

0 (t) +
̅̅̅
n

√
Im
(

P(+)

n/2(t)
) ]2

|cb(t)|2 =
1

2(n − 1)

[ ̅̅̅̅̅̅̅̅̅̅̅
n − 2

√
P(− )

n/2(t) −
̅̅̅
n

√
Im
(
P(+)

1 (t)
) ]2

(11)  

is near unity. Approximations valid at mid-plateau give (Appendix F) 
⎧
⎪⎪⎨

⎪⎪⎩

|ca(t)|2 ≅
1
2
{1 + sin[2πνn(t − nπ /4λ) ] }

|cb(t)|2 ≅
1
2
{1 − sin[2πνn(t − nπ /4λ) ] }

(12) 

The frequency of oscillation is νn = |〈ψb|Hint|ψa〉 |/π =

nλ
π

̅̅̅̅̅̅
n− 2
n− 1

√

≅ nλ/π, where Hint is the interaction Hamiltonian. The exact 

coefficients are smaller, but such that |ca(t)|2 +|cb(t)|2 > 0.9 (Fig. 2). 
|Δψ(t)〉 never vanishes, as is expected since the energy of a ground state 
built as a linear combination of |ψa〉 and |ψb〉 would be 
(n − 1)ω − |〈ψb|Hint|ψa〉 |, while Eq. (2) implies an energy of (n − 1)ω 
(Appendix A). The insensitivity of |Δψ(t)〉 to the n value reflects the fact 

that the expansion coefficients of |ψa〉 and |ψb〉 are virtually constant for 
sufficiently large n. 

|ψa〉 is the linear combination of the initial state and another state 
with almost inverted photon distribution between the two modes. 
Moreover, the photon-number probability distributions of |ψa〉 and |ψb〉

are obtained from each other exchanging the two field modes, and a 
two-photon transfer is sufficient to cause this exchange. These two facts 
cause the large covariance and anticorrelation (Fig. 1b and c) at mid- 
plateau for even n. Importantly, 

〈ψb| a2
1S+|ψa〉 = 〈ψb| a†2

2 S− |ψa〉 =
1
2λ

〈ψb|Hint|ψa〉 = i
n
2

̅̅̅̅̅̅̅̅̅̅̅
n − 2
n − 1

√

(13) 

Eq. (13) and its complex conjugate describe an equality of field 
mode-atom interaction strengths such that the mode 1-to-atom and 
atom-to-mode 2 photon transfers, as well as the converse processes, 
contribute in phase and equally to the coupling between ψa and ψb, 
while the dynamics of the atomic inversion is quenched, as 〈Sz〉 = 0.5/
(n − 1) and d〈Sz〉/dt = 0 in both states, in good agreement with the 
exact 〈Sz(t)〉 evolution at mid-plateau (Fig. D1). 

The matching of mode-atom interaction strengths selects ψa and ψb 
as the predominant states in the mid-plateau evolution of |ψ(t)〉, 
enabling the role exchange between the modes and hence the depletion 
of the initially populated mode. In fact, |ψa〉 and |ψb〉 have similar (equal 

Fig. 2. Time evolution of the system at mid-plateau. (a) 
⃒
⃒cp
⃒
⃒2 (p = a, b) as a function of the effective time λt, over a time interval surrounding the centers of the 

plateaus in the mean photon numbers of the field modes. |ca|
2(blue line) and |cb|

2 (black line) are obtained from Eq. (11) for n = 20 and the initial condition (2), using 
the closed-form expressions for the expansion coefficients of |ψ(t)〉 in Appendix B. (b) Same quantities as in (a) for n = 100. (For interpretation of the references to 
colour in this figure legend, the reader is referred to the web version of this article.) 

Fig. 3. Field-atom correlation difference 〈Sz(t)Δn̂(t)〉. (a) 〈Sz(t)Δn̂(t)〉 versus λt for n = 20. The inset highlights the maximal mid-plateau oscillation of the quantity, 
which is approximately described by Eq. (15). (b) Same quantity as in (a) for n = 21. 
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for n→∞) Fock space distributions, but anticorrelated interactions of the 
two modes with the atom, which can be seen from the correlations in 
Eqs. (5) and (6). We find 

〈Sz(t)Δn̂(t)〉 =
n
2n

∑n− 1

p=0

(
n − 1

p

)

{ − cos[f (p)t]cos[f (p + 1)t]

+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p

p + 1

(

1 −
1

n − p

)√

sin[f (p)t]sin[f (p + 1)t]

}
(14)  

with f(p) = 2λ
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p(n − p)

√
(Fig. 3), for the exact |ψ(t)〉 evolution (Ap

pendix G), with an oscillation amplitude near the maximum of n/2 
around the center of the plateau, as expected from the approximation 
|ψ(t)〉 ≅ |ψ(t)〉two - state = ca(t)|ψa〉 + cb(t)|ψb〉: 
⎧
⎪⎪⎨

⎪⎪⎩

〈ψb|SzΔn̂|ψb〉 = − 〈ψa|SzΔn̂|ψa〉 =
n(n − 2)
2(n − 1)

≅
n
2

〈Sz(t)Δn̂(t)〉two− state ≅
n
2
sin[2πνn(t − nπ /4λ) + π ]

(15) 

Fig. 4. Field-atom correlation difference Im
〈[

a2
1(t) − a2

2(t)
]
S+(t)

〉
. (a) Im

〈[
a2

1(t) − a2
2(t)
]
S+(t)

〉
vs. λt for n = 20. (b) Mid-plateau temporal evolution of 

Im
〈
a2

1(t)S+(t)
〉

(black) and Im
〈
a2

2(t)S+(t)
〉

(cyan). Given the opposite phase, the peaks in the correlation difference are close to n/2, as is shown in (a) and also 
predicted by Eq. (17). (c) Same quantity as in (a) for n = 21. (For interpretation of the references to colour in this figure legend, the reader is referred to the web 
version of this article.) 

Fig. 5. Mutual entropies in the tripartite atom-radiation system. (a and b) Mutual atom-field entropy SA:F vs. scaled time λt, as given by Eq. (18) for (a) n = 20 and (b) 
n = 21. (c and d) Mutual entropy of the two cavity field modes S1:2 vs. λt, as obtained for (c) n = 20 and (d) n = 21 from Eqs. (H10) and (H11), after tracing over the 
atomic degrees of freedom. 
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Fig. 6. Entropies of the field modes. (a) Entropy associated with mode 1, S1, vs. scaled time λt, as obtained from Eq. (H10) for n = 20. (b) Mutual entropy of the two 
cavity field modes, S1:2, vs. λt for n = 20. (c)ΔS1:2, defined as S1:2 − min{S1, S2} (gray) or as S1:2 − 2min{S1, S2} (cyan), vs. λt for n = 20. (d–f) Same quantities as in (a- 
c) for n = 21. The time evolution of S2 is shown in Fig. H1. (For interpretation of the references to colour in this figure legend, the reader is referred to the web 
version of this article.) 

Fig. 7. Generalized quantum optics parity effect. (a–d) Average number of photons in field mode 1 vs. scaled time λt for |ψ(0)〉 = |n, m, − 〉 with the indicated values 
of n and m. Mode 1 is substantially emptied (refilled) after the plateau if n and m have the same (different) parity. 
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The coarse-grained value of 〈Sz(t)Δn̂(t)〉 is about zero at mid-plateau, 
but the oscillation peaks mean large and opposite mode-atom correla

tions: 
⃒
⃒
⃒
⃒

〈

Sz n̂1

〉⃒
⃒
⃒
⃒ ≅

⃒
⃒
⃒
⃒

〈

Sz n̂2

〉 ⃒
⃒
⃒
⃒ ≈

1
2

n
2 = n/4 and 

〈

Sz n̂1

〉

≅ −

〈

Sz n̂2

〉

. 

Also, Eqs. (6) and (15) imply that d2〈Δn̂(t)〉/dt2 has opposite signs for 
|ψa〉 and |ψb〉. 

At mid-plateau, large oscillations (Fig. 4) are also experienced, for 
even n, by 

Im
〈[

a2
1(t) − a2

2(t)
]
S+(t)

〉
=

n
2n

∑n− 1

p=0

⎛

⎝
n − 1

p

⎞

⎠

{ ̅̅̅̅̅̅̅̅̅̅
p

n − p

√

sin[f (p)t]cos[f (p+1)t]

+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n − p − 1

p+1

√

cos[f (p)t]sin[f (p+1)t]
}

(16) 

While 〈ψa|a2
μS+|ψa〉= 〈ψb|a2

μS+|ψb〉=0 (μ = 1, 2) (and thereby, 
dnμ(t)/dt vanishes in both states), during the approximate two-state 
oscillation it is 
⎧
⎪⎨

⎪⎩

< a2
1(t) S+(t)>two− state = − < a2

2(t) S+(t)>two− state

Im
〈[

a2
1(t) − a2

2(t)
]
S+(t)

〉

two− state ≅
n
2
cos[2πνn(t − nπ /4λ) ]

(17)  

which highlights the instantaneous opposite propensities of the two 
modes to exchange photons with the atom that are maximized and 
synchronized by the achievement of condition (13). This is the core 
dynamic evolution that establishes an approximate pseudo time reversal 
symmetry with respect to the two field modes, i.e., the population of 
each mode begins to experience, in the opposite direction, the temporal 
evolution that the other mode had up to mid-plateau. 

For odd n, two-photon processes clearly cannot evolve the system 
from state (2) to states (10); hence, the anticorrelation in (8) and the 
interaction-matching condition (13) are never achieved (Fig. 1e and 
Appendix F). Accordingly, the atomic inversion is not quenched; in fact, 
it shows oscillations with peak values close to ½ that correspond to 
substantial field-atom disentanglement. In between, the mode-atom 
correlations are in phase and produce the very small differences in 
Figs. 3b and 4c, in contrast to the large oscillations of these correlation 
differences predicted by Eqs. (15) and (17) for even n. Thus, the atom- 
mediated transfer of photons (and of the related information; vide 
infra) from one mode to the other as described by Eq. (13) is inhibited, 
and the roles of the field modes in the system dynamics cannot be 
exchanged. 

Entropic signatures of the parity effect 

The atom-mediated exchange of mode populations corresponding to 
the oscillation between ψa and ψb implies large population variances 
(Fig. 1 and Fig. C1) and the maximal uncertainty in the atomic state 
described by 〈Sz〉 ≅ 0. Thus, the atom-field mutual entropy SA:F (which 
can be defined as the entropy SA of the atom minus its conditional en
tropy SA |F given the field state [33,36]) is expected to be large at mid- 
plateau. In fact, the mutual entropy (Appendix H) 

SA:F(t)=SA(t)− SA|F(t)=−
1

2n− 1

∑n

p=0

(
n

p

)

cos2[f (p)t]ln

{
1
2n

∑n

p=0

(
n

p

)

cos2[f (p)t]

}

−
1

2n− 1

∑n

p=0

(
n

p

)

sin2[f (p)t]ln

{
1
2n

∑n

p=0

(
n

p

)

sin2[f (p)t]

}

=2SF(t)

(18)  

persists at its maximum value at mid-plateau (Fig. 5a) for even n, in 
agreement with Eq. (9) for ε = 1

2, a signature of maximum atom-field 

quantum information trade. This is a consequence of the fact that |ψa〉

and |ψb〉 are maximally entangled states with respect to the atom and 
field subsystems. 

On the contrary, the large mid-plateau oscillation of 〈Sz〉 for odd n 
correlates with a (coarse-grained) minimum in SA:F(t) (Fig. 5b), similarly 
to what is observed for the atom interacting with a single mode in 
Jaynes-Cummings models [38]. Net of the difference in the type of atom- 
field interaction, this similarity indicates that the atom-mediated 
communication between the modes required for their exchange in 
Fock space does not occur for odd n. Rather, the two similarly populated 
modes interact similarly and in phase with the atom, as described by 
vanishing differences in dynamically relevant atom-field correlations 
(Figs. 3b, 4c), and each mode population is reverted approximately to its 
initial value after the plateau. 

The mid-plateau mutual entropy of the two modes, S1:2(t), remains 
above the upper bound in classically correlated systems for both even 
and odd n (Figs. 5-6 and H1), as quantum entanglement is necessary for 
the system evolution from an initially factorized state and back to states 
in which one mode is predominantly populated. In fact, Fig. 6c and f 
show that [33,36] 

min{S1(t), S2(t)} ≤ S1:2(t) ≤ 2min{S1(t), S2(t)} (19)  

that is, S1:2(t) is between the classical and quantum upper bounds of the 
mutual entropy, which define a regime of pure quantum entanglement. 
However, for even n, S1:2(t) has a minimum at mid-plateau, because |ψa〉

and |ψb〉 correspond approximately to the maximum classical-type cor
relation among all pairs of subsystems. In fact, from Eqs. (H10) and 
(H11), for |ψ〉 = |ψa〉 or |ψ〉 = |ψb〉 one obtains 

S1 = S2 = S1:2 = −
n − 2

2(n − 1)
ln

n − 2
2(n − 1)

−
n

2(n − 1)
ln

n
2(n − 1)

→
n→∞

ln2

(20) 

The minima in S1 and S2 are also expression, in terms of information, 
of the maximal anticorrelation between the modes, 

σ12 = −

[
n(n − 2)
2(n − 1)

]2

→
n→∞

−
n2

4
(21)  

which is enabled by the synchronism of the two mode-atom interactions 
described by Eq. (13). Fig. 6a-b show that the system state does not reach an 
exact oscillation between |ψa〉 and |ψb〉, and the minimum of either the 
mode entropies or their mutual entropy define the point of closest approach 
to this oscillation. Moreover, Fig. 5c shows in agreement with Fig. 2 that the 
ability of the system to approach a Rabi-like oscillation between |ψa〉 and 
|ψb〉 is insensitive to the value of n, although the time required for the 
closest approach scales linearly with n. The pronounced mid-plateau 
minimum in S1:2(t) is the entropic manifestation of the parity effect and 
sharply defines the center of the plateau. For odd n, the states (10), which 
satisfy condition (13), are never approached and, at mid-plateau, the 
achievement of nearly equal populations of the modes requires the 
contribution of many similarly populated states to the linear combination 
of Eq. (7), with accordingly large entropies (Figs. 5d and 6d-e). 

Generalized parity effect 

The basis states in Eq. (10) are also achievable starting from state (4) 
with even n and m ∕= 0. Also, for odd n and m, an analysis similar to that 
leading to states (10) in Appendix F produces the states 
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

|ψc〉 =
1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2(n − 2)

√
( ̅̅̅̅̅̅̅̅̅̅̅

n − 3
√

|n, 1, − 〉 + eiθ
̅̅̅̅̅̅̅̅̅̅̅
n − 1

√
|1, n − 2, +〉

)

|ψd〉 =
1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2(n − 2)

√
( ̅̅̅̅̅̅̅̅̅̅̅

n − 3
√

|1, n, − 〉 + e− iθ
̅̅̅̅̅̅̅̅̅̅̅
n − 1

√
|n − 2, 1, +〉

)

(22) 
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which satisfy the interaction-matching condition 

〈ψd| a
2
1S+|ψc〉 = 〈ψd| a†2

2 S− |ψc〉 = eiθ n − 1
2(n − 2)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n(n − 3)

√
(23) 

For these states, 
〈

n̂1 n̂2

〉

is nonzero, but 
〈

n̂1 n̂2

〉

≈ n and thus it is 

still σ12 ≈ − n2/4. The states satisfying condition (13) or (23) cannot be 
achieved unless n and m have the same parity, that is, unless n+m is 
even. Thus, we expect the occurrence of a generalized parity effect, 
which is confirmed by the time evolution of |ψ(t)〉 derived in Appendix I 
and shown in Fig. 7. For |ψ(0)〉 = |n, 1, − 〉, one also obtains the 
approximate expression (Appendix I) 

n1(t) ≅
n
2
+

n
2
cosn− 2

(
2λt
n

)[

1 − nsin2
(

2λt
n

)]

(24) 

Eq. (24) shows that the predominant population dynamics for odd n 
is the same as that predicted by Eq. (3) for even n. This dynamics is 
complicated by higher frequency oscillations that make the parity effect 
more visible at larger n values. However (and with relevance to future 
applications), the generalized effect can also be seen, for any n, in terms 
of mirror revivals in the mode populations with respect to n1 ≅ n2 ≅

(n+ m)/2, as the number of photons in the initially more populated 
mode is changed by one photon, while m controls the number of oscil
lations in the revival (compare Fig. 7b and c). 

Conclusion 

We explained the physical origin of the quantum optics parity effect 
[31,32], which manifests itself as the sensitivity of the atom-radiation 
dynamics in high-Q resonators to single-photon changes in the cavity 
field. We show how the parity effect arises from the quantum entan
glement of the system components over time intervals in which the 
photon distribution is essentially at a standstill. The key determinant of 
the dynamic evolution is the ability of the system to synchronize the 
two-photon processes between the atom and the field modes, so as to 
select a predominant Rabi-like two-state oscillation at the heart of the 
system dynamics. Our analysis also brings to light a generalized form of 
the parity effect as a switching dynamics dependent on variations of one 
unit in the total photon number (with relevance to very similar parity 

effects later studied in other physical systems, such as in the evolution of 
interference in Bose condensates [39]). Therefore, potential uses of the 
quantum optics effect might also be devised for detection purposes [27], 
including the detection of single-photon cavity losses. 

The parity effect and its generalization are observable in the full 
quantum regime (for example, for atom-field interaction strengths λ in 
the range 10.− 5ω to 10.− 4ω, namely, well below the limit for spectral 
collapse [40]), over a ns time scale in cavities with well-feasible Q fac
tors [41,42] of 107 (Appendix J). Advances in generating Fock states 
[43], and the remarkable progress in realizing nanostructures with 
quantum confinement properties [10] (including quantum light emis
sion from 2D materials [18,20]), qubits or atom-like systems interacting 
with quantized fields [14,15,44], single-photon experiments [19,24–26, 
45–49] and theory [46,47,49] provide a feasibility background to 
investigate potential applications of the generalized parity effect as a 
switching and amplification mechanism in future optoelectronics. The 
here explained role for quantum entanglement in the effect generation 
and its entropy characterization provide the starting point for consid
ering its relevance to the research area of quantum computing [50,51]. 
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Appendix A 

Hamiltonian model and constants of motion 

In this section, we present a detailed analysis of the effective Hamiltonian model in Eq. (1), thus providing new insights into its range of 
applicability. 

Fig. A1 illustrates the relationship between the relevant portion of the atomic energy spectrum and the frequency ωF of the two field modes (note 
that ωF also represents the photon energy because we use units such that ħ = 1). | − 〉 and | + 〉 denote the ground and excited atomic states (with 
energies E− and E+, respectively) within the effective single-particle, two-level model adopted here. E− and E+ satisfy the resonance condition 
ω0 ≡ E+ − E− ≈ 2ωF. |s〉 is one of the atomic intermediate states, with energy Es. The detuning Δs = ωF − (Es − E− ) of the photon energy with respect to 
the excitation energy Es − E− prevents the actual population of state |s〉, and thus |s〉 behaves as a virtual state that can assist two-photon transitions 
between states | − 〉 and | + 〉. 

We assume the existence of at least one intermediate state such as |s〉. As in previous analysis of the Hamiltonian in Eq. (1) [31] and the strictly 
related Hamiltonian of reference [32], we assume that | − 〉 and | + 〉 have the same parity. Therefore, the pertinent transition dipole moment is zero 
and the direct transition between these two states is forbidden within the dipole approximation. While this transition is anyway not allowed by the 
radiation frequency used (because our model implicitly assumes that the radiation is approximately monochromatic and ω0 − ωF > Δs for any |s〉), the 
above condition on the parity enables virtual transitions to intermediate states |s〉 of opposite parity. 

The Hamiltonian of the system is 

Hatom - field = H0 +Hint (A1a)  

where the unperturbed Hamiltonian is 

H0 = E− | − 〉〈 − | +E+|+ 〉〈+ |+ω F(n̂1 + n̂2) (A1b) 
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and, in the dipole approximation, the interaction Hamiltonian is [52] 

Hint = − d⋅E = − i
̅̅̅̅̅̅̅̅̅̅̅
2πωF

V

√

d⋅
∑2

μ=1
εμ(aμ − a†

μ) (A1c) 

In Eq. (A1), d is the electric dipole moment operator of the atom, E is the electric field operator, V is the volume of the cavity, and εμ is the po
larization vector of field mode μ. The transitions induced by Hint are described by two-photon matrix elements of the form [53] 

MIF =
∑

s

〈F|Hint|S〉〈S|Hint|I〉
EI − ES

(A2)  

where |I〉 and |F〉 are the initial and final states of the atom-radiation field system connected by the transition (note that these are eigenstates of the full 
non-interacting system, which thus have the same energy), |S〉 are the intermediate states involved in the two component virtual transitions, and s is an 
index (in general, s can be a set of quantum numbers) that distinguishes the intermediate states. Here we are assuming that Hint is sufficiently small not 
to allow multiphoton transitions that could lead to atomic states lower in energy than | − 〉 or higher than | + 〉, so that the two-state approximation 
applies to the atom. Then, the action of the interaction Hamiltonian on the evolution of the atom-field system remains defined by the transition 
amplitudes among all eigenstates |n − k, k ∓ 2 ,±〉 of the unperturbed Hamiltonian, which provide a basis set for the expansion of the atom-field state 
at any time. Next, we will calculate all such transition amplitudes and build an effective Hamiltonian that gives, to the first order, the same transition 
amplitudes as those produced by the Hamiltonian (A1) to the second order and describes the system dynamics within the rotating-wave approximation 
[54]. 

Transition amplitudes and effective Hamiltonian 

We first consider the transitions in which the field loses two photons that excite the atom (two-photon absorption). These transitions connect states 
|I〉 = |n1, n2 , − 〉 and |F〉 = |p1, p2 ,+〉 for which n1, n2, p1 and p2 satisfy the relation p1 + p2 = n1 + n2 − 2. The intermediate states are |S〉 = |m1,m2 , s〉, 
with m1 and m2 such that min(n1, p1) ≤ m1 ≤ max(n1, p1) and min(n2,p2) ≤ m2 ≤ max(n2,p2), respectively. Moreover, since the virtual transition to 
any of the intermediate states implies a change of one unit in the total population of the two field modes, it is |n1 + n2 − m1 − m2| = |p1 + p2 − m1 −

m2| = 1. Therefore, the denominator of Eq. (A2) is EI − ES = E− − Es + (n1 + n2 − m1 − m2)ω = E− − Es + ω = Δs. 
For m1 = n1 − 1, m2 = n2, p1 = n1 − 2 and p2 = n2 (namely, the atom absorbs two photons from field mode 1, through a virtual intermediate state in 

which one photon is in the atom), Eq. (A2) gives 

M(1)
IF =

2πωF

V
∑

s

〈n1 − 2, n2, +|( − id⋅ε1a1) |n1 − 1, n2, s〉〈n1 − 1, n2, s|( − id⋅ε1a1) |n1, n2, − 〉

Δs

= −
2πωF

V
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n1(n1 − 1)

√ ∑

s

(d+s⋅ε1)(ds− ⋅ε1)

Δs

(A3)  

where d+s = 〈+|d|s〉 and ds− = 〈s|d| − 〉 are the atomic transition dipole moments. By introducing the atom-mode 1 coupling strength parameter (note 
that the detuning parameter is defined with opposite sign compared to reference [32]) 

λ1 = −
2πωF

V
∑

s

(d+s⋅ε1)(ds− ⋅ε1)

Δs
(A4)  

the second-order matrix element in Eq. (A3) can be obtained to the first order from the operator λ1a2
1S+: 

M(1)
IF = 〈F|λ1a2

1S+|I〉 (A5) 

For m1 = n1, m2 = n2 − 1, p1 = n1 and p2 = n2 − 2 (that is, the case analogous to the previous one for mode 2), one obtains 

M(2)
IF = −

2πωF

V
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n2(n2 − 1)

√ ∑

s

(d+s⋅ε2)(ds− ⋅ε2)

Δs
= 〈F|λ2a2

2S+|I〉 (A6)  

where 

λ2 = −
2πωF

V
∑

s

(d+s⋅ε2)(ds− ⋅ε2)

Δs
(A7) 

For m1 = n1, m2 = n2 − 1, p1 = n1 − 1 and p2 = n2 − 1 (that is, the atom absorbs one photon from each field mode), the relevant second-order matrix 
element is 

M(3)
IF = −

2πωF

V
̅̅̅̅̅̅̅̅̅
n1n2

√ ∑

s

(d+s⋅ε1)(ds− ⋅ε2)

Δs
(A8) 

If the intermediate state is given by m1 = n1 − 1, m2 = n2, one obtains 

M(4)
IF = −

2πωF

V
̅̅̅̅̅̅̅̅̅
n1n2

√ ∑

s

(d+s⋅ε2)(ds− ⋅ε1)

Δs
(A9) 

The sum of the second-order matrix elements in Eqs. (A8) and (A9) is given, to the first order, as 
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M(3)
IF +M(4)

IF = 〈F|ga1a2S+|I〉 (A10) 

where 

g = −
2πωF

V
∑

s

(d+s⋅ε1)(ds− ⋅ε2) + (d+s⋅ε2)(ds− ⋅ε1)

Δs
(A11) 

By exchanging the initial and final states, one obtains the Hermitian conjugates of M(1)
IF , M(2)

IF , M(3)
IF and M(4)

IF . 
Next, we consider the second-order matrix elements corresponding to Rayleigh scattering (for which ωF << Es − E− ≈ Δs and the atom remains in 

its initial state, while a photon transfers from a mode to another) and the Stark effect (which involves virtual transitions to intermediate atomic states 
and back to the initial state). For such terms, |I〉 = |n1, n2 , u〉, |S〉 = |m1,m2 , s〉 and |F〉 = |p1, p2 , u〉, with u = ±, n1 +n2 = p1 +p2 and the {m1,m2}

values intermediate between {n1, n2} and {p1,p2}. For u = − , m1 = n1 − 1, m2 = n2, p1 = n1 and p2 = n2, we obtain 

M(5)
IF =

2πωF

V
n1

∑

s

(d− s⋅ε1)(ds− ⋅ε1)

Δs
≡ M̃

(5)
IF n1 (A12)  

where M̃
(5)
IF remains clearly defined by the above equation. 

u = − , m1 = n1, m2 = n2 − 1, p1 = n1 and p2 = n2 → 

M(6)
IF =

2πωF

V
n2

∑

s

(d− s⋅ε2)(ds− ⋅ε2)

Δs
≡ M̃

(6)
IF n2 (A13) 

u = − , m1 = n1, m2 = n2 − 1, p1 = n1 +1 and p2 = n2 − 1 → 

M(7)
IF =

2πωF

V
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(n1 + 1)n2

√ ∑

s

(d− s⋅ε1)(ds− ⋅ε2)

Δs
≡ M̃

(7)
IF

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(n1 + 1)n2

√
(A14) 

u = − , m1 = n1 − 1, m2 = n2, p1 = n1 − 1 and p2 = n2 +1 → 

M(8)
IF =

2πωF

V
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n1(n2 + 1)

√ ∑

s

(d− s⋅ε2)(ds− ⋅ε1)

Δs
≡ M̃

(8)
IF

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n1(n2 + 1)

√
(A15) 

u = + , m1 = n1 + 1, m2 = n2, p1 = n1 and p2 = n2 → 

M(9)
IF =

2πωF

V
(n1 + 1)

∑

s

(d+s⋅ε1)(ds+⋅ε1)

Δs
≡ M̃

(9)
IF (n1 + 1) (A16)  

where we used the (exact) resonance condition E+ − E− = 2ωF. 
u = + , m1 = n1, m2 = n2 + 1, p1 = n1 and p2 = n2 → 

M(10)
IF =

2πωF

V
(n2 + 1)

∑

s

(d+s⋅ε2)(ds+⋅ε2)

Δs
≡ M̃

(10)
IF (n2 + 1) (A17) 

u = + , m1 = n1, m2 = n2 + 1, p1 = n1 − 1 and p2 = n2 +1 → 

M(11)
IF =

2πωF

V
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n1(n2 + 1)

√ ∑

s

(d+s⋅ε1)(ds+⋅ε2)

Δs
≡ M̃

(11)
IF

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n1(n2 + 1)

√
(A18) 

u = + , m1 = n1 + 1, m2 = n2, p1 = n1 +1 and p2 = n2 − 1 → 

M(12)
IF =

2πωF

V
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(n1 + 1)n2

√ ∑

s

(d+s⋅ε2)(ds+⋅ε1)

Δs
≡ M̃

(12)
IF

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(n1 + 1)n2

√
(A19) 

Note that the matrix elements in Eqs. (A12) and (A13) can be added to give the overall matrix element responsible for two-photon virtual tran
sitions that bring the system back to its original state with the atom in state | − 〉. A similar consideration applies to Eqs. (A16) and (A17) with respect 
to atomic state | + 〉. Moreover, 

M̃
(7)
IF = M̃

(8)
IF

*
, M̃

(12)
IF = M̃

(11)
IF

*
(A20) 

The matrix elements in Eqs. (A12) to (A19) can all be written in terms of operators that add up to 

HRS =

(

M̃
(5)
IF n̂1 + M̃

(6)
IF n̂2 + M̃

(7)
IF a†

1a2 + M̃
(8)
IF a1a†

2

)

| − 〉〈 − |

+

[

M̃
(9)
IF (n̂1 + 1) + M̃

(10)
IF (n̂2 + 1) + M̃

(11)
IF a1a†

2 + M̃
(12)
IF a†

1a2

]

| + 〉〈 + |

(A21)  

which produces, to the first order, the above matrix elements and related transition amplitudes for all different pairs of initial and final states of the 
atom-field system. Since Sz = (| + 〉〈 + | − | − 〉〈 − | )/2 and the atomic inversion operators can be written as S− = | − 〉〈+| and S+ = |+〉〈 − |, we have 
| − 〉〈 − | = S− S+=

1
2 − Sz and | +〉〈+| = S+S− = 1

2 + Sz. Thus, we can write the sum of the unperturbed Hamiltonian in Eq. (A1b) and the Rayleigh-Stark 
Hamiltonian in equation (A21) as follows: 
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H0 + HRS =
1
2

(
E− + E+ + M̃

(9)
IF + M̃

(10)
IF

)
+
(

ω0 + M̃
(9)
IF + M̃

(10)
IF

)
Sz

+

[

ωF +
1
2

(
M̃

(5)
IF + M̃

(9)
IF

)]

n̂1 +

[

ωF +
1
2

(
M̃

(6)
IF + M̃

(10)
IF

)]

n̂2

+

[(
M̃

(9)
IF − M̃

(5)
IF

)
n̂1 +

(
M̃

(10)
IF − M̃

(6)
IF

)
n̂2

]

Sz

+
1
2

[(
M̃

(8)
IF + M̃

(11)
IF

)
a1a†

2 + HC
]
+
[(

M̃
(11)
IF − M̃

(8)
IF

)
a1a†

2 + HC
]
Sz

(A22) 

where HC denotes the Hermitian conjugate operator. The first term on the right-hand side of Eq. (A22) is the half-sum of the atomic energy in the 
ground state and in the excited state corrected with Stark shift. This constant term will be dropped in the following analysis. 

Using Eqs. (A5), (A6), (A10) and (A22), we obtain the effective Hamiltonian (cf. reference [32]) 

Heff = ω̃0Sz +
∑2

μ=1
ωμ n̂μ +

[(
∑2

μ=1
λμa2

μ + ga1a2

)

S+ + HC

]

+Sz

∑2

μ=1
sμ n̂μ +

[(
r− a1a†

2 + r+a1a†

2Sz
)
+ HC

]
(A23)  

in which λ1 and λ2 are given by Eqs. (A4) and (A7), respectively, g is provided by Eq. (A11) and 

ω̃0 = ω0 + M̃
(9)
IF + M̃

(10)
IF = ω0 +

2πωF

V
∑

s

(d+s⋅ε1)(ds+⋅ε1) + (d+s⋅ε2)(ds+⋅ε2)

Δs
(A24)  

ωμ = ωF +
πωF

V
∑

s

(d− s⋅εμ)(ds− ⋅εμ) + (d+s⋅εμ)(ds+⋅εμ)

Δs
(μ = 1, 2) (A25)  

sμ =
2πωF

V
∑

s

(d+s⋅εμ)(ds+⋅εμ) − (d− s⋅εμ)(ds− ⋅εμ)

Δs
(μ = 1, 2) (A26)  

r− =
1
2

(
M̃

(11)
IF + M̃

(8)
IF

)
=

πωF

V

∑

s

(d+s⋅ε1)(ds+⋅ε2) + (d− s⋅ε2)(ds− ⋅ε1)

Δs
(A27)  

r+ = M̃
(11)
IF − M̃

(8)
IF =

2πωF

V
∑

s

(d+s⋅ε1)(ds+⋅ε2) − (d− s⋅ε2)(ds− ⋅ε1)

Δs
(A28)  

A more elemental Hamiltonian model for the two-photon atom-radiation interaction 

Next, we describe physical conditions under which the Hamiltonian of Eq. (A23) is well approximated by a more elemental Hamiltonian model that 
fundamentally describes two-photon exchange processes (that is, absorption or emission) between the atom and the two field modes. 

We consider two field modes with orthogonal polarization vectors. We orient the unit vectors of the reference coordinate system so that (see 
Fig. A1b) 

ε1 = x, ε2 = y (A29)  

We assume that the atom has two intermediate states |s〉 and |s′ 〉 that can support its interaction with the radiation field and the pertinent transitions. 
The detuning parameters associated with the two states are denoted Δ and Δ′ , respectively. We assume that two states are almost degenerate and are 
related to | ± 〉 by transition dipole moments of the same (or sufficiently similar) size (Fig. A1b): 

ds− = d− (cosθ x + sinθ y),
d+s = d+[cos(− θ)x + sin(− θ)y] (A30a)  

and 

ds’ − = d−

[
cos
(π

2
+ θ
)

x + sin
(π

2
+ θ
)

y
]
,

d+s’ = d+

[
cos
(π

2
− θ
)

x + sin
(π

2
− θ
)

y
] (A30b)  

with 

d+ − d− << d− , d+ (A31)  

The condition of near degeneracy is written 
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δ ≡ Δ′

− Δ << Δ (A32) 

The insertion of Eqs. (A29) and (A30) into Eqs. (A4), (A7) and (A11) gives 

λ1 =
2πωF

V
d− d+

(
sin2θ

Δ′ −
cos2θ

Δ

)

, λ2 =
2πωF

V
d− d+

(
sin2θ

Δ
−

cos2θ
Δ′

)

, g = 0 (A33)  

If Δ = Δ′ , the common value of λ1 and λ2 is 

λ(θ) = −
2πωF

VΔ
d− d+cos(2θ) (A34)  

For Δ ∕= Δ′ , the difference between thet two coupling strengths is 

λ1 − λ2 =
2πωF

V
d− d+

(
1
Δ′ −

1
Δ

)

≅ −
2πωF

V
δ

Δ2d− d+ =
δ

Δcos(2θ)
λ(θ) (A35) 

Based on Eq. (A32), λ1 − λ2 is much smaller than λ(θ) if cos(2θ) >> δ/Δ. This condition can be easily achieved by suitable orientation of the field 
mode polarization vectors, because of the small value of δ/Δ. Where the pertinent orientation degrees of freedom of the two-level system (that is, an 
atom or molecule with appropriate energy spectrum) cannot be sufficiently controlled, this condition is anyway satisfied most of the time. Then, to the 
first order in δ/Δ we obtain 

λ1 − λ(θ)
λ(θ)

≅
1 − cos(2θ)

2cos(2θ)
δ
Δ
,

λ2 − λ(θ)
λ(θ)

≅ −
1 + cos(2θ)

2cos(2θ)
δ
Δ

(A36)  

Eqs. (A35) and (A36) imply that λ1 − λ2 << λ1,λ2. We assume that the two intermediate states are close enough to degeneracy to neglect the first-order 
terms in δ/Δ. Thus, we take λ ≡ λ1 = λ2. 

Using equations (A29) to (A34), and neglecting all terms that contain δ/Δ, (d+ − d− )/d− and (d+ − d− )/d+, Eqs. (A24) to (A28) give 

ω2 ≅ ω1 = ωF +
πωF

V
(
d2
− + d2

+

)
(

cos2θ
Δ

+
sin2θ

Δ′

)

≅ ωF +
λ(θ)

cos(2θ)
≡ ω (A37)  

ω̃0 = ω0 +
2πωF

V
d2
+

(
1
Δ
+

1
Δ′

)

≅ ω0 +
2λ(θ)

cos(2θ)
= 2ω (A38)  

s2 ≅ s1 =
2πωF

V
(
d2
+ − d2

−

)
(

cos2θ
Δ

+
sin2θ

Δ′

)

≅ 0 (A39)  

r− =
πωF

2V
(
d2
+ − d2

−

)
(

1
Δ′ −

1
Δ

)

sin(2θ) ≅ 0 (A40)  

r+ =
πωF

V
(
d2
− + d2

+

)
(

1
Δ′ −

1
Δ

)

sin(2θ) ≅ 0 (A41) 

Fig. A1. Physical properties of the atom-radiation system. (a) Relationship between the portion of atom energy spectrum relevant to the interaction with the ra
diation field and the field frequency ωF . The two intermediate virtual states of the atom, |s〉 and |s′ 〉, are almost degenerate (or degenerate). (b) Polarization vectors of 
the field modes and transition dipole moments that connect the ground and excited states of the atom with its intermediate states. θ defines the reciprocal orientation 
of the dipole moments and the polarization vectors. 
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The insertion of Eqs. (A37) to (A41) into Eq. (A23) provides Eq. (1). Furthermore, Eqs. (A37) and (A38) relate the effective frequency ω in Eq. (1) to ω0 

and ωF. 
It is worth noting that, using Eqs. (A24) and (A38), the value of the (constant) energy term dropped in Eq. (A22) is ω and the ground state energy for 

the Hamiltonian of Eq. (1) is (N − 1)ω, where N is the total number of photons in the system. 

Appendix B 

Expansion of the system state at time t in the eigenstates of the non-interacting Hamiltonian for |ψ(0)〉 = |n,0, − 〉

We reobtain the expansion coefficients in Eq. (7) for the initial condition |ψ(0)〉 = |n,0, − 〉 [31] in a way amenable to generalizations to different 
initial conditions. To this aim, we make use of the unitary operator (which is related to the operator defined in reference [55]) 

U = exp
[
− i

π
4
(
a†

1a2 + a1a†

2
) ]

(B1) 

Using the commutation relations for the annihilation and creation operators aμ and a†
μ, we obtain 

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

U†aμU =
1̅
̅̅
2

√
(
aμ − iaν

)

U†a†
μU =

1̅
̅̅
2

√
(

a†
μ + ia†

ν

)
(μ, ν = 1, 2; μ ∕= ν) (B2)  

By repeated use of the property UU† = 1̂, we find 

U†
(
a2

1 + a2
2

)
U =

1
2
[(a1 − ia2)(a1 − ia2) + (a2 − ia1)(a2 − ia1) ] = − 2ia1a2 (B3)  

The action of U on the interaction Hamiltonian (apart from the coupling constant) is thus given by 

U†
[(

a2
1 + a2

2

)
S+ +

(
a†2

1 + a†2
2
)
S−

]
U = − 2i

(
a1a2S+ − a†

1a†

2S−

)
(B4)  

Similarly, using the commutation relations [aμ, n̂μ] = aμ and [a†
μ, n̂μ] = − a†

μ (μ = 1, 2), or the fact that N̂ ≡ n̂1 +n̂2 +2Sz +1 is a constant of motion 
corresponding to the total excitation number, one can see that U commutes with the atom and field Hamiltonians and hence 

H̃ ≡ U†HU = 2ωSz +ω
(

n̂1 + n̂2

)

− 2λi
(
a1a2S+ − a†

1a†

2S−

)
(B5) 

Next, we introduce the transform of the system state through the U operator: 

|φ(t)〉 ≡ U†|ψ(t)〉 (B6)  

In particular, since 
(
a†

1a2 + a1a†

2
)
|0, 0,±〉 = 0, it is 

U†|0, 0,±〉 =
[

1̂ + i
π
4
(
a†

1a2 + a1a†

2
)
+ …

]
|0, 0,±〉 = |0, 0,±〉 (B7)  

and, for |ψ(0)〉 = |n,0, − 〉, the use of Eqs. (B2) and (B7) gives 

|φ(0)〉 = U†|n, 0, − 〉 = U†(a
†

1)
n

̅̅̅̅
n!

√ UU†|0, 0, − 〉 =
(a†

1 + ia†

2)
n

̅̅̅̅̅̅̅̅
2nn!

√ |0, 0, − 〉

=
1
̅̅̅̅̅̅̅̅
2nn!

√
∑n

k=0

⎛

⎝
n

k

⎞

⎠(ia†

2)
k
(a†

1)
n− k

|0, 0, − 〉 =
∑n

k=0
ik

⎛

⎝
n

k

⎞

⎠

[
1
2n

(n − k)!k!
n!

]1/2

|n − k, k, − 〉

=
∑n

k=0
Pk|n − k, k, − 〉

(B8a)  

with 

Pk = ik
[

1
2n

(
n
k

)] 1/2

(B8b) 

At time t, employing the constant of motion N̂ and Eq. (B5), we have 
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|φ(t)〉 = e− iH̃t
∑n

k=0
Pk|n − k, k, − 〉 = e− i(n− 1)ωte− 2λ(a1a2S+− a†1a†2S− )t

∑n

k=0
Pk|n − k, k, − 〉

= e− i(n− 1)ωt
∑n

k=0
Pk

∑∞

l=0

(− 2λt)l

l!
(a1a2S+ − a†

1a†

2S− )
l
|n − k, k, − 〉

(B9) 

It is easy to verify that, forj ∕= 0, 

(a1a2S+ − a†

1a†

2S− )
2j
|n − k, k, − 〉 = (− 1)j

[k(n − k)]j|n − k, k, − 〉 (B10a)  

and, for any integer j ≥ 0, 

(a1a2S+ − a†

1a†

2S− )
2j+1

|n − k, k, − 〉 = (− 1)j
[k(n − k)](2j+1)/2

|n − k − 1, k − 1,+〉 (B10b)  

Therefore, 

|φ(t)〉 = e− i(n− 1)ωt

[
∑n

k=0
Pk

∑∞

j=0

(− 1)j

(2j)!

[
2λt

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
k(n − k)

√ ]2j
|n − k, k, − 〉

−
∑n− 1

k=1
Pk

∑∞

j=0

(− 1)j

(2j + 1)!

[
2λt

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
k(n − k)

√ ]2j+1
|n − k − 1, k − 1,+〉]

= e− i(n− 1)ωt

{
∑n

k=0
Pkcos[f (k)t]|n − k, k, − 〉 −

∑n− 1

k=1
Pksin[f (k)t]|n − k − 1, k − 1,+〉

}

(B11a)  

with 

f (k) = 2λ
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
k(n − k)

√
(B11b) 

At this point, we consider the coefficients 

〈p, q,±|ψ(t) 〉 = 〈p, q,±|U|φ(t) 〉 (B12)  

First, we obtain a general expression for the action of the unitary operator on the eigenstates of the non-interacting Hamiltonian. For any given initial 
condition, the generic state |p, q,±〉 (where p and q are integers) in the expansion of |ψ(t)〉 can be written in the form 

|p, q,±〉 =
(a†

1)
p
(a†

2)
q

̅̅̅̅̅̅̅̅
p!q!

√ |0, 0,±〉 (B13) 

Using Eq. (B2), we obtain 

U†|p, q,±〉 =
U†(a†

1)
p
UU†(a†

2)
q
U

̅̅̅̅̅̅̅̅
p!q!

√ U†|0, 0,±〉

=
2−

p+q
2

̅̅̅̅̅̅̅̅
p!q!

√ (a†

1 + ia†

2)
p
(a†

2 + ia†

1)
q
|0, 0,±〉

=
2−

p+q
2

̅̅̅̅̅̅̅̅
p!q!

√
∑p

j=0

∑q

k=0

⎛

⎝
p

j

⎞

⎠

⎛

⎝
q

k

⎞

⎠ij+k(a†

1)
p− j+k

(a†

2)
q+j− k

|0, 0,±〉

= 2−
p+q

2
∑p

j=0

∑q

k=0

⎛

⎝
p

j

⎞

⎠

⎛

⎝
q

k

⎞

⎠ij+k

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(p − j + k)!(q + j − k)!
p!q!

√

|p − j + k, q + j − k,±〉

=
∑p

j=0

∑q

k=0
P(p,q)

jk |p − j + k, q + j − k,±〉

(B14a)  

with 
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P(p,q)
jk = ij+k

[
1

2p+q

(
p
j

)(
q
k

)(
p − j + k

k

)(
q + j − k

j

)]1/2

(B14b) 

Then, by inserting Eqs. (B8b), (B11) and (B14) into equation (B12) with the atom in state|–>, and thus with p + q = n, we obtain 

ei(n− 1)ωt〈p, q, − |ψ(t) 〉 =
∑n

k=0

∑p

j=0

∑q

l=0
PkP(p,q) *

jl cos[f (k)t]δn− k,p− j+lδk,q+j− l

=
∑p

j=0

∑q

l=0
Pq+j− lP

(p,q) *
jl cos[f (q + j − l)t]δn− q,p =

∑n− q

j=0

∑q

l=0
Pq+j− lP

(n− q,q) *
jl cos[f (q + j − l)t]

=
iq

2n

∑n− q

j=0

∑q

l=0
(− 1)l

⎡

⎣

⎛

⎝
n

q + j − l

⎞

⎠

⎛

⎝
n − q

j

⎞

⎠

⎛

⎝
q

l

⎞

⎠

⎛

⎝
n − q − j + l

l

⎞

⎠

⎛

⎝
q + j − l

j

⎞

⎠

⎤

⎦

1/2

cos[f (q + j − l)t]

=
iq

2n

⎛

⎝
n

q

⎞

⎠

1/2
∑n− q

j=0

∑q

l=0
(− 1)q− l

⎛

⎝
n − q

j

⎞

⎠

⎛

⎝
q

l

⎞

⎠cos[f (j + l)t]

(B15)  

where the last expression results from the substitution l→q − l and the binomial property 
(

q
l

)

=

(
q

q − l

)

. Because of the same property and the fact 

that f(k) = f(n − k), for any given term (j, l) = (j0, l0) in the summation, there is a term (j, l) = (n − q − j0, q − l0) such that the ratio between the two 
terms is (− 1)q− 2l; that is, the two terms cancel each other unless q is even. Therefore, the coefficients in Eq. (7) for the atom in state |–> have the form 
[31] 

P(− )
r (t) ≡ 〈n − 2r, 2r, − |ψ(t) 〉 = e− i(n− 1)ωt(− 1)r

2n

(
n
2r

)1/2∑2r

l=0

∑n− 2r

j=0
(− 1)l

(
2r
l

)(
n − 2r

j

)

cos[f (j + l)t] (B16)  

with r = 0, ..., rmax. When the atom is in state |+>, and thus p + q = n − 2, we similarly find 

ei(n− 1)ωt〈p, q,+|ψ(t) 〉 =
∑n

k=0

∑p

j=0

∑q

l=0
PkP(p,q) *

jl sin[f (k)t]δn− k− 1,p− j+lδk− 1,q+j− l

=
∑p

j=0

∑q

l=0
Pq+j− l+1P(p,q) *

jl sin[f (q + j − l + 1)t]δn− q− 2,p

=
∑n− q− 2

j=0

∑q

l=0
Pq+j− l+1P(n− q− 2,q) *

jl sin[f (q + j − l + 1)t]

=
∑n− q’

j=0

∑q’− 2

l=0
Pq’+j− l− 1P(n− q’,q’− 2) *

jl sin[f (q’ + j − l − 1)t]

=
iq’− 1

2n− 1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
q’(q’ − 1)

√
⎛

⎝
n

q’

⎞

⎠

1/2
∑n− q’

j=0

∑q’− 2

l=0
(− 1)q’− l

⎛

⎝
n − q’

j

⎞

⎠

⎛

⎝
q’ − 2

l

⎞

⎠ sin[f (j + l + 1)t]
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(n − j − l − 1)(j + l + 1)

√

(B17)  

where q’ = q + 2, and the last expression results from the binomial property mentioned above and the substitution l→q’ − 2 − l. Since the terms such as 
(j, l) = (j0, l0) and (j, l) = (n − q’ − j0, q’ − 2 − l0) differ by a factor of (− 1)q’− 2l, the nonzero coefficients in Eq. (7), for the atom in state |+>, are 

P(+)
s (t) = − ie− i(n− 1) ωt(− 1)s

2n− 1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2s(2s − 1)

√
⎛

⎝
n

2s

⎞

⎠

1/2

×
∑2s− 2

l=0

∑n− 2s

j=0
(− 1)l

⎛

⎝
2s − 2

l

⎞

⎠

⎛

⎝
n − 2s

j

⎞

⎠ sin[f (j + l + 1)t]
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(j + l + 1)(n − j − l − 1)

√

(B18)  

with s = 1, ..., smax. 
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Appendix C 

Atomic state and second moments of the field population 

In this section, we derive relations between the atom and field operators that are useful to characterize the entanglement of the atomic state with 
the degrees of freedom of the radiation field and to describe the coarse-grained dynamics of the field, with special attention to the correlations among 
subsystems. 

The conservation of the total excitation number N implies that the mean values of the operators Sx = 1
2(S+ + S− ) =

1
2(| + 〉〈 − | + | − 〉〈 + | ) and 

Sy = 1
2i(S+ − S− ) are zero. Therefore, after tracing over the field (F) degrees of freedom to obtain the density operator of the atom (A) ρA(t) =

TrF |ψ(t)〉〈ψ(t)|, the relationship between TrAρ2
A(t) and the averages of the atomic spin operators [56] at time t reduces to 

TrAρ2
A(t) =

1
2
[
1 + 4〈Sz(t)〉2 ] (C1)  

Eq. (C1) clearly shows that Sz is sufficient to describe the degree of purity of the atomic state. In particular, Sz = ±1/2 corresponds to a pure atomic 
state. The distribution of the Sz values at time t can be characterized through the variance 

σ2
z (t) =

〈
S2

z (t)
〉
− 〈Sz(t)〉2

=
1
4
− 〈Sz(t)〉2 (C2)  

where the last expression is easily obtained using Eq. (B11), while the covariance of the atomic inversion and the photon number operator of field 
mode μ is 

σμz(t) =
〈
nμ(t)Sz(t)

〉
−
〈
nμ(t)

〉
〈Sz(t)〉 (μ = 1, 2) (C3) 

Since we are interested in unraveling the key determinants of the system dynamics over time windows in which the evolutions of the field mode 
populations are essentially quenched, we introduce in the analysis the second moments of the photon distributions in the two modes, that is, the 
variances of the photon numbers 

σ2
μ(t) =

〈

n̂2
μ(t)
〉

−

〈

n̂μ(t)
〉2

(μ = 1, 2) (C4)  

and their covariance 

σ12(t) = σ21(t) =
〈

n̂1(t)n̂2(t)
〉

−

〈

n̂1(t)
〉〈

n̂2(t)
〉

(C5) 

Inserting Eqs. (C3) and (C4) into (C5), and taking into account that n̂ν = N̂ − n̂μ − 2Sz − 1, we obtain 

σμν(t) = − σ2
μ(t) − 2σμz(t) (μ = 1, 2; μ ∕= ν) (C6)  

Furthermore, since 

〈NSz〉 − N〈Sz〉 = σ1z + σ2z + 2σ2
z = 0 (C7)  

Eq. (C6) can be recast in the form 

σ12(t) = −
1
2
[
σ2

1(t) + σ2
2(t)
]
+ 2σ2

z (t) ≅ −
1
2
[
σ2

1(t) + σ2
2(t)
]

(C8)  

The approximation that produces the rightmost expression is based on the fact that σ2
z ≤

〈
S2

z
〉
≤ 1/4. Eq. (C8) expresses an anti-correlation between 

the populations of the two field modes, (e.g., see Fig. 1b and e). It is also worth noting that Eq. (C6) implies that 

σ2
1(t) − σ2

2(t) = − 2[σ1z(t) − σ2z(t)] (C9)  

Therefore, while the variations of σ2
1 and σ2

2 during the evolution of the system are of the order of N2 (more precisely, the variances span a range from 
0 to ∼ N2/4 for odd N, as in Figs. 1c and C1a, and about half of that for even N, as in Figs. 1f and C1b), their difference σ2

1 − σ2
2 can undergo much 

smaller variations on the order of N. Thus, the relative difference between the variances of the photon numbers in the two field modes decrease as the 
inverse of N. The closed-form expressions of σ2

1, σ2
2 and σ12 represented in Figs. 1 and C1 are provided in the next section. 
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Appendix D 

Closed expressions for 〈Sz(t)〉, n1(t), σ2
1(t), σ12(t) and σ2

2(t) starting from the initial condition |ψ(0)〉 = |n,0, − 〉

We obtain the time evolution of the atomic inversion using the unitary operator U and thus Eq. (B11a): 

〈Sz(t)〉 ≡ 〈ψ(t)|Sz|ψ(t)〉 = 〈φ(t)|Sz|φ(t)〉 = −
1

2n+1

∑n

k=0

(
n
k

)

cos[2f (k)t] (D1)  

where we used Eq. (B8b). Eq. (D1) is diagrammed in Fig. D1 for n = 20 and n = 21. For n = 20 (cf. Fig. 5 of reference [31] for n = 100), Fig. D1 shows 
a substantial quenching of the atomic inversion dynamics during the plateaus of the photon numbers in the two field modes, as is predicted from the 
analysis of states |ψa〉 and |ψb〉. 

The average photon number in field mode 1 at time t is 

n1(t) ≡
〈

n̂1(t)
〉

=
1
2
〈φ(t)|n̂1 + n̂2 + i

(
a1a†

2 − a†

1a2
)
|φ(t)〉 =

N − 1
2

− 〈Sz(t)〉 − Im〈φ(t)|a1a†

2|φ(t)〉 (D2)  

where the two equalities are obtained by insertion of Eq. (B2) and the constant of motion N̂. n1(t) can be obtained using Eq. (B11a) in Eq. (D2) [31]. 
Here, we pursue a different approach, which uses the new polynomials defined in the next section. These polynomials enable a consistent procedure to 
obtain closed form expressions for the first and second moments of the photon number distributions in the two field modes, and the entropies of the 
atom and field subsystems. 

Summation reducing (SR) polynomial functions 

We define the functions 

A(α,β)
ν (x) =

1
ν!

dν

dxν
[
(1 − x)α

(1 + x)β]

=
∑min{α,ν}

j=max{0,ν− β}

⎛

⎝
α

j

⎞

⎠

⎛

⎝
β

ν − j

⎞

⎠(− 1)j
(1 − x)α− j

(1 + x)β− ν+j

(D3)  

where ν is zero or a natural number. The polynomial expression is obtained for integer α, β and holds for α + β ≥ ν, while A(α,β)
ν (x) = 0 for α + β < ν. 

The polynomial expression becomes 

A(α,β)
ν (x) =

∑ν

j=0

(
α
j

)(
β

ν − j

)

(− 1)j
(1 − x)α− j

(1 + x)β− ν+j (D4)  

and is valid for any real α and β by using the generalized binomial coefficients [57] 
(

r
j

)

=

{
rj/j! j ≥ 0
0 j < 0 (D5)  

in which r is a real number, j is an integer and 

Fig. C1. Time evolution of mode 2 photon number variances for |ψ(0)〉 = |n, 0, − 〉: σ2
2 vs λt for (a) n = 20 and (b) n = 21.  
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rj = r(r − 1)⋯(r − j + 1) (D6) 

Next, we demonstrate properties of these polynomial functions that allow us to obtain simple closed-form expressions for the physical quantities of 
interest. For this purpose, we limit our analysis to integer α and β. Eq. (D3) gives 

1
2n

∑n

k=0

⎛

⎝
n

k

⎞

⎠A(n− k,k+m)
p (x)A(n− k,k+m)

p+r (y)

=
1
2n

1
p!(p + r)!

∂2p+r

∂xp∂yp+r

∑n

k=0

⎛

⎝
n

k

⎞

⎠[(1 − x)(1 − y)]n− k
[(1 + x)(1 + y)]k(1 + x)m

(1 + y)m

=
1

p!(p + r)!
∂2p+r

∂xp∂yp+r [(1 + xy)n
(1 + x)m

(1 + y)m
]

=
1

p!(p + r)!
∂p

∂xp

⎡

⎣(1 + x)m
∑min{p+r,n}

j=max{0,p+r− m}

⎛

⎝
p + r

j

⎞

⎠ n!
(n − j)!

xj(1 + xy)n− j ∂p+r− j

∂yp+r− j(1 + y)m

⎤

⎦

=
1
p!

∂p

∂xp

∑m

l=0

∑min{p+r,n}

j=max{0,p+r− m}

1
(p + r − j)!

⎛

⎝
m

l

⎞

⎠

⎛

⎝
n

j

⎞

⎠xj+l(1 + xy)n− j ∂p+r− j

∂yp+r− j(1 + y)m

=
1
p!

∂p

∂xp

∑m

l=0

∑min{m,n+m− p− r}

j=max{0,m− p− r}

⎛

⎝
m

l

⎞

⎠

⎛

⎝
m

j

⎞

⎠

⎛

⎝
n

p + r − m + j

⎞

⎠xp+r− m+j+l(1 + xy)n− p− r+m− j
(1 + y)j

(D7)  

in which r ∈ Z, all other indices are nonnegative integers and max{p,p + r} ≤ n + m. The summation on the left-hand side of Eq. (D7) is zero for max{p,
p + r} > n + m. Eq. (D7) gives 

1
2n

∑n

k=0

⎛

⎝
n

k

⎞

⎠A(n− k,k+m)
p (0)A(n− k,k+m)

p+r (0)

=
1
p!

∂p

∂xp

∑m

l=0

∑min{m,n+m− p− r}

j=max{0,m− p− r}

⎛

⎝
m

l

⎞

⎠

⎛

⎝
m

j

⎞

⎠

⎛

⎝
n

p + r − m + j

⎞

⎠xp+r− m+j+l

⃒
⃒
⃒
⃒
⃒
⃒

x=0

(D8) 

The condition r − m+j+l = 0 produces the nonzero terms in the right-hand side of Eq. (D8). From the limit values of j and l is easily seen that such 
terms can only exist for − m ≤ r ≤ m. Moreover, r − m+j+l = 0 is compatible with the upper bound of j = m − r − l if l ≥ max{ − r,p − n}, namely, l ≥
max{0, − r, p − n}. The lower bound of j leads to either m > p+r⇒m − r − l ≥ m − p − r⇒l ≤ p or m ≤ p + r⇒m − r − l ≥ 0⇒l ≤ m − r. Using these limi
tations and the symmetry properties of the binomial coefficients, we obtain 

1
2n

∑n

k=0

⎛

⎝
n

k

⎞

⎠A(n− k,k+m)
p (0)A(n− k,k+m)

p+r (0)

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

∑min{m,m− r,p}

l=max{0,− r,p− n}

⎛

⎝
m

l

⎞

⎠

⎛

⎝
m

r + l

⎞

⎠

⎛

⎝
n

p − l

⎞

⎠ (− m ≤ r ≤ m)

0 (|r| > m)

0 (n + m < max{p, p + r})

(D9)  

The left-hand side of Eq. (D9) contains three summations. Therefore, Eq. (D9) describes the simplification of a triple summation to (at most) a single 
summation. In particular, Eq. (D9) produces the useful relationships 

Λn,m
p,r ≡

1
2n

∑n

k=0

(
n
k

)

A(n− k,k+m)
p (0)A(n− k,k+m)

p+r (0) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
n
p

)

(r = m)

m
(

n + 1
p

)

(r = m − 1 ≥ 0)

m
(

n + 1
p − m + 1

)

(r = − m + 1 ≤ 0)
(

n
p − m

)

(r = − m)
(

n + 2
p

)

+ 2
(

n
p − 1

)

(m = 2, r = 0)

(D10) 

A. Migliore et al.                                                                                                                                                                                                                                



Results in Physics 30 (2021) 104690

19

for all values of p for which the binomial coefficients are defined. The last expression also holds for p = 0 and p = n+2 using the definition of 
generalized binomial coefficient in Eqs. (D5) and (D6), which makes the second binomial coefficient zero for such p values. By combining the relation 

n(n − 1)⋯(n − j + 1)
(

n − j
k − j

)

=
n!

(k − j)!(n − k)!
=

(
n
k

)

k(k − 1)⋯(k − j + 1) (j ≥ 1) (D11)  

with Eq. (D10), we obtain, for j ≥ 1 (and the standard definition of the binomial coefficients), 

1
2n− j

∑n

k=0

⎛

⎝
n

k

⎞

⎠k(k − 1)⋯(k − j + 1)A(n− k,k− j+m)
p (0)A(n− k,k− j+m)

p+r (0)

= n(n − 1)⋯(n − j + 1)
1

2n− j

∑n

k=j

⎛

⎝
n − j

k − j

⎞

⎠A(n− k,k− j+m)
p (0)A(n− k,k− j+m)

p+r (0)

=
n!

(n − j)!
1

2n− j

∑n− j

k=0

⎛

⎝
n − j

k

⎞

⎠A(n− j− k,k+m)
p (0)A(n− j− k,k+m)

p+r (0)

=
n!

(n − j)!
×

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 (|r| > m)

⎛

⎝
n − j

p

⎞

⎠ (r = m)

⎛

⎝
n − j

p − 1

⎞

⎠ (m = 1, r = − 1)

⎛

⎝
n − j + 1

p

⎞

⎠ (m = 1, r = 0)

(D12)   

Closed-form expression for n1(t)
In order to obtain the time evolution of the average photon number in field mode 1, we consider the density matrix ρ(t) = |ψ(t)〉〈ψ(t)|, after 

rewriting Eq. (7) in the form: 

|ψ(t)〉 =
∑n

k=0
Q(− )

k (t)|n − k, k, − 〉+
∑n

k=2
Q(+)

k (t)|n − k, k − 2, +〉 (D13)  

The expressions for the expansion coefficients in Eq. (D13) result from Eqs. (B15) and (B17), that is, Q(− )

k (t) = P(− )
r (t) for 0 ≤ k/2 = r ≤ rmax and 

Q(− )

k (t) = 0 for any other integer k ≤ n, Q(+)

k (t) = P(+)
s (t) for 1 ≤ k/2 = s ≤ smax and Q(+)

k (t) = 0 for any other k ≤ n. 
Using Eq. (D13), we write the reduced density matrix of field mode 1 as 

ρ1(t) ≡ TrA,2ρ(t) =
∑n

k=0

[⃒
⃒Q(− )

k (t)
⃒
⃒

2
+
⃒
⃒Q(+)

k (t)
⃒
⃒

2 ]
|n − k〉〈n − k| (D14)  

where we simplified the notation considering that Q(+)

k (t) = 0 for k = 0,1. Mode 1 population is then given by 

n1(t) = Tr1[ρ1(t)n̂1] =
∑n

k=0

[⃒
⃒Q(− )

k (t)
⃒
⃒

2
+
⃒
⃒Q(+)

k (t)
⃒
⃒

2 ]
(n − k) = n −

∑n

k=0

⃒
⃒Q(− )

k (t)
⃒
⃒

2
k −

∑n

k=0

⃒
⃒Q(+)

k (t)
⃒
⃒

2
k (D15) 

From Eq. (B15) we obtain 
∑n

k=0

⃒
⃒Q(− )

k (t)
⃒
⃒

2
k

=
1

22n

∑n

k=0

⎛

⎝
n

k

⎞

⎠k
∑n− k

j,j′ =0

∑k

l,l′ =0

(− 1)l+l′

⎛

⎝
n − k

j

⎞

⎠

⎛

⎝
n − k

j′

⎞

⎠

⎛

⎝
k

l

⎞

⎠

⎛

⎝
k

l′

⎞

⎠cos[f (j + l)t]cos[f (j
′

+ l
′

)t]

(D16)  

To simplify the right-hand side of Eq. (D16), we group the terms with the same arguments of the cosine functions by putting p = j+l and p + r = j′ +
l′ . Considering the lower and upper bounds of the summations in Eq. (D16), − n ≤ r = j′ + l′ − j − l ≤ n. For each value of r, the definitions of p and r 
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imply that max{0, − r} ≤ p ≤ min{n,n − r}; hence, considering the lower and upper bounds of j, max{0,p − k} ≤ j = p − l ≤ min{n − k,p}. Similarly, max 
{0,p+ r − k} ≤ j′ ≤ min{n − k,p+ r}. Moreover, (− 1)l+l’

= (− 1)2p+r− j− j’
= (− 1)r+j+j’ . Thus, using Eq. (D3), Eq. (D16) is written 

∑n

k=0

⃒
⃒Q(− )

k (t)
⃒
⃒

2
k

=
1

22n

∑n

r=− n
(− 1)r

∑min{n,n− r}

p=max{0,− r}

cos[f (p)t]cos[f (p + r)t]
∑n

k=0

⎛

⎝
n

k

⎞

⎠k

×
∑min{n− k,p}

j=max{0,p− k}

⎛

⎝
n − k

j

⎞

⎠

⎛

⎝
k

p − j

⎞

⎠(− 1)j
∑min{n− k,p+r}

j′ =max{0,p+r− k}

⎛

⎝
n − k

j′

⎞

⎠

⎛

⎝
k

p + r − j′

⎞

⎠(− 1)j′

=
1

22n

∑n

r=− n
(− 1)r

∑min{n,n− r}

p=max{0,− r}

cos[f (p)t]cos[f (p + r)t]
∑n

k=0

⎛

⎝
n

k

⎞

⎠A(n− k,k)
p (0)A(n− k,k)

p+r (0)k

(D17)  

Inserting Eq. (D12) with j = m = 1 into Eq. (D17), we obtain 

∑n

k=0

⃒
⃒Q(− )

k (t)
⃒
⃒

2
k =

n
2n+1

⎧
⎨

⎩
−
∑n− 1

p=0

⎛

⎝
n − 1

p

⎞

⎠cos[f (p)t]cos[f (p + 1)t]

−
∑n

p=1

⎛

⎝
n − 1

p − 1

⎞

⎠cos[f (p − 1)t]cos[f (p)t] +
∑n

p=0

⎛

⎝
n

p

⎞

⎠cos2[f (p)t]

⎫
⎬

⎭

=
n

2n+1

∑n

p=0

⎛

⎝
n

p

⎞

⎠cos2[f (p)t] −
n
2n

∑n− 1

p=0

⎛

⎝
n − 1

p

⎞

⎠cos[f (p)t]cos[f (p + 1)t]

(D18) 

Using Eq. (B17) and proceeding similarly with p = j+l+1 and p + r = j′ + l′ + 1, we have 

∑n

k=0

⃒
⃒Q(+)

k (t)
⃒
⃒

2
k =

1
22n− 2

∑n

k=0

⎛

⎝
n

k

⎞

⎠k2(k − 1)
∑n− k

j,j′ =0

∑k− 2

l,l′ =0

(− 1)l+l′

⎛

⎝
n − k

j

⎞

⎠

⎛

⎝
n − k

j′

⎞

⎠

⎛

⎝
k − 2

l

⎞

⎠

⎛

⎝
k − 2

l′

⎞

⎠

×
sin[f (j + l + 1)t]sin[f (j

′

+ l
′

+ 1)t]
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(j + l + 1)(n − j − l − 1)(j′ + l
′

+ 1)(n − j
′

− l
′

− 1)
√

=
1

22n− 2

∑n− 2

r=− n+2
(− 1)r

∑min{n− 1,n− 1− r}

p=max{1,1− r}

sin[f (p)t]sin[f (p + r)t]
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p(n − p)(p + r)(n − p − r)

√
∑n

k=0

⎛

⎝
n

k

⎞

⎠k2(k − 1)

×
∑min{n− k,p− 1}

j=max{0,p− k+1}

⎛

⎝
n − k

j

⎞

⎠

⎛

⎝
k − 2

p − 1 − j

⎞

⎠(− 1)j
∑min{n− k,p+r− 1}

j′ =max{0,p+r− k+1}

⎛

⎝
n − k

j′

⎞

⎠

⎛

⎝
k − 2

p + r − 1 − j′

⎞

⎠(− 1)j′

=
1

22n− 2

∑n− 2

r=− n+2
(− 1)r

∑min{n− 1,n− 1− r}

p=max{1,1− r}

sin[f (p)t]sin[f (p + r)t]
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p(n − p)(p + r)(n − p − r)

√

×
∑n

k=2

⎛

⎝
n

k

⎞

⎠k2(k − 1)A(n− k,k− 2)
p− 1 (0)A(n− k,k− 2)

p− 1+r (0)

(D19)  

At this point, we note that 

1
2n− 2

∑n

k=2

⎛

⎝
n

k

⎞

⎠k2(k − 1)A(n− k,k− 2)
p− 1 (0)A(n− k,k− 2)

p− 1+r (0)

=
n(n − 1)

2n− 2

∑n− 2

k=0

⎛

⎝
n − 2

k

⎞

⎠kA(n− 2− k,k)
p− 1 (0)A(n− 2− k,k)

p− 1+r (0) + 2n(n − 1)Λn− 2,0
p− 1,r

(D20)  

The first summation on the right-hand side of Eq. (D20) is obtained from Eq. (D12) for j = m = 1, by replacing n and p with n − 2 and p − 1, 
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respectively. The second summation is obtained from Eq. (D10). Thus, 

1
2n− 2

∑n

k=2

⎛

⎝
n

k

⎞

⎠k2(k − 1)A(n− k,k− 2)
p− 1 (0)A(n− k,k− 2)

p− 1+r (0)

=
n
2
×

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(n − 1)(n − 2)

⎛

⎜
⎝

n − 3

p − 2

⎞

⎟
⎠ = (p − 1)(n − p)

⎛

⎜
⎝

n − 1

p − 1

⎞

⎟
⎠ (r = − 1)

(n − 1)(n − 2)

⎛

⎜
⎝

n − 2

p − 1

⎞

⎟
⎠+ 4(n − 1)

⎛

⎜
⎝

n − 2

p − 1

⎞

⎟
⎠ =

n + 2
n

p(n − p)

⎛

⎜
⎝

n

p

⎞

⎟
⎠ (r = 0)

(n − 1)(n − 2)

⎛

⎜
⎝

n − 3

p − 1

⎞

⎟
⎠ = (n − p)(n − p − 1)

⎛

⎜
⎝

n − 1

p − 1

⎞

⎟
⎠ (r = 1)

(D21) 

∀p : max{1,1 − r} ≤ p ≤ min{n − 1,n − 1 − r}. Inserting Eq. (D21) into Eq. (D19), we find 

∑n

k=0

⃒
⃒Q(+)

k (t)
⃒
⃒

2
k =

n
2n+1

⎧
⎨

⎩
−
∑n− 1

p=2

⎛

⎝
n − 1

p − 1

⎞

⎠

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p − 1

p
n − p

n − p + 1

√

sin[f (p − 1)t]sin[f (p)t]

−
∑n− 2

p=1

⎛

⎝
n − 1

p − 1

⎞

⎠

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(n − p)(n − p − 1)

p(p + 1)

√

sin[f (p)t]sin[f (p + 1)t] +
n + 2

n
∑n− 1

p=1

⎛

⎝
n

p

⎞

⎠sin2[f (p)t]

⎫
⎬

⎭

=
n + 2
2n+1

∑n

p=0

⎛

⎝
n

p

⎞

⎠sin2[f (p)t] −
n
2n

∑n− 1

p=0

⎛

⎝
n − 1

p

⎞

⎠

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p

p + 1

(

1 −
1

n − p

)√

sin[f (p)t]sin[f (p + 1)t]

(D22)  

In the last line of Eq. (D22), we used the property 
(

n − 1
p − 1

)

=
p

n− p

(
n − 1

p

)

and simplified the bounds of the summations considering that f(0) = f(n) =

0 and that the quantity in the square root vanishes for p = 0 and p = n − 1. 
Using Eqs. (D1), (D18) and (D22), as well as double angle and difference formulas for cosine, Eq. (D15) finally reads 

n1(t) =
n − 1

2
− 〈Sz(t)〉 +

n
2n

∑n− 1

p=0

(
n − 1

p

)

cos{[f (p) − f (p + 1)]t }

+
n
2n

∑n− 1

p=0

(
n − 1

p

)[ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p

p + 1

(

1 −
1

n − p

)√

− 1

]

sin[f (p)t]sin[f (p + 1)t]

(D23)  

Eq. (D23) is plotted in Fig. 1a and d for n = 20,21, while Fig. D2 shows the average photon number in field mode 2, n2(t) = n − 1 − n1(t) − 2〈Sz(t)〉, and 
the difference in population between the two field modes, Δn̂(t) ≡ n1(t) − n2(t), for n = 20. 

Approximate expression for n1(t)
In this section, we demonstrate the approximate expression for n1(t) in Eq. (3). To this end, we first show that the last summation on the right-hand 

side of Eq. (D23) is <
∼

1 and therefore can be neglected compared to the large variations of the field mode population for n≫1. Since a binomial 

distribution function with a mean of ∼ n/2 has a standard deviation of ∼
̅̅̅
n

√
/2, in the summation we retain the terms such that |p − n/2| ≤

̅̅̅
n

√
/2. 

Defining the quantity 

x =
p − n/2

n/2
≤ n− 1/2 (D24)  

we obtain 

1 −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p

p + 1

(

1 −
1

n − p

)√

= 1 −
p

p + 1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1 −
4
n

(

x +
1
n

)
1

1 − x2

√

= 1 −
p

p + 1

(

1 −
2x
n
+ ...

)

=
1

p + 1
+ O

(
n− 3/2)

(D25)  

Therefore, neglecting the O
(
n− 3/2) term in Eq. (D25), we have 
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⃒
⃒
⃒
⃒
⃒

n
2n

∑n− 1

p=0

(
n − 1

p

)[ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p

p + 1

(

1 −
1

n − p

)√

− 1

]

sin[f (p)t]sin[f (p + 1)t]

⃒
⃒
⃒
⃒
⃒

<
n
2n

∑n− 1

p=0

(
n − 1

p

)[

1 −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p

p + 1

(

1 −
1

n − p

)√ ]

≅
n
2n

∑n− 1

p=0

(
n − 1

p

)
1

p + 1

=
1
2n

∑n− 1

p=0

(
n

p + 1

)

=
1
2n (2

n − 1) ≅ 1

(D26) 

With similar analysis, and using Eq. (B11b), the argument of the cosine in the first summation of Eq. (D23) is written 

f (p) − f (p + 1) = 2λ
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p(n − p)

√
(

1 −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p + 1

p
n − p − 1

n − p

√ )

= λn
̅̅̅̅̅̅̅̅̅̅̅̅̅
1 − x2

√
[

1 −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1 −
4
n

(

x +
1
n

)
1

1 − x2

√ ]

= λn
[

2x
n
+

2
n2 + O

(
n− 5/2)

]

=
2λ
n
[
2p − n + 1 + O

(
n− 1/2) ]

(D27)  

Then, for λt≪n3/2/2, 

n1(t) ≅
n
2

{

1 +
1

2n− 1

∑n− 1

p=0

(
n − 1

p

)

cos
[

2λt
n

(2p − n + 1)
]}

(D28)  

where we also disregarded the quantity − 〈Sz(t)〉 − 1/2, which is between − 1 and 0 at any t. Exploiting the identity [58] 
∑n

p=0

(
n
p

)

cos(ap + b) = 2ncosn
(a

2

)
cos
(

a
n
2
+ b
)

(D29)  

Eq. (D28) reduces to Eq. (3). 

Closed-form expression for σ2
1(t)

The variance of the photon distribution in field mode 1 can be written as 

σ2
1(t) =

∑n

k=0

[⃒
⃒Q(− )

k (t)
⃒
⃒

2
+
⃒
⃒Q(+)

k (t)
⃒
⃒

2 ]
(n − k)2

− n2
1(t)

=
∑n

k=0

⃒
⃒Q(− )

k (t)
⃒
⃒

2
k(k − 1) +

∑n

k=0

⃒
⃒Q(+)

k (t)
⃒
⃒

2
k(k − 1) − [n − n1(t)][n − 1 − n1(t)]

(D30)  

The last line of Eq. (D30) was obtained inserting the expression for n − n1(t) that results from Eq. (D15) and using the normalization of the state vector. 

Next, we elaborate the expression for 
∑n

k=0
⃒
⃒Q(− )

k (t)
⃒
⃒
2
k(k − 1) similarly to Eq. (D17), by means of equations (D9) and (D10) with n replaced by n − 2: 

∑n

k=0

⃒
⃒Q(− )

k (t)
⃒
⃒

2
k(k − 1)

=
1

22n

∑n

r=− n
(− 1)r

∑min{n,n− r}

p=max{0,− r}

cos[f (p)t]cos[f (p + r)t]
∑n

k=0

⎛

⎝
n

k

⎞

⎠A(n− k,k)
p (0)A(n− k,k)

p+r (0)k(k − 1)

=
n(n − 1)

2n+2

∑n

r=− n
(− 1)r

∑min{n,n− r}

p=max{0,− r}

cos[f (p)t]cos[f (p + r)t]Λn− 2,2
p,r

(D31)  

The last expression in Eq. (D31) is readily obtained by repeated application of the substitution k→k + 1. Using Eq. (D10), we can then write 
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∑n

k=0

⃒
⃒Q(− )

k (t)
⃒
⃒

2
k(k − 1) =

n(n − 1)
2n+2

{
∑n

p=2
cos[f (p − 2)t]cos[f (p)t]Λn− 2,2

p,− 2

−
∑n

p=1
cos[f (p − 1)t]cos[f (p)t]Λn− 2,2

p,− 1 +
∑n

p=0
cos2[f (p)t]Λn− 2,2

p,0

−
∑n− 1

p=0
cos[f (p)t]cos[f (p + 1)t]Λn− 2,2

p,1 +
∑n− 2

p=0
cos[f (p)t]cos[f (p + 2)t]Λn− 2,2

p,2

}

=
n(n − 1)

2n+2

⎧
⎨

⎩

∑n

p=2

⎛

⎝
n − 2

p − 2

⎞

⎠cos[f (p − 2)t]cos[f (p)t] − 2
∑n

p=1

⎛

⎝
n − 1

p − 1

⎞

⎠cos[f (p − 1)t]cos[f (p)t]

+
∑n

p=0

⎛

⎝
n

p

⎞

⎠cos2[f (p)t] + 2
∑n− 1

p=1

⎛

⎝
n − 2

p − 1

⎞

⎠cos2[f (p)t]

− 2
∑n− 1

p=0

⎛

⎝
n − 1

p

⎞

⎠cos[f (p)t]cos[f (p + 1)t] +
∑n− 2

p=0

⎛

⎝
n − 2

p

⎞

⎠cos[f (p)t]cos[f (p + 2)t]

⎫
⎬

⎭

=
n(n − 1)

2n+2

⎧
⎨

⎩
2
∑n− 2

p=0

⎛

⎝
n − 2

p

⎞

⎠cos[f (p)t]cos[f (p + 2)t] − 4
∑n− 1

p=0

⎛

⎝
n − 1

p

⎞

⎠cos[f (p)t]cos[f (p + 1)t]

+
∑n

p=0

⎛

⎝
n

p

⎞

⎠cos2[f (p)t] + 2
∑n− 2

p=0

⎛

⎝
n − 2

p

⎞

⎠cos2[f (p + 1)t]

⎫
⎬

⎭

(D32) 

Next, exploiting Eq. (D19), we get 

∑n

k=0

⃒
⃒Q(+)

k (t)
⃒
⃒

2
k(k − 1) =

1
22n− 2

∑n− 2

r=− n+2
(− 1)r

∑min{n− 1,n− 1− r}

p=max{1,1− r}

sin[f (p)t]sin[f (p + r)t]
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p(n − p)(p + r)(n − p − r)

√

×
∑n

k=2

⎛

⎝
n

k

⎞

⎠k2(k − 1)2A(n− k,k− 2)
p− 1 (0)A(n− k,k− 2)

p− 1+r (0)

(D33)  

Through rearrangement of the binomial coefficients and repeated change of the summation index, the sum of SR polynomials in Eq. (D33) is written 

1
2n− 2

∑n

k=2

⎛

⎝
n

k

⎞

⎠k2(k − 1)2A(n− k,k− 2)
p− 1 (0)A(n− k,k− 2)

p− 1+r (0)

=
n(n − 1)

2n− 2

∑n− 2

k=0

⎛

⎝
n − 2

k

⎞

⎠

⎛

⎝k2 + 3k + 2)A(n− 2− k,k)
p− 1 (0)A(n− 2− k,k)

p− 1+r (0)

=
n(n − 1)

2n− 2

⎡

⎣

⎛

⎝n − 2)(n − 3)
∑n− 4

k=0

⎛

⎝
n − 4

k

⎞

⎠A(n− 4− k,k+2)
p− 1 (0)A(n− 4− k,k+2)

p− 1+r (0)

+ 4(n − 2)
∑n− 3

k=0

⎛

⎝
n − 3

k

⎞

⎠A(n− 3− k,k+1)
p− 1 (0)A(n− 3− k,k+1)

p− 1+r (0) + 2
∑n− 2

k=0

⎛

⎝
n − 2

k

⎞

⎠A(n− 2− k,k)
p− 1 (0)A(n− 2− k,k)

p− 1+r (0)

⎤

⎦

= n(n − 1)
[
(n − 2)(n − 3)

4
Λn− 4,2

p− 1,r + 2(n − 2)Λn− 3,1
p− 1,r + 2Λn− 2,0

p− 1,r

]

(D34)  

Then, inserting Eq. (D10) into Eq. (D34) and using the notation 

ϕ(p, p + r) ≡
n(n − 1)

2n

sin[f (p)t]sin[f (p + r)t]
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p(n − p)(p + r)(n − p − r)

√ (D35)  
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we recast Eq. (D33) in the form 
∑n

k=0

⃒
⃒Q(+)

k (t)
⃒
⃒

2
k(k − 1)

=
∑n− 2

r=− n+2
(− 1)r

∑min{n− 1,n− 1− r}

p=max{1,1− r}

ϕ(p, p + r)
[
(n − 2)(n − 3)

4
Λn− 4,2

p− 1,r + 2(n − 2)Λn− 3,1
p− 1,r + 2Λn− 2,0

p− 1,r

]

=
(n − 2)(n − 3)

4
∑2

r=− 2
(− 1)r

∑min{n− 1,n− 1− r}

p=max{1,1− r}

ϕ(p, p + r)Λn− 4,2
p− 1,r

+2(n − 2)
∑1

r=− 1
(− 1)r

∑min{n− 1,n− 1− r}

p=max{1,1− r}

ϕ(p, p + r)Λn− 3,1
p− 1,r + 2

∑n− 1

p=1
ϕ(p, p)Λn− 2,0

p− 1,0

=
(n − 2)(n − 3)

4

[
∑n− 1

p=3
ϕ(p, p − 2)Λn− 4,2

p− 1,− 2 −
∑n− 1

p=2
ϕ(p, p − 1)Λn− 4,2

p− 1,− 1 +
∑n− 1

p=1
ϕ(p, p)Λn− 4,2

p− 1,0

−
∑n− 2

p=1
ϕ(p, p + 1)Λn− 4,2

p− 1,1 +
∑n− 3

p=1
ϕ(p, p + 2)Λn− 4,2

p− 1,2

]

+ 2(n − 2)

[

−
∑n− 1

p=2
ϕ(p, p − 1)Λn− 3,1

p− 1,− 1

+
∑n− 1

p=1
ϕ(p, p)Λn− 3,1

p− 1,0 −
∑n− 2

p=1
ϕ(p, p + 1)Λn− 3,1

p− 1,1

]

+ 2
∑n− 1

p=1
ϕ(p, p)Λn− 2,0

p− 1,0

=
(n − 2)(n − 3)

4

⎡

⎣
∑n− 1

p=3

⎛

⎝
n − 4

p − 3

⎞

⎠ϕ(p, p − 2) − 2
∑n− 1

p=2

⎛

⎝
n − 3

p − 2

⎞

⎠ϕ(p, p − 1)

+
∑n− 1

p=1

⎛

⎝
n − 2

p − 1

⎞

⎠ϕ(p, p) + 2
∑n− 2

p=2

⎛

⎝
n − 4

p − 2

⎞

⎠ϕ(p, p) − 2
∑n− 2

p=1

⎛

⎝
n − 3

p − 1

⎞

⎠ϕ(p, p + 1)

+
∑n− 3

p=1

⎛

⎝
n − 4

p − 1

⎞

⎠ϕ(p, p + 2)

⎤

⎦+ 2(n − 2)

⎡

⎣ −
∑n− 1

p=2

⎛

⎝
n − 3

p − 2

⎞

⎠ϕ(p, p − 1)

+
∑n− 1

p=1

⎛

⎝
n − 2

p − 1

⎞

⎠ϕ(p, p) −
∑n− 2

p=1

⎛

⎝
n − 3

p − 1

⎞

⎠ϕ(p, p + 1)

⎤

⎦+ 2
∑n− 1

p=1

⎛

⎝
n − 2

p − 1

⎞

⎠ϕ(p, p)

=
n2 + 3n − 2

4
∑n− 2

p=0

⎛

⎝
n − 2

p

⎞

⎠ϕ(p + 1, p + 1) − (n + 1)(n − 2)
∑n− 3

p=0

⎛

⎝
n − 3

p

⎞

⎠ϕ(p + 1, p + 2)

+
(n − 2)(n − 3)

2
∑n− 4

p=0

⎛

⎝
n − 4

p

⎞

⎠[ϕ(p + 1, p + 3) + ϕ(p + 2, p + 2)]

=
1
2n

∑n

p=0

⎛

⎝
n

p

⎞

⎠

[
n2 + 3n − 2

4
+
(p − 1)(n − 1 − p)

2

]

sin2[f (p)t]

−
n(n + 1)

2
1

2n− 1

∑n− 1

p=0

⎛

⎝
n − 1

p

⎞

⎠

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p

p + 1

(

1 −
1

n − p

)√

sin[f (p)t]sin[f (p + 1)t]

+
n(n − 1)

8
1

2n− 2

∑n− 2

p=0

⎛

⎝
n − 2

p

⎞

⎠

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p

p + 2

(

1 −
2

n − p

)√

sin[f (p)t]sin[f (p + 2)t]

(D36)  

In the last expression we used the fact that sin[f(0)t] = sin[f(n)t] = 0 to extend the lower and upper bounds of the summations. The insertion of Eqs. 
(D32) and (D36) into equation (D30) gives the variance of the photon number distribution in mode 1 as 
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σ2
1(t) =

n(n − 1)
4

− [n − n1(t)][n − 1 − n1(t)] +
1
2n

∑n

p=0

⎛

⎝
n

p

⎞

⎠ n + np − p2

2
sin2[f (p)t]

−
n(n − 1)

2
1

2n− 1

∑n− 1

p=0

⎛

⎝
n − 1

p

⎞

⎠{cos[(f (p) − f (p + 1))t ]

+

[
n + 1
n − 1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p

p + 1

(

1 −
1

n − p

)√

− 1

]

sin[f (p)t]sin[f (p + 1)t]

}

+
n(n − 1)

8
1

2n− 2

∑n− 2

p=0

⎛

⎝
n − 2

p

⎞

⎠{cos[(f (p) − f (p + 2))t ]

+

[ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p

p + 2

(

1 −
2

n − p

)√

− 1

]

sin[f (p)t]sin[f (p + 2)t] + cos2[f (p + 1)t]

}

(D37) 

where n1(t) is given by Eq. (D23). 
Closed-form expressions for σ12(t) and σ2

2(t)

σ12(t) can be obtained from Eq. (C6). To this end, we first calculate the field-atom correlation 
〈

n̂1(t)Sz(t)
〉

using Eq. (D13) and the normalization 

of the state vector: 
〈

n̂1(t)Sz(t)
〉

= 〈ψ(t)|n̂1Sz|ψ(t)〉 =
1
2

[
∑n

k=0

⃒
⃒Q(− )

k (t)
⃒
⃒

2
k −

∑n

k=0

⃒
⃒Q(+)

k (t)
⃒
⃒

2
k

]

+
n
2
− n

∑n

k=0

⃒
⃒Q(− )

k (t)
⃒
⃒

2
(D38) 

Proceeding along the lines of Eq. (D17) to express the sum in the last term of Eq. (D38), and using Eqs. (D9) and (D10), we find 

∑n

k=0

⃒
⃒Q(− )

k (t)
⃒
⃒

2
=

1
22n

∑n

r=− n
(− 1)r

∑min{n,n− r}

p=max{0,− r}

cos[f (p)t]cos[f (p + r)t]
∑n

k=0

⎛

⎝
n

k

⎞

⎠A(n− k,k)
p (0)A(n− k,k)

p+r (0)

=
1
2n

∑n

p=0
cos2[f (p)t]Λn,0

p,0 =
1
2n

∑n

p=0

⎛

⎝
n

p

⎞

⎠cos2[f (p)t]

(D39)  

Inserting Eqs. (D18), (D22) and (D39) into Eq. (D38), we obtain 
〈

n̂1(t)Sz(t)
〉

=
n − 1

2
〈Sz(t)〉 −

n
4

1
2n− 1

∑n− 1

p=0

(
n − 1

p

)

{cos[(f (p) + f (p + 1))t ]

+

[

1 −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p

p + 1

(

1 −
1

n − p

)√ ]

sin[f (p)t]sin[f (p + 1)t]

}

−
1
4

(D40)  

The insertion of Eqs. (D23), (D37) and (D40) into Eq. (C6) gives 

σ12(t) = − σ2
1(t) − 2

〈

n̂1(t)Sz(t)
〉

+ 2
〈

n̂1(t)
〉

〈Sz(t)〉

= − σ2
1(t) +

n
2n

∑n− 1

p=0

⎛

⎝
n − 1

p

⎞

⎠{cos[(f (p) + f (p + 1))t ] + 2〈Sz(t)〉cos[(f (p) − f (p + 1))t ]

+ [1 − 2〈Sz(t)〉 ]

[

1 −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p

p + 1

(

1 −
1

n − p

)√ ]

sin[f (p)t]sin[f (p + 1)t]

}

+
1
2
− 2〈Sz(t)〉2

(D41) 

At this point, σ2
2(t) is obtained from Eqs. (C2), (C8), (D1), (D37) and (D41) as 

σ2
2(t) = 1 − 4〈Sz(t)〉2

− 2σ12(t) − σ2
1(t) (D42)  
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Appendix E 

Heisenberg equations of motion 

The Heisenberg equation of motion of the photon number operator associated with field mode μ is (in units such that ħ = 1 and omitting the time 
dependence of the operators to simplify the notation) 

Fig. D1. Time evolution of the atomic inversion for |ψ(0)〉 = |n, 0, − 〉. (a-d) 〈Sz〉 versus the effective time λt for (a, b) n = 20 and (c, d) n = 21. The mid-plateau 
evolution of 〈Sz〉 for n = 20 agrees with the value of 〈Sz〉 = 0.5/(n − 1) corresponding to the states in Eq. (10). (b) and (d) show the temporal evolution of the 
atomic inversion around the center of the plateaus in the field mode populations. 

Fig. D2. Dynamics of the field population starting from |ψ(0)〉 = |n, 0, − 〉. (a) Mean photon number in field mode 1 and (b) difference population of the two modes 
vs. λt for n = 20. 
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dn̂μ

dt
= i
[
H, n̂μ

]
= iλ

([
a2

μ, n̂μ

]
S+ +

[
a†2

μ , n̂μ

]
S−

)
= 2iλ

(
a2

μS+ − a†2
μ S−

)
(μ = 1, 2) (E1) 

On the other hand, from the constant of motion N we obtain 

dSz

dt
= −

1
2
∑2

μ=1

dn̂μ

dt
= − iλ

∑2

μ=1

(
a2

μS+ − a†2
μ S−

)
(E2)  

and thus 

dn̂μ

dt
= −

dn̂ν

dt
− 2

dSz

dt
= iλ

[(
a2

μS+ − a†2
μ S−

)
−
(
a2

νS+ − a†2
ν S−

) ]
−

dSz

dt
(ν ∕= μ = 1, 2) (E3)  

whence Eq. (5), namely, 

dnμ(t)
dt

≡
d
〈

n̂μ(t)
〉

dt
= − 2λIm

〈[
a2

μ(t) − a2
ν(t)
]
S+(t)

〉
−

d〈Sz(t)〉
dt

(ν ∕= μ = 1, 2) (E4) 

To analyze the field-atom correlation terms in the right-hand side of Eq. (E4), we make use of Eqs. (B2) and (B6) to write 
〈
a2

1(t)S+(t)
〉
= 〈ψ(t)|a2

1S+|ψ(t)〉 =
1
2
〈φ(t)|

(
a2

1 − a2
2 − 2ia1a2

)
S+|φ(t)〉 (E5)  

and consider the initial condition |ψ(0)〉 = |n,0, − 〉. Then, using Eq. (B11), we obtain 

a2
1S+|φ(t)〉 = e− i(n− 1)ωt

∑n− 1

k=0
Pk

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(n − k)(n − k − 1)

√
cos[f (k)t]|n − k − 2, k,+〉 (E6)  

from which 

〈φ(t)|a2
1S+|φ(t)〉 = −

∑n− 2

k=0
P*

k+1Pk
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(n − k)(n − k − 1)

√
cos[f (k)t]sin[f (k + 1)t]

= i
n
2n

∑n− 1

k=0

⎛

⎝
n − 1

k

⎞

⎠

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n − k − 1

k + 1

√

sin[f (k + 1)t]cos[f (k)t]

(E7)  

where we inserted Eq. (B8b). Similarly, 

− 〈φ(t)|a2
2S+|φ(t)〉 =

∑n

k=2
P*

k− 1Pk
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
k(k − 1)

√
cos[f (k)t]sin[f (k − 1)t]

= i
n
2n

∑n− 1

k=0

⎛

⎝
n − 1

k

⎞

⎠

̅̅̅̅̅̅̅̅̅̅̅
k

n − k

√

sin[f (k)t]cos[f (k + 1)t]

(E8)  

and 

− 2i〈φ(t)|a1a2S+|φ(t)〉 =
i

2n

∑n

k=0

(
n

k

)
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
k(n − k)

√
sin[2f (k)t]

= i
n
2n

∑n− 1

k=0

(
n − 1

k

) ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n − k − 1

k + 1

√

sin[2f (k + 1)t]

(E9)  

Inserting Eqs. (E7) - (E9) into Eq. (E5), one obtains 
〈
a2

1(t)S+(t)
〉

=
1
2
〈φ(t)|

(
a2

1 − a2
2 − 2ia1a2

)
S+|φ(t)〉

= i
n

2n+1

∑n− 1

k=0

⎛

⎝
n − 1

k

⎞

⎠

{ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n − k − 1

k + 1

√

[sin(2f (k + 1)t) + sin(f (k + 1)t)cos(f (k)t) ]

+

̅̅̅̅̅̅̅̅̅̅̅
k

n − k

√

sin(f (k)t)cos(f (k + 1)t)

}

(E10) 

Similarly, it is 
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〈
a2

2(t)S+(t)
〉

=
1
2
〈φ(t)|

(
a2

2 − a2
1 − 2ia1a2

)
S+|φ(t)〉

= i
n

2n+1

∑n− 1

k=0

⎛

⎝
n − 1

k

⎞

⎠

{ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n − k − 1

k + 1

√

[sin(2f (k + 1)t) − sin(f (k + 1)t)cos(f (k)t) ]

−

̅̅̅̅̅̅̅̅̅̅̅
k

n − k

√

sin(f (k)t)cos(f (k + 1)t)

}

(E11) 

The atom-field correlations in Eqs. (E10) and (E11) are purely imaginary quantities, so that Eq. (E4) can be recast as 

dnμ(t)
dt

= 4iλ
〈

a2
μ(t)S+(t)

〉
= 2iλ

〈[
a2

μ(t) − a2
ν(t)
]
S+(t)

〉
−

d〈Sz(t)〉
dt

(ν ∕= μ = 1, 2) (E12)  

which also gives Eq. (5). The comparison between the two expressions for dnμ(t)/dt in Eq. (E12) highlights the strict link between each mode-atom 
photon exchange and the difference in the interactions of the two field modes with the atom, when the initial system state is |ψ(0)〉 = |n,0, − 〉. 

The second time derivative of n̂1 is given by 

d2 n̂1

dt2 = i

[

H,
dn̂1

dt

]

= 2λ

[

a2
1S+ − a†2

1 S− , 2ωSz + ω
∑2

μ=1
n̂μ + λ

∑2

μ=1

(
a2

μS+ + a†2
μ S−

)
]

= − 4λω
(
a2

1S+ + a†2
1 S−

)
+ 4λω

(
a2

1S+ + a†2
1 S−

)
+ 2λ2( [a2

1S+, a†2
1 S−

]
+
[
a2

1S+, a†2
2 S−

]

−
[
a†2

1 S− , a2
1S+

]
−
[
a†2

1 S− , a2
2S+

] )
= 4λ2

[
(
a2

1a†2
2 + a†2

1 a2
2

)
Sz + 2

(

n̂2
1 + n̂1 + 1

)

Sz + 2n̂1 + 1
]

(E13)  

where we used the commutation rule [A,BC] = B[A,C] + [A,B]C, the commutation properties of the photon creation and annihilation operators and of 
the ½ pseudospin operators that describe the atomic state, as well as the related equalities S− S+ = 1

2 − Sz and S+S− = 1
2 + Sz. Given the symmetry of H 

with respect to the two field modes, the second time derivative of n̂2 is obtained from Eq. (E13) by exchanging the mode indices. Therefore, for 
Δn̂ ≡ n̂1 − n̂2 we find 

1
4λ2

d2Δn̂
dt2 = 2

(

n̂2
1 − n̂2

2 + Δn̂
)

Sz + 2Δn̂ = 2
(

n̂1 + n̂2 + 1
)

SzΔn̂ + 2Δn̂ = (2NSz + 1)Δn̂ (E14)  

The last equality, which appears in Eq. (6), results from inserting S2
z = 1

4 and the expression for the total excitation number. Making use of Eqs. (C3) and 
(C9), Eq. (E14) gives 

1
4λ2

d2〈Δn̂(t)〉
dt2 = 2N[σ1z(t) − σ2z(t)] + [2N〈Sz(t)〉 + 1 ]〈Δn̂(t)〉

= N
[
σ2

2(t) − σ2
1(t)
]
+ [2N〈Sz(t)〉 + 1 ]〈Δn̂(t)〉

(E15)  

that is, Eq. (6). The comparison with Figs. 1 and D2 highlights that the second term on the right-hand side of Eq. (6) becomes dominant outside the 
plateaus of the mode populations. This term is negligible at mid-plateau for even n, as both 〈Sz(t)〉 (Fig. D1) and 〈Δn̂(t)〉 are very small compared to the 
total excitation number. Therefore, the field-atom correlations described by 2(σ1z − σ2z) = σ2

2 − σ2
1, which appear in the first term on the right-hand 

side of Eq. (E15), essentially cause the changes in 〈Δn̂(t)〉 and its derivatives around mid-plateau (Fig. D2). For odd n, the atom population and 
depopulation account for a significant portion of the variations in the mid-plateau excitation energy distribution (Fig. D1c), thus reducing the changes 
in 〈Δn̂(t)〉 and its derivatives. 

Appendix F 

Maximally symmetric states and evolution of the system at mid-plateau 

In this section, we identify mid-plateau eigenstates of the system that are maximally symmetric with respect to the two field modes and yet 
compatible with the subsequent ability of the system to manifest significant field dynamics, namely, a redistribution of the photons between the two 
field modes. The symmetry and correlation properties of the mid-plateau states will depend on the initial condition, as is expected to observe the 
quantum optics parity effect. 

By applying the second condition of Eq. (8) to the generic expression for the system state at time t in Eq. (7), we obtain 
〈

n̂1 n̂2

〉

=
∑rmax

r=0

⃒
⃒P(− )

r

⃒
⃒22r(n − 2r)+

∑rmax

s=1

⃒
⃒P(+)

s

⃒
⃒2(2s − 2)(n − 2s) = 0 (F1)  

All terms in the above summations are nonnegative. Therefore, for odd n, Eq. (F1) is satisfied only if, at some time t, all expansion coefficients except 
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for P(− )

0 and P(+)

1 are zero. However, linear combinations of states |n, 0, − 〉 and |n − 2, 0, +〉 clearly cannot satisfy the first condition (8). For even n, 
rmax = n/2 and Eq. (F1) requires that only P(− )

0 , P(− )

n/2, P(+)

1 and P(+)

n/2 are nonzero. Then, by application of the first condition (8), one obtains the set of 
normalized states 

⃒
⃒ψε,q,θ1 ,θ2 ,θ3

〉
=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
2
+

n − 2
n

q −
n − 1

n
ε

√

|n, 0, − 〉 + eiθ1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
2
−

n − 2
n

q −
1
n

ε
√

|0, n, − 〉

+eiθ2
̅̅̅̅̅̅̅̅̅̅̅ε − q

√
|n − 2, 0,+〉 + eiθ3

̅̅̅
q

√
|0, n − 2,+〉

(F2)  

in which θ1, θ2 and θ3 are arbitrary phase factors, and q =

⃒
⃒
⃒P(+)

n/2

⃒
⃒
⃒
2
. If the system is in one of these states, the field-atom correlation terms on the right- 

hand side of Eq. (5) become 

〈
ψε,q,θ1 ,θ2 ,θ3

⃒
⃒a2

1S+

⃒
⃒ψε,q,θ1 ,θ2 ,θ3

〉
= e− iθ2

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

n(n − 1)
(

1
2
+

n − 2
n

q −
n − 1

n

)

(ε − q)

√

(F3a)  

and 

〈
ψε,q,θ1 ,θ2 ,θ3

⃒
⃒a2

2S+

⃒
⃒ψε,q,θ1 ,θ2 ,θ3

〉
= ei(θ1 − θ3)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

n(n − 1)
(

1
2
−

n − 2
n

q −
1
n

ε
)

q

√

(F3b)  

These correlations are zero for (ε,q) ∈
{(

0,0),
(

1, 1
2

)

,

(
1
2

n
n− 1,

1
2

n
n− 1

)

,

(
1
2

n
n− 1,0

)}

, irrespective of the values of the phase factors in Eq. (F2). The last 

two choices of parameters give 
⃒
⃒ψθ3

〉
=

1
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2(n − 1)

√
( ̅̅̅̅̅̅̅̅̅̅̅

n − 2
√

|n, 0, − 〉 + eiθ3
̅̅̅
n

√
|0, n − 2, +〉

)
(F4a)  

⃒
⃒ψθ1 ,θ2

〉
=

1
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2(n − 1)

√
[ ̅̅̅̅̅̅̅̅̅̅̅

n − 2
√

|0, n, − 〉 + ei(θ2 − θ1)
̅̅̅
n

√
|n − 2, 0, +〉

]
(F4b)  

(a global phase factor eiθ1 was factored out and removed in Eq. (F4b)). These states correspond to a maximal atom-field mutual entropy (the largest 
possible value of 2ln2 is attained for n→∞, as ε = 1

2
n

n− 1→1
2) and to the related quenching of the atomic dynamics shown in Fig. D1a-b. |ψθ3

〉 is a linear 

combination of the basis states associated with the coefficients P(− )

0 and P(+)

n/2 in Eq. (7), while 
⃒
⃒ψθ1 ,θ2

〉
is a linear combination of the states corresponding 

to P(− )

n/2 and P(+)

1 . Eqs. (B16) and (B18) provide the exact expressions for the time evolutions of these coefficients when the atom-radiation system starts 
from state |ψ(0)〉 = |n, 0, − 〉. 

Fig. F1 shows the time evolutions of the products P (− )

0 (t)⋅Im[P
(+)

n/2(t)] and P (− )

n/2(t)⋅Im[P
(+)

1 (t)] at mid-plateau, where P denotes coefficients that 

differ from the corresponding P’s in Eq. (7) by the phase factor e− i(n− 1) ωt. This factor is shared by all coefficients and is therefore unimportant for the 
present considerations. The two products of coefficients are relevant to the definition of |ψθ3

〉 and 
⃒
⃒ψθ1 ,θ2

〉
, respectively. From Fig. F1, it is clear that the 

{
P(− )

0 ,P(+)

n/2

}
and 

{
P(− )

n/2, P
(+)

1

}
terms alternatively contribute to the mid-plateau time evolution of the system state, which can thus be roughly described 

as an oscillation between states (F4a-b). Furthermore, at mid-plateau P (− )

0 (t) and Im[P
(+)

n/2(t)] have the same sign, while P (− )

n/2(t) and Im[P
(+)

1 (t)] have 
opposite signs, which fixes the phases in Eq. (F4a-b) so as to obtain the states |ψa〉 and |ψb〉 of Eq. (10). 

Next, we show that the phases in Eqs. (F4a-b) leading to the states in Eq. (10) can be obtained directly using Eqs. (B16) and (B18). The analysis will 
also show how the frequency νn ≅ nλ/π of mid-plateau oscillation of the system between the states in Eq. (10) emerges from the expressions for the 
coefficients in Eqs. (B16) and (B18). 

Eq. (3) places, approximately, the center of the plateau in the field mode populations at t ≅ t0 such that 

λt0 =
n
4

π (F5)  

For even n, Eqs. (B11b) and (B16) give 

P
(− )

n/2(t) =
(− 1)n/2

2n

∑n

l=0
(− 1)l

(
n
l

)

cos[2λ
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
l(n − l)

√
t] (F6)  

Inserting the quantity x from equation (D24) into Eq. (F6), and for times 

t = t0 +Δt (F7a)  

such that 
⃒
⃒nx2λΔt

⃒
⃒ ≤ λΔt << 1 (F7b) 
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we can write 

cos[2λ
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
l(n − l)

√
t] ≅ cos

[

λ(t0 + Δt)n
(

1 −
x2

2

)]

≅ cos
[

n2π
4

(

1 −
x2

2

)

+ nλΔt
]

= cos
[

m2π
(

1 −
x2

2

)]

cos(nλΔt) − sin
[

πm2
(

1 −
x2

2

)]

sin(nλΔt)

= cos(m2π)
[
cos
(

m2x2π
2

)
cos(nλΔt) + sin

(
m2x2π

2

)
sin(nλΔt)

]

(F8)  

where we put n = 2m. Since m2x2 = (l − m)
2, Eq. (F8) gives 

cos[2λ
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
l(n − l)

√
t] ≅

⎧
⎪⎨

⎪⎩

cos(nλΔt), l −
n
2
= ±2p

sin(nλΔt), l −
n
2
= ±2p + 1

(F9)  

where l is limited to the range 0 ≤ l ≤ n. For even n/2, Eq. (F9) implies 

cos[2λ
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
l(n − l)

√
t] ≅

{
cos(nλΔt), 0 ≤ l = 2p ≤ n

sin(nλΔt), 1 ≤ l = 2p + 1 ≤ n − 1
(F10)  

and thus, using formulas 0.15.2 and 0.15.3 of reference [59], Eq. (F6) becomes 

P
(− )

n/2(t0 + Δt) ≅
(− 1)n/2

2n

⎡

⎣cos(nλΔt)
∑n/2

p=0

⎛

⎝
n

2p

⎞

⎠ − sin(nλΔt)
∑n/2− 1

p=0

⎛

⎝
n

2p + 1

⎞

⎠

⎤

⎦

=
1
2
[cos(nλΔt) − sin(nλΔt) ] =

1̅
̅̅
2

√ cos
(

nλΔt +
π
4

)

(F11) 

For odd n/2, cos(nλΔt) and sin(nλΔt) are associated with the odd and even l values, respectively. Thus, since both the sign of (− 1)n/2 and the signs of 
the two summations are inverted compared to the case in which n/2 is even, we conclude that, for any even n, 

P
(− )

n/2(t0 + Δt) ≅
1̅
̅̅
2

√ cos
(

nλΔt +
π
4

)
=

1̅
̅̅
2

√ cos
(

πνnΔt +
π
4

)
(F12)  

from which 
⃒
⃒
⃒P

(− )

n/2(t0 + Δt)
⃒
⃒
⃒

2
≅

1
4

[
1 + cos

(
2πνnΔt +

π
2

) ]
=

1
4
[1 − sin(2πνnΔt) ] (F13)  

Similarly, we obtain 

P
(− )

0 (t0 + Δt) =
1
2n

∑n

j=0

⎛

⎝
n

j

⎞

⎠cos[2λ
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
j(n − j)

√
t]

≅
1
2
[cos(nλΔt) + sin(nλΔt) ] =

1̅
̅̅
2

√ cos
(

nλΔt −
π
4

)

(F14)  

whence 
⃒
⃒P

(− )

0 (t0 + Δt)
⃒
⃒

2
≅

1
4
[1 + sin(2πνnΔt) ] (F15) 

Eq. (B18) gives 

P
(+)

n/2(t0 + Δt) = − i
(− 1)n/2

2n− 1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n(n − 1)

√ ∑n− 2

l=0
(− 1)l

⎛

⎝
n − 2

l

⎞

⎠ sin[f (l + 1)t]
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(l + 1)(n − l − 1)

√

= − i
(− 1)n/2

2n− 1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n(n − 1)

√ ∑n− 1

l=1
(− 1)l− 1

⎛

⎝
n − 2

l − 1

⎞

⎠
sin[2λ

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
l(n − l)

√
t]

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
l(n − l)

√

(F16)  

Using again Eq. (D24) and proceeding along the lines of Eqs. (F8) and (F9), one obtains 
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̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n(n − 1)
l(n − l)

√

sin[2λ
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
l(n − l)

√
t] ≅ 2sin

[
n2π
4

(

1 −
x2

2

)

+ nλΔt
]

= 2
{

sin
[

m2π
(

1 −
x2

2

)]

cos(nλΔt) + cos
[

πm2
(

1 −
x2

2

)]

sin(nλΔt)
}

= 2
{

cos(m2π)
[
cos
(

m2x2π
2

)
sin(nλΔt) − sin

(
m2x2π

2

)
cos(nλΔt)

]}

= 2 ×

⎧
⎪⎪⎨

⎪⎪⎩

sin(nλΔt), l −
n
2
= ±2p

− cos(nλΔt), l −
n
2
= ±2p + 1

(F17) 

from which 

P
(+)

n/2(t0 + Δt) ≅
i

2n− 2

⎡

⎣sin(nλΔt)
∑n/2− 2

p=0

⎛

⎝
n − 2

2p + 1

⎞

⎠+ cos(nλΔt)
∑n/2− 1

p=0

⎛

⎝
n − 2

2p

⎞

⎠

⎤

⎦

=
i
2
[sin(nλΔt) + cos(nλΔt) ] = i P

(− )

0 (t0 + Δt)

(F18)  

Similarly, 

P
(+)

1 (t0 + Δt) =
i
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n(n − 1)

√

2n− 1

∑n− 1

j=1

⎛

⎝
n − 2

j − 1

⎞

⎠ sin[2λ
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
j(n − j)

√
t]

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
j(n − j)

√

≅
i
2
[sin(nλΔt) − cos(nλΔt) ] = − i P

(− )

n/2(t0 + Δt)

(F19) 

Eqs. (F11), (F14), (F18) and (F19) confirm, analytically and for any (even) n, the phases leading from Eq. (F4) to Eq. (10), which were deduced for a 
specific value of n from the numerical analysis in Fig. F1. Using these equations, one obtains 

ca(t) =
̅̅̅̅̅̅̅̅̅̅̅
n − 2

√
+

̅̅̅
n

√

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2(n − 1)

√ P(− )

0 (t) ≅
̅̅̅
2

√
P(− )

0 (t) (F20a)  

and 

cb(t) =
̅̅̅̅̅̅̅̅̅̅̅
n − 2

√
+

̅̅̅
n

√

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2(n − 1)

√ P(− )

n/2(t) ≅
̅̅̅
2

√
P(− )

n/2(t) (F20b)  

which yield Eq. (12) using (F15) and (F13), respectively. 
We conclude showing that the states in Eq. (10) satisfy Eq. (13): 

〈ψb|a
2
1S+|ψa〉

=
1

2(n − 1)

( ̅̅̅̅̅̅̅̅̅̅̅
n − 2

√
〈0, n, − | + i

̅̅̅
n

√
〈n − 2, 0, +|

)
a2

1S+

( ̅̅̅̅̅̅̅̅̅̅̅
n − 2

√
|n, 0, − 〉 + i

̅̅̅
n

√
|0, n − 2, +〉

)

= i
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n(n − 2)

√

2(n − 1)
〈n − 2, 0, +|a2

1S+|n, 0, − 〉 = i
n
2

̅̅̅̅̅̅̅̅̅̅̅
n − 2
n − 1

√

(F21)  

〈ψb|a
†2
1 S− |ψa〉 = i

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n(n − 2)

√

2(n − 1)
〈0, n, − |a†2

1 S− |0, n − 2, +〉 =
i

n − 1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n(n − 2)

2

√

〈0, n|2, n − 2〉 = 0 (F22)  

〈
ψb

⃒
⃒a2

2S+

⃒
⃒ψa
〉
= 0 (F23)  

and 

〈ψb|a
†2
2 S− |ψa〉 = i

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n(n − 2)

√

2(n − 1)
〈0, n, − |a†2

2 S− |0, n − 2, +〉 = i
n
2

̅̅̅̅̅̅̅̅̅̅̅
n − 2
n − 1

√

= 〈ψb|a
2
1S+|ψa〉 (F24)  
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from which 

1
λ
〈ψb|Hint|ψa〉 = 〈ψb|

∑2

μ=1

(
a2

μS+ + a†2
μ S−

)
|ψa〉 = in

̅̅̅̅̅̅̅̅̅̅̅
n − 2
n − 1

√

(F25)  

Note that only a2
1S+ and a†2

2 S− can lead from ψa to ψb, while the transition matrix elements of a†2
1 S− and a2

2S+ are zero. The converse holds for 
transitions from ψb to ψa. 

Appendix G 

Atom-radiation field correlations at mid-plateau 

In this section we provide closed-form expressions for the differences in the correlations between the two field modes and the atom, which appear 
in the equations of motion (5) and (6). 

Using Eq. (D40) and considering that 
〈
S2

z (t)
〉
= 1/4 and n̂2 = N̂ − n̂1 − 2Sz − 1, we obtain 

〈Sz(t)Δn̂(t)〉 =

〈[

2n̂1(t) − N̂ + 2Sz(t) + 1
]

Sz(t)
〉

= 2
〈

n̂1(t)Sz(t)
〉

+ (1 − n)〈Sz(t)〉 +
1
2

= −
n
2n

∑n− 1

p=0

(
n − 1

p

)

{cos[(f (p) + f (p + 1))t ]

+

[

1 −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p

p + 1

(

1 −
1

n − p

)√ ]

sin[f (p)t]sin[f (p + 1)t]

}

=
n
2n

∑n− 1

p=0

(
n − 1

p

){ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p

p + 1

(

1 −
1

n − p

)√

sin[f (p)t]sin[f (p + 1)t] − cos[f (p)t]cos[f (p + 1)t]

}

(G1)  

that is, Eq. (14). For even n, using the mid-plateau approximation 

|ψ(t)〉 ≅ |ψ(t)〉two-state = ca(t)|ψa〉 + cb(t)|ψb〉 (G2)  

one finds 

< Sz(t)Δn̂(t)>two− state = c2
a(t)〈ψa|SzΔn̂|ψa〉 + c2

b(t)〈ψb|SzΔn̂|ψb〉

≅ −
n
2
sin[2πνn(t − nπ /4λ) ] =

n
2
sin[2πνn(t − nπ /4λ) + π ]

(G3)  

Fig. F1. Temporal evolution of the predominant coefficients in the system state at mid-plateau. We show P (− )
α ⋅Im (P

(+)

β ) vs. λt for {α, β} = {0, n/2}, {n/2,1} and n =

20. 
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that is, the second Eq. (15). 
Eq. (16) is obtained by subtracting the quantities in Eqs. (E10) and (E11). Next, we calculate such quantities using Eq. (G2). Since the expectation 

values of a2
1S+ and a2

2S+ in states |ψa〉 and |ψb〉 are zero by construction, using Eqs. (F12), (F14), (F20) with t0 = 0, (F21) to (F24) and their complex 
conjugates, one obtains 
〈
a2

1(t) S+(t)
〉

two− state = ca(t)cb(t)〈ψb|a
2
1S+|ψa〉

= i
n
2

̅̅̅̅̅̅̅̅̅̅̅
n − 2
n − 1

√

cos
(

πνnΔt −
π
4

)
cos
(

πνnΔt +
π
4

)

= i
n
4

̅̅̅̅̅̅̅̅̅̅̅
n − 2
n − 1

√

cos[2πνn(t − nπ /4λ) ] = − < a2
2(t) S+(t)>two− state

(G4)  

from which 

Im
〈[

a2
1(t) − a2

2(t)
]
S+(t)

〉

two− state ≅
n
2
cos[2πνn(t − nπ /4λ) ] (G5)  

that is, the second Eq. (17). 

Appendix H 

Entropy expressions 

To obtain the closed-form expression for the von Neumann entropy associated with the atom, we first write the reduced density matrix of the atom 
as 

ρA(t) = TrF|ψ(t)〉〈ψ(t)| =
∑n

k=0

⃒
⃒Q(− )

k (t)
⃒
⃒

2
| − 〉〈 − | +

∑n

k=2

⃒
⃒Q(+)

k (t)
⃒
⃒

2
| + 〉〈+ | (H1)  

where we used Eq. (D13). Eq. (H1) describes a statistical mixture of atomic states | − 〉 and | + 〉. The first coefficient is provided by Eq. (D39). The 
second coefficient can be deduced from the state normalization condition or derived directly as follows. 

Proceeding along the lines of equation (D19), we can write 

∑n

k=0

⃒
⃒Q(+)

k (t)
⃒
⃒

2
=

1
22n− 2

∑n− 2

r=− n+2
(− 1)r

∑min{n− 1,n− 1− r}

p=max{1,1− r}

sin[f (p)t]sin[f (p + r)t]
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p(n − p)(p + r)(n − p − r)

√

×
∑n

k=0

⎛

⎝
n

k

⎞

⎠k(k − 1)A(n− k,k− 2)
p− 1 (0)A(n− k,k− 2)

p− 1+r (0)

(H2)  

The last summation is given by Eq. (D12) with j = 2, m = 0, and p replaced by p − 1; hence, it does not vanish only for r = m = 0. Therefore, Eq. (D19) 
becomes 

∑n

k=0

⃒
⃒Q(+)

k (t)
⃒
⃒

2
=

1
22n− 2

∑n− 2

r=− n+2
(− 1)r

∑min{n− 1,n− 1− r}

p=max{1,1− r}

sin[f (p)t]sin[f (p + r)t]
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
p(n − p)(p + r)(n − p − r)

√

×
∑n

k=0

⎛

⎝
n

k

⎞

⎠k(k − 1)A(n− k,k− 2)
p− 1 (0)A(n− k,k− 2)

p− 1+r (0) =
1
2n

∑n− 1

p=1

n!
(n − 2)!p(n − p)

⎛

⎝
n − 2

p − 1

⎞

⎠sin2[f (p)t]

=
1
2n

∑n

p=0

⎛

⎝
n

p

⎞

⎠sin2[f (p)t]

(H3)  

The extension of the last summation to p = 0 and n exploits the fact that f(0) = f(n) = 0. Inserting Eqs. (H2) and (H3) into Eq. (H1), we obtain 

ρA(t) =
1
2n

∑n

p=0

(
n
p

)

cos2[f (p)t]| − 〉〈 − | +
1
2n

∑n

p=0

(
n
p

)

sin2[f (p)t]| + 〉〈+ | (H4)  

Then, the corresponding entropy is [36,60] 
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SA(t) = −
1
2n

∑n

p=0

(
n

p

)

cos2[f (p)t]ln

{
1
2n

∑n

p=0

(
n

p

)

cos2[f (p)t]

}

−
1
2n

∑n

p=0

(
n

p

)

sin2[f (p)t]ln

{
1
2n

∑n

p=0

(
n

p

)

sin2[f (p)t]

}
(H5) 

Since the atom-radiation system is in the pure state given by Eq. (7), its total entropy is zero and the lower Araki-Lieb inequality gives 

SAF(t) = |SA(t) − SF(t)| = 0 ⇒ SA(t) = SF(t) ∀t (H6)  

which implies 

SA:F(t) = SA(t) + SF(t) − SAF(t) = 2SA(t) = 2SF(t) (H7) 

Eqs. (H5) and (H7) yield Eq. (18). 
Next, we consider the reduced density matrix and the von Neumann entropy for each radiation field mode. The reduced density matrix of field 

mode 1 was given by Eq. (D14), and it can be equivalently written using Eqs. (B16) and (B18) as 

ρ1(t) =
⃒
⃒P(− )

0 (t)
⃒
⃒

2
|n〉〈n| +

∑rmax

r=1

[⃒
⃒P(− )

r (t)
⃒
⃒2 +

⃒
⃒P(+)

r (t)
⃒
⃒2
]
|n − 2r〉〈n − 2r| (H8)  

Similarly, the reduced density matrix of field mode 2 can be written 

ρ2(t) =
⃒
⃒P(− )

rmax
(t)
⃒
⃒2|2rmax〉〈2rmax| +

∑rmax − 1

r=0

[⃒
⃒P(− )

r (t)
⃒
⃒2 +

⃒
⃒P(+)

r+1(t)
⃒
⃒

2 ]
|2r〉〈2r| (H9)  

Therefore, the entropies of the two modes are 

S1(t) = −
⃒
⃒P(− )

0 (t)
⃒
⃒

2
ln
⃒
⃒P(− )

0 (t)
⃒
⃒

2
−
∑rmax

r=1

[⃒
⃒P(− )

r (t)
⃒
⃒2 +

⃒
⃒P(+)

r (t)
⃒
⃒2
]
ln
[⃒
⃒P(− )

r (t)
⃒
⃒2 +

⃒
⃒P(+)

r (t)
⃒
⃒2
]

(H10)  

and 

S2(t) = −
⃒
⃒P(− )

rmax
(t)
⃒
⃒2ln
⃒
⃒P(− )

rmax
(t)
⃒
⃒2 −

∑rmax − 1

r=0

[⃒
⃒P(− )

r (t)
⃒
⃒2 +

⃒
⃒P(+)

r+1(t)
⃒
⃒

2 ]
ln
[⃒
⃒P(− )

r (t)
⃒
⃒2 +

⃒
⃒P(+)

r+1(t)
⃒
⃒

2 ]
(H11)  

which are plotted in Figs. 6 and H1. Clearly, S1:2 = S1 + S2 − SF, with SF = SA. 
We conclude this section demonstrating Eq. (9). Considering the total excitation number, the first Eq. (8) implies 〈Sz〉 = ε − 1/2, that is, 

1
2

[
∑n

k=2

⃒
⃒Q(+)

k (t)
⃒
⃒

2
−
∑n

k=0

⃒
⃒Q(− )

k (t)
⃒
⃒

2
]

= ε − 1
2

(H12)  

Eq. (H12) and the state normalization condition 
∑n

k=2

⃒
⃒Q(+)

k (t)
⃒
⃒

2
+
∑n

k=0

⃒
⃒Q(− )

k (t)
⃒
⃒

2
= 1 (H13)  

yield 
∑n

k=2

⃒
⃒Q(+)

k (t)
⃒
⃒

2
= ε = 1 −

∑n

k=0

⃒
⃒Q(− )

k (t)
⃒
⃒

2
(H14)  

from which 

SA:F(ε) = 2SA(ε) = − 2[εlnε + (1 − ε)ln(1 − ε) ] (H15)  

namely, Eq. (9). 
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Appendix I 

Closed-form expressions for 〈Sz(t)〉 and n1(t) for |ψ(0)〉 = |n,m, − 〉

To obtain closed-form expressions for 〈Sz(t)〉 and 〈n1(t)〉 when the initial state of the system is given by Eq. (4), we use the unitary operator in Eq. 
(B1). The transformed of the initial state is 

|φm(0)〉 = U†|n,m, − 〉 = U†(a
†

1)
n
(a†

2)
m

̅̅̅̅̅̅̅̅̅
n!m!

√ UU†|0, 0, − 〉 =
(a†

1 + ia†

2)
n
(a†

2 + ia†

1)
m

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2n+mn!m!

√ |0, 0, − 〉

=
1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2n+mn!m!

√
∑n

j=0

∑m

k=0
ij+k

⎛

⎝
n

j

⎞

⎠

⎛

⎝
m

k

⎞

⎠(a†

1)
n− j+k

(a†

2)
m− k+j

|0, 0, − 〉

=
∑n

j=0

∑m

k=0
ij+k

⎛

⎝
n

j

⎞

⎠

⎛

⎝
m

k

⎞

⎠

[
1

2n+m
(n− j+k)!(m− k+j)!

n!m!

]1/2

|n − j + k,m − k + j, − 〉

=
∑n

j=0

∑m

k=0
P(n,m)

jk |n − j + k,m − k + j, − 〉

(I1)  

with the expression for P(n,m)

jk given by Eq. (B14b). Through the same procedure leading from Eq. (B8) to Eq. (B11), we obtain 

|φm(t)〉 = e− i(n+m− 1)ωt

{
∑n

j=0

∑m

k=0
P(n,m)

jk cos[ϕ(j, k)t]|n − j + k,m − k + j, − 〉

−
∑n

j=0

∑m− δj0

k=δjn

P(n,m)

jk sin[ϕ(j, k)t]|n − j + k − 1,m − k + j − 1,+〉

} (I2a)  

where 

ϕ(j, k) = 2λ
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(n − j + k)(m − k + j)

√
(I2b)  

Note that the second double summation of Eq. (I2a) excludes the {j, k} = {0,m}, {n,0} terms, for which the corresponding Fock states in the sum 
cannot be defined. However, next we will use the fact that sin[ϕ(0,m)t] = sin[ϕ(n,0)t] = 0 to simplify the expression of 〈Sz(t)〉. 

The expectation value of the atomic inversion operator, as a function of time, is 

〈Sz(t)〉 = 〈φm(t)|Sz|φm(t)〉

= −
1
2
∑n

j,j′ =0

∑m

k,k′ =0

P(n,m)*
jk P(n,m)

j′ k′ {cos[ϕ(j, k)t]cos[ϕ(j′ , k′

)t] − sin[ϕ(j, k)t]sin[ϕ(j′ , k′

)t]}δj′ − j,k′ − k

= −
1
2
∑n

j,j′ =0

∑m

k,k′ =0

P(n,m)*
jk P(n,m)

j′ k′ cos{[ϕ(j, k) + ϕ(j′ , k′

)] t}δj′ − j,k′ − k

(I3) 

Fig. H1. Entropy in field mode 2, S2, vs. λt for (a) n = 20 and (b) n = 21.  
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We put j′ − j = k′

− k = l. Since 0 ≤ k′

= k + l ≤ m, it is − k ≤ l ≤ m − k. On the other hand, j has to satisfy the two conditions 0 ≤ j ≤ n and 0 ≤ j′ = j +
l ≤ n, and thus max{0, − l} ≤ j ≤ min{n, n − l}. Here, we limit our analysis to n ≥ m, so that n − l ≥ 0 irrespective of the k value. For n ≤ m, the analysis 
in this section can be repeated by exchanging field modes 1 and 2. Alternatively, one can set the upper bound for j to the maximum of 0 and 
min{n, n − l}. Based on these considerations and on the fact that 

P(n,m)*
jk P(n,m)

j+l,k+l =
(− 1)l

2n+m

[(
n

j

)(
m

k

)(
n − j + k

k

)(
m − k + j

j

)

×

(
n

j + l

)(
m

k + l

)(
n − j + k

k + l

)(
m − k + j

j + l

)]1/2

=
(− 1)l

2n+m

[(
n

j + l

)(
m

k + l

)(
n − j + k

k

)(
m − k + j

j

)

×
n!m!(n− j+k)!(m− k+j)!

j!(n− j)!k!(m− k)!(k+l)!(n− j− l)!(j+l)!(m− k− l)!

]1/2

=
(− 1)l

2n+m

(
n

j + l

)(
m

k + l

)(
n − j + k

k

)(
m − k + j

j

)

(I4)  

and that ϕ(j,k) = ϕ(j + l,k + l) ∀l, Eq. (I3) can be recast in the form 

〈Sz(t)〉 = −
1

2m+n+1

∑m

k=0

∑m− k

l=− k

∑min{n,n− l}

j=max{0,− l}

(− 1)l

(
n

j + l

)(
m

k + l

)(
n − j + k

k

)(
m − k + j

j

)

cos[2ϕ(j, k)t]

= −
1

2n+m+1

∑m

k,l=0

∑min{n,n− l+k}

j=max{0,− l+k}

(− 1)l− k

(
n

j + l − k

)(
m

l

)(
n − j + k

k

)(
m − k + j

j

)

cos[2ϕ(j, k)t]

(I5)  

where the last equality was obtained through the change of index l→l′ = l+k (l′ was then renamed l). 

To find a closed-form expression for n1(t) ≡
〈

n̂1(t)
〉

, we use Eq. (D2) with N = n + m, that is, 

n1(t) =
n + m − 1

2
− 〈Sz(t)〉 − Im〈φm(t)|a1a†

2|φm(t)〉 (I6)  

Using Eq. (I2), the last term on the right-hand side of Eq. (I6) is written 

〈φm(t)|a1a†

2|φm(t)〉 =
∑n

j,j′ =0

∑m

k,k′ =0

{ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(n − j + k)(m − k + j + 1)

√
cos[ϕ(j, k)t]cos[ϕ(j′ , k′

)t]

+
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(n − j + k − 1)(m − k + j)

√
sin[ϕ(j, k)t]sin[ϕ(j′ , k′

)t]
}

P(n,m)*
j′ k′

P(n,m)

jk δj′ − j− 1,k′ − k

(I7)  

By putting j′ − j − 1 = k′

− k = l, we obtain − k ≤ l ≤ m − k, max{0, − l − 1} ≤ j ≤ min{n, n − l − 1} and ϕ(j + l + 1,k + l) = ϕ(j + 1,k) ∀l. Furthermore, 

P(n,m)

j+l+1,k+l
*
P(n,m)

jk

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(n − j + k)(m − k + j + 1)

√
=

− i(− 1)l

2n+m [(n − j + k)(m − k + j + 1)

×

(
n

j

)(
m

k

)(
n − j + k

k

)(
m − k + j

j

)(
n

j + l + 1

)(
m

k + l

)(
n − j − 1 + k

k + l

)(
m − k + 1 + j

j + l + 1

)]1/2

= − i(− 1)lm − k + j + 1
2n+m

[(
n

j + l + 1

)(
m

k + l

)(
n − j + k

k

)(
m − k + j

j

)

×
n!m!(n − j + k)!(m − k + j)!

j!(n − j)!k!(m − k)!(k + l)!(n − j − 1 − l)!(j + l + 1)!(m − k − l)!

]1/2

= − i(− 1)lm − k + j + 1
2n+m

(
n

j + l + 1

)(
m

k + l

)(
n − j + k

k

)(
m − k + j

j

)

(I8)  

Therefore, 
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〈φm(t)|a1a†

2|φm(t)〉 = − i
∑m

k=0

∑m− k

l=− k

∑min{n,n− 1− l}

j=max{0,− 1− l}

(− 1)lm − k + j + 1
2n+m

×

⎛

⎝
n

j + l + 1

⎞

⎠

⎛

⎝
m

k + l

⎞

⎠

⎛

⎝
n − j + k

k

⎞

⎠

⎛

⎝
m − k + j

j

⎞

⎠{cos[ϕ(j, k)t]cos[ϕ(j + 1, k)t]

+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(

1 −
1

n − j + k

)(

1 −
1

m − k + j + 1

)√

sin[ϕ(j, k)t]sin[ϕ(j + 1, k)t]

}

= − i
∑m

k,l=0

∑min{n,n− 1− l+k}

j=max{0,− 1− l+k}

(− 1)l− km − k + j + 1
2n+m

×

⎛

⎝
n

j + l − k + 1

⎞

⎠

⎛

⎝
m

l

⎞

⎠

⎛

⎝
n − j + k

k

⎞

⎠

⎛

⎝
m − k + j

j

⎞

⎠{cos[ϕ(j, k)t]cos[ϕ(j + 1, k)t]

+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(

1 −
1

n − j + k

)(

1 −
1

m − k + j + 1

)√

sin[ϕ(j, k)t]sin[ϕ(j + 1, k)t]

}

(I9) 

Inserting Eq. (I9) into Eq. (I6), we obtain 

n1(t) =
n + m − 1

2
− 〈Sz(t)〉 +

∑m

k,l=0

∑min{n,n− 1− l+k}

j=max{0,− 1− l+k}

(− 1)l− km − k + j + 1
2n+m

×

(
n

j + l − k + 1

)(
m

l

)(
n − j + k

k

)(
m − k + j

j

)

{cos[ϕ(j, k)t]cos[ϕ(j + 1, k)t]

+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(

1 −
1

n − j + k

)(

1 −
1

m − k + j + 1

)√

sin[ϕ(j, k)t]sin[ϕ(j + 1, k)t]

}

(I10)  

with 〈Sz(t)〉 given by Eq. (I5). For m = 1, 

Fig. I1. Exact and approximate evolution of n1(t) for |ψ(0)〉 = |n,1, − 〉, namely, plot of Eqs. (I11) (solid line) and (I19) (dotted line) for (a) n = 100 and (b) for n =

104. The relatively narrow time range diagrammed in panel (b) displays that the approximate Eq. (I19) also accurately describes the first revival of field mode 1 
population for the larger n value. 
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n1(t) =
n
2
− 〈Sz(t)〉 +

∑1

k,l=0

∑min{n,n− 1− l+k}

j=max{0,− 1− l+k}

(− 1)l− k2 − k + j
2n+1

×

(
n

j + l − k + 1

)(
n − j + k

k

)(
1 − k + j

j

)

{cos[ϕ(j, k)t]cos[ϕ(j + 1, k)t]

+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(

1 −
1

n − j + k

)(

1 −
1

2 − k + j

)√

sin[ϕ(j, k)t]sin[ϕ(j + 1, k)t]

}

=
n
2
− 〈Sz(t)〉 +

1
2n+1

∑n− 1

j=0

(
n

j

)

(j + 2)(n − j){cos[ϕ(j, 0)t]cos[ϕ(j + 1, 0)t]

+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(

1 −
1

n − j

)(

1 −
1

j + 2

)√

sin[ϕ(j, 0)t]sin[ϕ(j + 1, 0)t]

}

−
1

2n+1

∑n− 2

j=0

(
n

j

)

(n − j)(n − j − 1){cos[ϕ(j, 0)t]cos[ϕ(j + 1, 0)t]

+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(

1 −
1

n − j

)(

1 −
1

j + 2

)√

sin[ϕ(j, 0)t]sin[ϕ(j + 1, 0)t]

}

−
1

2n+1

∑n

j=0

(
n

j

)

(j + 1)(n − j + 1){cos[ϕ(j, 1)t]cos[ϕ(j + 1, 1)t]

+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(

1 −
1

n + 1 − j

)(

1 −
1

j + 1

)√

sin[ϕ(j, 1)t]sin[ϕ(j + 1, 1)t]

}

+
1

2n+1

∑n− 1

j=0

(
n

j

)

(n − j + 1)(n − j){cos[ϕ(j, 1)t]cos[ϕ(j + 1, 1)t]

+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(

1 −
1

n + 1 − j

)(

1 −
1

j + 1

)√

sin[ϕ(j, 1)t]sin[ϕ(j + 1, 1)t]

}

=
n
2
− 〈Sz(t)〉 +

1
2n+1

∑n− 1

j=0

(
n

j

)

(n − j)(2j + 3 − n){cos[ϕ(j, 0)t]cos[ϕ(j + 1, 0)t]

+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(

1 −
1

n − j

)(

1 −
1

j + 2

)√

sin[ϕ(j, 0)t]sin[ϕ(j + 1, 0)t]

}

−
1

2n+1

∑n

j=1

(
n

j

)

(n − j + 1)(2j + 1 − n){cos[ϕ(j, 1)t]cos[ϕ(j + 1, 1)t]

+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(

1 −
1

n + 1 − j

)(

1 −
1

j + 1

)√

sin[ϕ(j, 1)t]sin[ϕ(j + 1, 1)t]

}

=
n
2
− 〈Sz(t)〉 +

n
2n+1

∑n− 1

j=0

(
n − 1

j

)
(n − 2j − 1)(n − 2j − 3)

j + 1
{cos[θ(j)t]cos[θ(j + 1)t]

+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
j + 1
j + 2

(

1 −
1

n − j

)√

sin[θ(j)t]sin[θ(j + 1)t]

}

=
n
2
− 〈Sz(t)〉 +

n
2n+1

∑n− 1

j=0

(
n − 1

j

)
(n − 2j − 1)(n − 2j − 3)

j + 1
{cos[(θ(j) − θ(j + 1))t ]

+

[ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
j + 1
j + 2

(

1 −
1

n − j

)√

− 1

]

sin[θ(j)t]sin[θ(j + 1)t]

}

(I11) 

with 

A. Migliore et al.                                                                                                                                                                                                                                



Results in Physics 30 (2021) 104690

39

θ(j) ≡ ϕ(j, 0) = 2λ
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(j + 1)(n − j)

√
(I12) 

Next, we construct an approximate expression for n1(t) that highlights the generalized parity effect in the m = 1 case. Considering that the mean of 
the binomial distribution with probability 1/2 is n/2, and using the same kind of approximation as in Eq. (D25), it is easy to demonstrate that the sum 
of sine functions in Eq. (I11) is less than 1. To obtain an analytical approximation for the cosine summation, we first derive expressions for p and n − p 
from Eq. (D24) to write 

θ(p) − θ(p + 1) = 2λ
[ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(p + 1)(n − p)
√

−
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(p + 2)(n − p − 1)

√ ]

= nλ

( ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1 +
2
n
−

2x
n
− x2

√

−

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1 +
2
n
−

8
n2 −

6x
n
− x2

√ )

≅
2λ
n
(2p − n + 2)

(I13)  

where the approximation neglects O(n− 3/2) terms, that is, it is valid for λt≪n3/2. Then, with the shorthand notation 

g(p) = cos
[

2λt
n

(2p − n + 2)
]

(I14)  

we elaborate on the summation as follows: 

n
2n+1

∑n− 1

p=0

(
n − 1

p

)
(n − 2p − 1)(n − 2p − 3)

p + 1
g(p) =

1
2n+1

∑n− 1

p=0

(
n

p + 1

)

(n − 2p − 1)(n − 2p − 3)g(p)

=
1

2n+1

∑n

p=1

(
n

p

)

(n − 2p + 1)(n − 2p − 1)g(p − 1)

=
n2 − 1
2n+1

∑n

p=1

(
n

p

)

g(p − 1) −
n − 1
2n− 1

∑n

p=1

(
n

p

)

p g(p − 1) +
1

2n− 1

∑n

p=2

(
n

p

)

p(p − 1)g(p − 1)

≅
n2

2n+1

∑n

p=0

(
n

p

)

g(p − 1) −
n(n − 1)

2n− 1

∑n− 1

p=0

(
n − 1

p

)

g(p) +
n(n − 1)

2n− 1

∑n− 2

p=0

(
n − 2

p

)

g(p + 1)

(I15)  

The last approximate expression of Eq. (I15) uses Eq. (I14) to define g( − 1) = cos(2λt) and considers that the additional p = 0 term in the first 
summation is negligible even compared to 1 for sufficiently large n. Furthermore, as we disregard the terms of the order of 1, we put n2 − 1 ≅ n2. The 
first summation in the last line of Eq. (I15) is calculated by means of the identity (D29) [58] with a = 4λt/n and b = − 2λt: 

1
2n+1

∑n

p=0

(
n
p

)

g(p − 1) =
1

2n+1

∑n

p=0

(
n
p

)

cos
[

2λt
n

(2p − n)
]

=
1
2
cosn

(
2λt
n

)

(I16)  

Similarly, the upper bound of the second summation is n − 1 and b = − 2λt + 4λt/n, whence 

1
2n− 1

∑n− 1

p=0

(
n − 1

p

)

g(p) = cosn− 1
(

2λt
n

)

cos
[

2λt
n

(n − 1) − 2λt +
4λt
n

]

= cosn
(

2λt
n

)

(I17)  

while 

1
2n− 1

∑n− 2

p=0

(
n − 2

p

)

g(p + 1) =
1
2
cosn− 2

(
2λt
n

)

cos
[

2λt
n

(n − 2) − 2λt +
8λt
n

]

=
1
2
cosn− 2

(
2λt
n

)[

2cos2
(

2λt
n

)

− 1
]

= cosn
(

2λt
n

)

−
1
2
cosn− 2

(
2λt
n

)
(I18)  

Finally, neglecting terms of the order of 1 or less, Eq. (I11) gives Eq. (24), namely, 

n1(t) ≅
n
2
+

n2

2
cosn

(
2λt
n

)

− n(n − 1)cosn
(

2λt
n

)

+ n(n − 1)cosn
(

2λt
n

)

−
n(n − 1)

2
cosn− 2

(
2λt
n

)

=
n
2
+

n
2
cosn− 2

(
2λt
n

)[

ncos2
(

2λt
n

)

− n + 1
]

=
n
2
+

n
2

cosn− 2
(

2λt
n

)[

1 − nsin2
(

2λt
n

)] (I19) 

Eq. (I19) implies the repopulation (emptying) of radiation field mode 1 for odd (even) n + 1, with the mid-plateau turning point at λt = πn/2, thus 
exemplifying the generalized parity effect. The comparison between the exact expression for n1(t) in Eq. (I11) and its approximation (I19) is shown in 
Fig. I1. 
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Appendix J 

Experimental observability of the generalized parity effect. 

Changing from atomic to SI units, Eq. (A34) gives an atom-field interaction strength parameter such that 

λ ≈
2πd2

ε0Vħ
ωF

Δ
(J1)  

where d (which is equal to either d− or d+) defines the size of the atomic transition dipole moments, and ε0 is the permittivity of vacuum. Using the 
dipole moment of cesium or rubidium (namely, alkali atoms frequently used in cavity QED [44]), which is on the order of 10− 29 C m, as an 
approximation to d, considering a volume V ∼ 10− 15m3 (as for optical cavities used in cold atom experiments [44,61]) and an angular frequency ωF =

2πν/2, with the value ν ≅ 352 THz of cesium D2 line [44,62], and estimating the detuning Δ as the corresponding natural line width of cesium, Δ ≅

32 MHz [62,63], one obtains 

λ ≈ 2 × 10− 5ωF ≅ 2 × 1010 s− 1 (J2)  

For n = 20 photons, Eq. (J2) implies that the parity effect is observable on a timescale 

τ ≅
n
λ
= 1 ns (J3)  

using well-feasible cavities [41,42] with Q factors on the order of 107. Clearly, the use of resonators with higher Q factors would produce larger λ 
values that still allow the rotating-wave approximation and are well below the limit of spectral collapse [40]. 
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