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Abstract

In this paper it is shown that an integrable approximation of the spring pendulum, when tuned

to be in 1:1:2 resonance, has monodromy. The stepwise precession angle of the swing plane of

the resonant spring pendulum is shown to be a rotation number of the integrable approximation.

Due to the monodromy, this rotation number is not a globally defined function of the integrals.

In fact at lowest order it is given by arg(χ + iλ), where χ and λ are functions of the integrals.

The resonant swing spring is therefore a system where monodromy has easily observed physical

consequences.

1 Introduction

The spring pendulum, or swing spring, is one of the simplest possible mechanical
systems. It is a spring with one end fixed, a mass attached at the other end,
and a constant vertical gravitation field acting upon it. The name swing spring
comes from the fact that, for appropriate initial conditions, the mass can either
swing like a pendulum or bounce up and down like a spring. However, if in
linear approximation near the equilibrium, the frequencies of the swinging and
springing motion are in resonance, then these two types of motions are intricately
intertwined. In particular, the following motion is easily observed: starting with
a weakly unstable vertical springing motion, the system evolves into a planar
swinging motion. This swinging motion is transient and the system returns to
its original springing motion. This cycle then repeats. Lynch [6] observed that
the orientation of the swing plane typically changes from one swinging phase to
the next. Moreover, the angle between the swing planes of any two successive
swinging phases is constant. However, the angle between the swing planes de-
pends on initial conditions. He called this phenomenon the stepwise precession
of the swing plane of the swing spring. It is this phenomenon that we are going
to explain both qualitatively and quantitatively.
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The swing spring has a long history that is well described in [7]. The earliest
comprehensive work on the planar spring pendulum is [12]. This paper gives
a classical treatment of the 1 : 2 resonance using action angle variables. It is
written in the spirit of the old quantum mechanics and was actually motivated
by the Fermi 1 : 2 resonance in CO2. The advent of modern quantum mechanics
seems to have made this type of analysis old-fashioned if not forgotten. As Lynch
[7] points out most of the previous work is only concerned with the planar spring
pendulum, so that the stepwise precession of the swing plane cannot be found in
the old literature. Some progress on the three dimensional system was made in
[6]. After that Holm and Lynch [5] found that the system can be approximated
by the 3-wave system and derived a differential equation for the angle of the
swing plane. This was done using “pattern evocation in shape space” [8]. We
show that the equation found by Holm and Lynch is exact and is nothing but
the equation for the evolution of one of the angles of the action-angle coordinates
of an integrable approximation to the resonant swing spring. We then trace the
origin of the stepwise precession to the existence of Hamiltonian monodromy in
this integrable approximation.

Hamiltonian monodromy is an obstruction to the existence of global action
variables, which was first described in [3] (see also [2]). It generically appears
around an equilibrium point of an integrable two degree of freedom Hamiltonian
system whose linearization has a complex quartuple of eigenvalues [13], [9]. Such
an equilibrium point is called a focus-focus point. The integrable approximation
of the resonant swing spring has three degrees of freedom. But after reduction
of a symmetry, one obtains a two degree of freedom system with a focus-focus
point as a relative equilibrium. Physically, this equilibrium corresponds to the
pure springing motion of the system.

For the purpose of the present paper the most important consequence of
monodromy is that the rotation number of invariant tori, that is, the ratio of
their frequencies, near the singularity is not a single valued function. Our main
result is that the stepwise precession of the swing plane is given by such a rotation
number W , which explicitly has the form

2πW = arg(χ+ iλ) + O(
√
χ2 + λ2). (1)

Here χ is a scaled nonlinear energy and λ is a scaled angular momentum. Hence
both are simple functions of the integrals of the system, and χ, λ → 0 near the
equilibrium of the swing spring. The amazing feature of (1) is that it is multi-
valued and thus not differentiable at the origin. The multi-valuedness means
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that no matter how small the initial perturbation from the equilibrium is, one
can always obtain all possible values for W . In general, such multi-valuedness
has been described for integrable foliations near focus-focus points by Vu Ngoc
[11]. In some sense our result is a special case of his. However, he did not study
the influence of the Hamiltonian, but only the foliation.

The paper is organized as follows. We briefly recall the physics of the swing
spring in section 2, and some basic facts about the harmonic oscillator in section 3.
Then we derive an integrable approximation in section 4 which is valid near the
resonant equilibrium point. This integrable system is reduced to a one degree of
freedom system in section 5, and the geometry of its energy momentum map is
described in section 6. The dynamics of the swing angle ϑ is analyzed in section 7.
In section 8 we show that there is monodromy. Finally we obtain equation (1)
for the rotation number W , by approximating an elliptic integral in section 9.

2 The physics of the swing spring

The spring pendulum is a point particle r = (x, y, z) in R
3 of mass m attached to

a spring which moves in a constant vertical gravitation field. Its potential energy
is

Ṽ (r) = mg z + 1

2
k(`0 − ‖r‖)2, (2)

where ‖r‖ =
√
x2 + y2 + z2. The unstretched length of the spring with spring

constant k is `0 and g is the constant of gravity. The motion of the swing spring
is governed by Newton’s equations

m r̈ = −grad Ṽ (r). (3)

The system is in equilibrium when the forces of gravity and the spring balance,
that is, when

grad Ṽ (r) = 0. (4)

Thus x = y = 0 and z = −`, where `, the equilibrium length of the spring, is
determined by

k(`− `0) = mg. (5)

Measuring length in units of equilibrium length `, mass in units of m and
time in units of

√
g/` (which is the period of small amplitude pendulum oscil-

lations), we see that the Hamiltonian of the swing spring on phase space T ∗
R

3
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with canonical coordinates Z = (x, y, z, px, py, pz) is

H̃(Z) = 1

2
(p2

x + p2

y + p2

z) + Ṽ (x, y, z), (6)

where

Ṽ (x, y, z) = z + 1

2
ν2

(
1 − 1

ν2
−

√
x2 + y2 + z2

)2

(7)

and ν =
√
k`/mg =

√
`/(`− `0). Since ` > `0, we have ν > 1. This implies that

the frequency of the spring oscillation is greater than the frequency of the small
amplitude pendulum oscillations. The reason for this is that these frequencies
are not independent because they are coupled by (5).

The Hamiltonian H̃ is invariant under rotation about the z-axis. This implies
that the angular momentum

L = xpy − ypx (8)

is a constant of motion. A third integral of the Hamiltonian system (H̃, T ∗
R

3) is
not known and numerical experiments indicate that it is non-integrable. As a first
step in our analysis, we derive an approximating integrable system by averaging
near the elliptic equilibrium.

Expanding the potential Ṽ (7) about its minimum (0, 0,−1) to cubic terms
gives

V2 + V3 = 1

2
(x2 + y2 + ν2z2) − µ̃(x2 + y2)z, (9)

where z from now on is the displacement from −1 and µ̃ = 1

2
(ν2 − 1) ≥ 0.

Thus the quadratic approximation to the Hamiltonian of the swing spring in
dimensionless variables with its equilibrium shifted to the origin is

H2 = 1

2
(p2

x + p2

y + p2

z) + 1

2
(x2 + y2 + ν2 z2). (10)

For a generic (irrational) choice of the constant ν, the frequencies of small oscilla-
tions of (10) near the stable equilibrium are not in resonance. When the physical
constants are chosen so that the frequencies are in resonance (the strongest one
being the 1:1:2 resonance, corresponding to ν = 2), then the system evolves in
accordance with the description in the introduction, and thus shows the phe-
nomenon of energy exchange and of precession of the swing plane. In the re-
mainder of this paper we will concentrate exclusively on the 1:1:2-resonant case
ν = 2. When ν 6= 2 an oscillation on the z-axis with sufficiently small amplitude
is stable, and undergoes a Hamiltonian Hopf bifurcation for increasing ampli-
tude. This will be shown in a forthcoming paper using Floquet theory and Hill’s
determinant. This case is analyzed as an example in [4] using normal form theory.
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3 Prelude: the 1:1 resonance

In order to understand the swing plane angle and to motivate a coordinate change
needed in the following sections, we recall some facts about the isotropic harmonic
oscillator with two degrees of freedom. Its Hamiltonian is the xy-part of H2 (10),
namely,

Hxy = 1

2
(p2

x + p2

y + x2 + y2) . (11)

The Hamiltonian Hxy is an action, because it has a periodic flow with minimal
period 2π for every initial condition with positive energy.3 The system (11)
is superintegrable: it has more integrals than degrees of freedom. They are
the individual energies of the oscillators Hx = 1

2
(p2

x + x2), Hy = 1

2
(p2

y + y2),
angular momentum L = xpy − ypx, and M = xy + pxpy. In fact, these four
polynomial invariants generate the algebra of all polynomials which are invariant
under the flow of XHxy

, see [2]. They are not independent but satisfy the relation
4HxHy = L2 + M2, which defines a curve in the energy surface {Hxy = hxy}.
Here and in the following we use the convention that a small letter denotes the
value of the conserved quantity of the corresponding capital letter, so that for
example {L = xpy − ypz = l} defines a hypersurface in phase space of constant
angular momentum l.4 The energy surface has the topology of S3, and the
orbits of Hxy define the Hopf fibration of S3. The space of orbits is obtained
as the quotient of S3 by the Hamiltonian flow. This quotient space is a sphere
S2 = S3/S1. The Hopf map from the energy surface S3 onto the sphere S2 is
given by (L,M,Hx − Hy). This latter sphere of radius hxy is embedded in R

3

with coordinates L, M , Hx −Hy, namely

L2 +M2 + (Hx −Hy)
2 = (Hx +Hy)

2 = h2

xy . (12)

In phase space all the periodic orbits of a fixed energy hxy are parameterized by
this S2. When considering their projection from phase space onto configuration
space they are oriented ellipses with different eccentricity and spatial orientation.
The angular momentum L (8) determines the area of the ellipse. An angle ϑ
conjugate to L determines the line on which the major axis lies.

In a superintegrable system there exist generalized action-angle coordinates
in the sense of Nekhoroshev [10] which we are now going to construct. The single
dynamically relevant action is the Hamiltonian itself. An angle α conjugate to

3From now on we assume that the energy is positive.
4not to be confused with the spring length `, which does not appear in the rest of this paper.
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Hxy satisfies {α,Hxy} = 1. The other two coordinates give a parameterization of
the twice punctured sphere S2 and α must be chosen so to commute with them.5

As coordinates on the twice punctured S2 we choose L and a conjugate angle
ϑ. The choice of L is somewhat arbitrary at this point, but 1) L has a clear
geometric meaning for the projection of the orbits onto configuration space, and
2) as we already noted for the swing spring L is a constant of motion (unlike the
other three invariants). This is typical in superintegrable systems, namely, the
form of the perturbation distinguishes one of the separating coordinate systems.

To find a generalized action-angle coordinate system we first perform a linear
symplectic change of coordinates that simultaneously diagonalizes Hxy and L.
Since the Hessian of Hxy is the identity, it is diagonal in any coordinate system.
The Hessian of L has eigenvalues ±1 with multiplicity 2 each. Up to permutation
and a rotation in each eigenspace (which amounts to a choice of phase of the
conjugate angles) the desired transformation is given by

(x, y, px, py) =
1√
2
(ξ + pη, η + pξ, pξ − η, pη − ξ) . (13)

In these coordinates L reads

L = 1

2
(p2

η + η2) − 1

2
(p2

ξ + ξ2) ,

and Hxy has the same form as before, see (11). Using the (ξ, η, pξ, pη) variables
we obtain the following well known result, see the appendix for a proof.

Lemma 1. A system of generalized action-angle coordinates for the isotropic
harmonic oscillator (11) is given by the action Hxy with conjugate angle

α = 1

2
(arg(η − ipη) + arg(ξ − ipξ)) (14)

and by the symplectic coordinates (L, ϑ) on the orbit space S2 minus two points
where

ϑ = 1

2

(π
2

+ arg(η − ipη) − arg(ξ − ipξ)
)
. (15)

The orbit space parameterizes the shape and orientation of the ellipse obtained
by projection of an orbit of the harmonic oscillator vector field XHxy

onto con-
figuration space. The line on which the major axis lies is given by ϑ, the angle

5for example, 1

2
(arg(x−ipx)+arg(y−ipy)) is conjugate to Hxy, and therefore parameterizes

the orbits, but it does not, e.g., commute with L.
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between the x-axis and the major axis, and its area by πl2. Its eccentricity e is
determined by hxy and l from

e = 2(κ+ κ−1)−1, κ4 =
hxy − l

hxy + l
. (16)

The above ‘coordinate system’ on S2 is not defined when either ξ = pξ = 0
or η = pη = 0, that is when either hxy = l or hxy = −l, respectively. In these
special cases, the projection of the orbit is a circle. Therefore the semi-major
axis, and hence ϑ, is not defined. S2 can therefore be understood as having
an axis with accessible values l ∈ [−hxy, hxy] where l = 0 is the equator and
l = ±hxy the north and south pole. For fixed latitude l the longitude ϑ gives
the direction of the major axis of the ellipse whose shape is determined by l.
Note that ϑ ∈ [−π/2, π/2] because it does not distinguish rays, but only lines.
Therefore, technically speaking, ϑ lives in the one dimensional projective space
RP

1. This also explains why there is an additional factor of 2 when compared to
the angle arg(Hx −Hy + iM).

The types of projections of the orbits of XHxy
fall into three cases.

1. 0 < |l| < hxy: elliptic motion

2. l = 0: linear motion

3. l = ±hxy: circular motion

In the following sections these three cases will reappear as part of the analysis
of the 1:1:2 resonant swing spring. In that case however, neither the eccentricity
nor the spatial orientation of the instantaneous ellipse will be constant, but will
slowly vary with time, see section 7.

The form of the angle variables suggests that the sum and difference ofHxy and
L are good constants of motion. Similar constants of motion will be introduced
in the next section.

4 An approximating integrable system

The first approximation to the Hamiltonian (6) of the swing spring is the trun-
cation of its Taylor expansion at the equilibrium, namely, (10) with ν = 2. The
Hamiltonian of the resonant swing spring in its cubic approximation is

Ĥ = H2 + V3 = 1

2
(p2

x + p2

y + p2

z) + 1

2
(x2 + y2 + 4 z2) − µ̃(x2 + y2)z . (17)

7



By rescaling the coordinates and changing the time scale, we may consider µ̃ to
be a small parameter, which measures the distance to the origin.

The second approximation is the first order normal form of Ĥ (17). In our
case, the normal form is obtained by averaging over the flow of the quadratic
part of Ĥ . Due to the resonance there will be secular terms at cubic order.
From general results it is known that a large measure of initial conditions of the
averaged system stays close to the original solutions for long times, see [1].

The quadratic terms H2 of the Hamiltonian Ĥ are a 1:1:2-resonator. The flow
generated by H2 is

ψ : (t, Z) 7→ ψt(Z) =




cos t 0 0 sin t 0 0
0 cos t 0 0 sin t 0

0 0 cos 2t 0 0 1

2
sin 2t

− sin t 0 0 cos t 0 0
0 − sin t 0 0 cos t 0
0 0 −2 sin 2t 0 0 cos 2t



Z, (18)

where Z = (x, y, z, px, py, pz).

The normal form of the Hamiltonian Ĥ is obtained by averaging over the flow
of H2, and is

H(Z) =
1

2π

∫
2π

0

Ĥ◦ψt(Z) dt

= H2 −
µ̃

8

[
(xpx + ypy)pz + (x2 + y2)z − (p2

x + p2

y)z
]
. (19)

By construction the new HamiltonianH (19) is invariant under S1 symmetry (18),
that is, {H,H2} = 0, where {, } is the standard Poisson bracket corresponding
to ω = dx∧ dpx + dy ∧ dpy + dz ∧ dpz. It is straightforward to check that H also
commutes with the angular momentum L. Since the two symmetries generated
by H2 and L commute, {H2, L} = 0 and are almost everywhere independent, it
follows that the system (H,H2, L, T

∗
R

3, ω) is Liouville integrable.
Now we introduce new canonical coordinates Ξ that diagonalize both, H2 and

L. As these have been discussed in detail in section 3, here we merely extend
this transformation by a scaling in z and pz. The new variables are given by the
linear symplectic map

Ξ = (ξ, η, ζ, pξ, pη, pζ) =
1√
2

(x− py, y − px, 2z, px + y, py + x, pz) . (20)
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In the new coordinates we obtain

L = 1

2
(p2

η + η2) − 1

2
(p2

ξ + ξ2) (21a)

H2 = 1

2
(p2

ξ + ξ2 + p2

η + η2 + 2(p2

ζ + ζ2)) (21b)

H = H2 + µ [(ξpζ − ζpξ)η − (ξζ + pξpζ)pη] , (21c)

where µ =
√

2µ̃/8 = 3
√

2/16. Hamilton’s equations in the Ξ coordinates are

ξ̇ = pξ − µ(ηζ + pηpζ) ṗξ = −ξ − µ(ηpζ − ζpη)

η̇ = pη − µ(ξζ + pξpζ) ṗη = −η − µ(ξpζ − ζpξ)

ζ̇ = 2pζ + µ(ξη − pξpη) ṗζ = −2ζ + µ(ξpη + ηpξ).

(22)

This is a variant of the 3-wave system, see [5] and the references therein. The
crucial difference of (22) with the usual presentation of the 3-wave system is
that we retain the linear terms. These terms usually are removed by the ansatz
ξ+ipξ = A exp(it), etc., which leads to equations in the amplitudes A etc., see [5].
In our treatment we retain the linear terms, because they determine the swing
plane to lowest order. Keeping these terms enables us to find the swing plane
without invoking the “pattern evocation in shape space” hypothesis, as was done
in [5].

5 Reduction to one degree of freedom

The truncated averaged resonant swing spring (H, T ∗
R

3) is Liouville integrable,
and has two S1 symmetries. In the classical approach, a “coordinate system” is
introduced that has the corresponding conserved quantities as momenta, together
with conjugate angles. This is very efficient, but this “coordinate system” has a
singularity exactly at the pure springing motion we want to study. This is why
we use singular reduction [2] in order to obtain a one degree of freedom system
that properly describes the motion close to pure springing motion. Towards this
goal, we introduce slightly simpler momenta J1, J2 in place of H2, L. We then
reduce the system by the effective two-torus action generated by the momenta
J1 and J2.

The new momenta are given by

J1 = 1

2
(H2 − L) = 1

2
(p2

ξ + ξ2 + p2

ζ + ζ2) (23a)

J2 = 1

2
(H2 + L) = 1

2
(p2

η + η2 + p2

ζ + ζ2), (23b)
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whose Hamiltonian vectors fields XJ1 and XJ2 have flows giving the S1-actions

φJ1
t : (t,Ξ) 7→




cos t 0 0 sin t 0 0
0 1 0 0 0 0
0 0 cos t 0 0 sin t

− sin t 0 0 cos t 0 0
0 0 0 0 1 0
0 0 − sin t 0 0 cos t



Ξ, (24a)

φJ2
s : (s,Ξ) 7→




1 0 0 0 0 0
0 cos s 0 0 sin s 0
0 0 cos s 0 0 sin s

0 0 0 1 0 0
0 − sin s 0 0 cos s 0
0 0 − sin s 0 0 cos s



Ξ , (24b)

respectively. Here Ξ = (ξ, η, ζ, pξ, pη, pζ). These S1-actions commute and leave
the Hamiltonian (21c) invariant. Thus (H, J1, J2, T

∗
R

3, ω) is a Liouville inte-
grable system. For most of the analysis we will use this set of constants of
motion and the coordinates Ξ. For the physical interpretation it is sometimes
better to use the coordinates Z and the constants H2 and L.

Now define a T 2-action

Φ : T 2 × T ∗
R

3 → T ∗
R

3

((t, s),Ξ) 7→ φJ1
t ◦φJ2

s (Ξ) =




cos t 0 0 sin t 0 0
0 cos s 0 0 sin s 0
0 0 cos(t + s) 0 0 sin(t + s)

− sin t 0 0 cos t 0 0
0 − sin s 0 0 cos s 0
0 0 − sin(t + s) 0 0 cos(t + s)



Ξ,

(25)

which comes from composing the commuting circle actions (24a) and (24b). The
momentum mapping of this two-torus action6 is the map

J : T ∗
R

3 → R
2 : Ξ 7→ (J1(Ξ), J2(Ξ)). (26)

To reduce the integrable system (H, J1, J2, T
∗
R

3, ω) by the symmetry Φ, we
use invariant theory. Let the symmetry Φ act on polynomials in the six variables
Ξ. A subset of polynomials will be invariant under Φ. These invariant polyno-
mials form an algebra. By the Hilbert basis theorem this algebra is generated
by a finite set of invariant polynomials, that is, every invariant polynomial can
be written as a polynomial in the generating polynomials. The reduction with
respect to the symmetry group action Φ is achieved by taking these generators
as new coordinates. In particular the Hamiltonian and the constants of motion
can all be written in terms of these coordinates. In our case the algebra of Φ
invariant polynomials is generated by

ρ1 = p2

ξ + ξ2, ρ2 = p2

η + η2, ρ3 = p2

ζ + ζ2 (27)

6To distinguish a physical action (that is, a constant of motion which generates a periodic
flow) from an action of a Lie group G, we will always call the latter a G-action.
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and
ρ4 = (ξη − pξpη)pζ − (ξpη + ηpξ)ζ,

ρ5 = (ξη − pξpη)ζ + (ξpη + ηpξ)pζ .
(28)

The invariance of ρ4 and ρ5 is more obvious if we write Φ in complex coordinates
z1 = ξ + ipξ, z2 = η + ipη, z3 = ζ + ipζ and note that

ρ5 + iρ4 = z̄1z̄2z3 = (ξ − ipξ)(η − ipη)(ζ + ipζ) .

To show that ρi are a basis of the algebra of invariant polynomials it is enough
to show that every invariant monomial can be written in terms of them. This
can be done in complex coordinates, because in these coordinates the Φ-invariant
monomials can easily be written down.

The Hamiltonian H (21c) and conserved momenta Ji when expressed in terms
of the generating polynomials are

H = 1

2
(ρ1 + ρ2 + 2ρ3) + µρ4 (29a)

J1 = 1

2
(ρ1 + ρ3) (29b)

J2 = 1

2
(ρ2 + ρ3) . (29c)

The invariants (27) and (28) are not independent, but are subject to the relation

ρ2

4 + ρ2

5 = ρ1ρ2ρ3, ρ1 ≥ 0, ρ2 ≥ 0, ρ3 ≥ 0 . (30)

Now we want to fix the values of the conserved momenta, and study the remaining
one-degree of freedom motion. Fixing (J1, J2) = (j1, j2) means that we consider
the (j1, j2)-level set of the momentum map J (26) in phase space. Not only do
we fix the momenta, but in carrying out singular reduction we also remove the
dynamics that is generated by J . This means that the reduced phase space Pj1,j2

(which is possibly singular) is the space of orbits of the symmetry group action
Φ with momentum (j1, j2): formally, Pj1,j2 = J −1(j1, j2)/T

2. This set is defined
by (30) together with

ρ1 + ρ3 = 2j1, ρ2 + ρ3 = 2j2 , (31)

which come from (29b) and (29c). Using (31) ρ1 and ρ2 can be eliminated from
(30). The defining equation of Pj1,j2 is then

Gj1,j2(ρ3, ρ4, ρ5) = ρ2

4 + ρ2

5 − ρ3(2j1 − ρ3)(2j2 − ρ3) = 0 , (32)
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Figure 1: The polynomial P3 (upper row) and the corresponding reduced spaces Pj1,j2

(lower row) illustrating the three types of reduced space: 1) j1 = 1 < j2 = 3/2 (left),
2) j1 = j2 = 1 (middle), and 3) j1 = 0, j2 = 1 (right).

where 0 ≤ ρ3 ≤ min(2j1, 2j2). Hence Pj1,j2 is a semialgebraic variety in R
3

with coordinates (ρ3, ρ4, ρ5). Because both ρ3 and ρ2
4 + ρ2

5 are nonnegative, there
are three non-trivial possibilities for the geometry of Pj1,j2, see figure 1. These
possibilities are determined by the position of the roots of the polynomial

P3(ρ3) = ρ3(2j1 − ρ3)(2j2 − ρ3) . (33)

The reduced phase space Pj1,j2 (32) can have three different topologies.

1. j1 6= j2 6= 0: The space J −1(j1, j2) is smooth and the action Φ (25) is free.
The reduced space is diffeomorphic to a smooth 2-sphere, see figure 1 left.
The dynamics generated by J in full phase space is a two-torus for every
initial point in Pj1,j2. In other words, every point in the reduced space
reconstructs to a two-torus orbit of the free action Φ in phase space.

2. j1 = j2 6= 0: The space J −1(j1, j1) is smooth and the action Φ has a fixed
point (ρ3, ρ4, ρ5, ρ3) = (2j1, 0, 0) with isotropy group S1. Then the reduced
space is a “turnip”, that is, a topological 2-sphere with one (conical) singular
point (0, 0, 2j1), see figure 1 middle. This singular point reconstructs to a
pure springing motion on ξ = η = pξ = pη = 0 and ζ2 + p2

ζ = 2j1. All
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Figure 2: The intersection of the singular reduced space P1,1 with the plane h = const
gives an integral curve of the reduced one degree of freedom system.

other points of the reduced space reconstruct to a two-torus in phase space
which has angular momentum L equal to zero. This two-torus dynamically
decomposes into an S1 family of planar motions.

3. j1 = 0 < j2 or j2 = 0 < j1: Each of the reduced spaces Pj1,0 and P0,j2 is the
point ρ4 = ρ5 = ρ3 = 0, see figure 1 right. In T ∗

R
3 each point corresponds

to a pure swinging motion with nonzero angular momentum L on the circle
ξ2 + p2

ξ = 2j1, η = pη = ζ = pζ = 0 (counterclockwise in the (x, y) plane
projection) or the circle η2 + p2

η = 2j2, ξ = pξ = ζ = pζ = 0 (clockwise),
respectively. In the particular case j1 = j2 = 0, the reduced space P0,0

again is the point ρ4 = ρ5 = ρ3 = 0, which this time reconstructs to the
equilibrium point ξ = pξ = η = pη = ζ = pζ = 0.

Since the Hamiltonian H (21c) is invariant under the T 2 action Φ (25), it
induces a Hamiltonian function on the reduced space given by

Hj1,j2 : Pj1,j2 ⊆ R
3 → R : (ρ3, ρ4, ρ5) 7→ j1 + j2 + µρ4. (34)

The integral curves of the reduced one degree of freedom system are the intersec-
tion of the reduced phase space Pj1,j2 and the planes {Hj1,j2 = h}, as illustrated
in figure 2. The fact that the Hamiltonian is a linear function does not imply that
the system is a linear dynamical system, because the nonlinearity is contained in
the Poisson bracket that gives the dynamics on the reduced space. The original
Poisson bracket on T ∗

R
3 induces a Poisson bracket on the reduced space R

5 with
coordinates (ρ1, . . . , ρ5). The reduced brackets are simply obtained by calculating

13



the brackets in the original variables, and then re-expressing them in terms of
the generators of the invariants. This is always possible, because the bracket of
invariant polynomials is again an invariant polynomial. We obtain the following
non-zero brackets:

{ρ1, ρ4} = {ρ2, ρ4} = {ρ4, ρ3} = −2ρ5,

{ρ1, ρ5} = {ρ2, ρ5} = {ρ5, ρ3} = 2ρ4, (35)

{ρ4, ρ5} = (ρ1 + ρ2)ρ3 − ρ1ρ2 .

By direct computation it is easy to check that the above brackets satisfy the Ja-
cobi identity. Since we have removed the dynamics generated by the components
of J to obtain the reduced dynamics, the generators (29b,29c) are Casimirs for
the Poisson algebra on the reduced space. They are used to eliminate ρ1 and ρ2,
which gives a Poisson bracket on R

3 (with coordinates (ρ3, ρ4, ρ5)) given by

{ρ3, ρ4} = 2ρ5

{ρ4, ρ5} = 2ρ3(j1 + j2 − ρ3) − (2j1 − ρ3)(2j2 − ρ3)

{ρ5, ρ3} = 2ρ4.

(36)

This bracket has the relation (30) as a Casimir. So the reduced phase space Pj1,j2

is a symplectic leaf of the reduced Poisson bracket. Hence the vector field of the
reduce Hamiltonian Hj1,j2 on the reduced phase space Pj1,j2 is given by

ρ̇4 = {ρ4, Hj1,j2} = 0

ρ̇5 = {ρ5, Hj1,j2} = µP ′

3(ρ3)

ρ̇3 = {ρ3, Hj1,j2} = 2µ ρ5 .

(37)

Combining the last two equations in (37) we arrive at a single second order
equation

ρ̈3 = 2µ2P ′

3(ρ3) (38)

that gives the reduced dynamics, where the “potential” P3 is given by (33). The
differential equation (38) describes the evolution of the square of the amplitude
of z-oscillation (recall that ρ3 = 1

2
(p2

z +4z2) in original variables). Equation (38)
can be integrated to

ρ̇2

3 = 4µ2P3(ρ3) − c. (39)

We will see later that the integration constant c = 4(h− j1 − j2)
2.
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When j1 = j2 > 0, the h = 2j1-level set of the reduced Hamiltonian Hj1,j1 (34)
is the intersection of the 2-plane {Hj1,j1 = h} = {ρ4 = 0} with the reduced space
Pj1,j1. This integral curve is homoclinic to the conical singular point (2j1, 0, 0) of
Pj1,j1. The conical singular point reconstructs in phase space to the hyperbolic
periodic orbit of pure springing motion; while the homoclinic loop reconstructs
to a 2-torus bundle over each point of H−1

j1,j1
(2j1) \ {(2j1, 0, 0)}. Thus H−1

j1,j1
(2j1)

reconstructs to the stable and unstable manifold of the hyperbolic periodic orbit.
This invariant manifold is the product of a once pinched 2-torus and a circle. De-
scribing the geometry of the 3-torus bundle and the dynamics of the swing spring
near this homoclinic invariant manifold is the main objective of the remainder of
this paper.

6 Critical values of the energy-momentum map

The truncated and averaged swing spring (H, T ∗
R

3) is Liouville integrable and
has three degrees of freedom. The Liouville-Arnold theorem implies that almost
all initial conditions lead to dynamics on three-tori. At special points where
the constants of motion are not independent, the motion takes place on a lower-
dimensional space. An example of this occurs for relative equilibria in which only
rotation about the z-axis takes place, or equilibria, with no motion at all. All
this information is contained in the geometry of the energy momentum map

EM : T ∗
R

3 → R
3 : Ξ 7→ (H(Ξ), J1(Ξ), J2(Ξ)) (40)

of the Liouville integrable system (H, J1, J2, T
∗
R

3, ω). In this section we deter-
mine the set of critical values Σ of the energy momentum mapping (40). Knowing
the image and critical values of the energy momentum map, we can use the in-
formation obtained in section 5, to discuss the types of motion that correspond
to the different critical values.

The critical values of EM are determined by the equilibrium points of the
reduced system, because an equilibrium of the reduced system reconstructs to a
lower dimensional invariant set. Later we will see that the converse is also true.
Geometrically, equilibrium points of the reduced system correspond to energies
h for which the plane {Hj1,j2 = h} is either tangent to the reduced space Pj1,j2,
or intersects it at a (singular) point. The roman numerals I,II,III refer to the
equilibrium points found in the corresponding cases 1,2,3 of section 5.

I. j1 6= j2 6= 0: critical points always correspond to tangencies.
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II. j1 = j2 6= 0: critical points occur either because the plane {Hj1,j1 = h}
contains the conical singular point (ρ3, ρ4, ρ5) = (2j1, 0, 0) of the turnip
(case IIa) or because of a tangency to a smooth part of the turnip (case IIb).
The conical singular point corresponds to the critical value (H, J1, J2) =
(2j1, j1, j1) of EM.

III. j1 = 0 or j2 = 0: the critical values for which the plane {Hj1,j2 = h}
contains the point Pj1,j2 are (j1, j1, 0) or (j2, 0, j2), respectively.

The points of tangency between {Hj1,j2 = h} and Pj1,j2 occur at extrema
of Hj1,j2 restricted to Pj1,j2. Therefore they can be computed using Lagrange
multipliers. Requiring the gradients of Hj1,j2 (34) and Gj1,j2 (32) with respect to
(ρ3, ρ4, ρ5) to be parallel gives ρ5 = 0 and P ′

3(ρ3) = 0. Eliminating ρ4 using the
Hamiltonian gives

Q3(ρ3) = −Gj1,j2(ρ3, (h− j1 − j2)/µ, 0)

= ρ3(2j1 − ρ3)(2j2 − ρ3) − (h− j1 − j2)
2 /µ2.

(41)

Since Q′

3 = P ′

3 = 0, tangencies occur at multiple roots of Q3. The discriminant
surface of the polynomial Q3 is the set of parameters (h, j1, j2) for which Q3 has
(possibly complex) multiple roots. Restricting to real roots in [0,min(2j1, 2j2)]
one obtains the tangencies relevant for determining the points described in point
I. In case II when h = 2j1 then ρ3 = 2j1 is a double root of Q3 at the boundary
of [0, 2j1]. In case III there is a double root at ρ3 = 0, which degenerates into
a triple root when j1 = j2 = h = 0. Hence the information needed to draw the
set of critical values Σ are contained in the discriminant locus of Q3 restricted to
real roots in [0,min(2j1, 2j2)].

The following argument determines a parameterization of the set Σ by the
position of the real double root s ∈ [0,min(2j1, 2j2)]. Make the ansatz

Q3(ρ3) = (ρ3 − s)2(ρ3 − t) = ρ3

3 − (t+ 2s)ρ2

3 + (2st+ s2)ρ3 − s2t .

Comparing coefficients of the right most polynomial above with those of Q3 (41)
gives

t+ 2s = 2(j1 + j2) (42a)

2st+ s2 = 4j1j2 (42b)

s2t = (j1 + j2 − h)2/µ2 . (42c)
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From (42c) it follows that t ≥ 0. Taking the square root of both sides of this
equation gives

j1 + j2 − h = ε1µ s
√
t, (43)

where ε1 = ±. Taking the difference of the squares of (42a) and 4 times (42b)
gives

4(j1 − j2)
2 = t(t− 4s) , (44)

which implies that
either t ≥ 4s and t ≥ 0, or t = 0. (45)

When either of the conditions (45) hold, we may take the square root of both
sides of (44). We then obtain

2(j1 − j2) = ε2

√
t(t− 4s), (46)

where ε2 = ±. Adding and subtracting this from (42a) gives

j1 = j1(s, t) = 1

4
(t+ 2s+ ε2

√
t(t− 4s))

j2 = j2(s, t) = 1

4
(t+ 2s− ε2

√
t(t− 4s)).

(47)

Subtracting half of (42a) from (43) we obtain

h = h(s, t) = 1

2
(t+ 2s) − ε1µ s

√
t. (48)

Hence we have proved

Lemma 2. Consider the mapping

Bε1,ε2 : D ⊆ R
2 → R

3 : (s, t) 7→ (h(s, t), j1(s, t), j2(s, t)),

where D is the closed subset of R
2 which is the union of 1) the intersection of

the closed half planes {s ≥ 0}, {t ≥ 0}, {t − 4s ≥ 0} and 2) the closed half line
L− = {(s, 0) ∈ R

2 s ≥ 0}. For every choice of sign of ε1 and ε2, the map Bε1,ε2

parameterizes a patch of the set Σ. The image under Bε1,ε2 of the closed half line
L+ is the thread

T = Bε1,ε2(L+) = {(2j1, j1, j1) ∈ R
3 j1 ≥ 0},

which is attached to the 2-dimensional pieces Bε1,ε2(D\L+) at the origin (0, 0, 0).
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Figure 3: Set of critical values Σ of the energy momentum map. It consists of two
smooth patches intersecting in two lines and a thread T (thick black line) connected to
the former only at the origin. The image of the energy momentum map contains the
thread, hence it is not simply connected.
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Since the image of the energy momentum mapping EM (40) is the closed
region in R

3 bounded by Σ and containing the thread T , we see that the set of
regular values given by the image minus Σ is not simply connected. Thus, the
Liouville integrable system (H, J1, J2, T

∗
R

3, ω) possibly has monodromy.
The set Σ of critical values of the EM map is shown in figure 3. The points

of the set Σ can be characterized as belonging to the three subsets introduced at
the beginning of this section.

I. j1 6= j2 6= 0: These critical values correspond to the interior points of the
four patches. The preimage under the energy-momentum map EM of each
of these points is a two-torus in phase space. Their special feature is that
since ρ3 = const the instantaneous ellipse formed by their projection into
the (x, y)-plane has constant eccentricity, see section 7. In [7] they are
referred to as elliptic-parabolic modes.

II. j1 = j2 6= 0: This condition determines the thread (t = 0, case IIa), and
two lines in the smooth part of the boundary (t = 4s, case IIb). Both
cases imply that the angular momentum L vanishes and the energy of the
quadratic terms H2 satisfies j1 = j2 = h2/2. For IIa we find h = 2j1 = h2;
it represents the unstable springing motion including its separatrix. An
ordinary tangency occurs for IIb and hence h = h2 − 2ε1µ(h2/3)3/2. Unlike
in case III here the preimage under EM is a two-torus. However, each
corresponding motion is periodic inside a plane through the z-axis. The
union of all possible planar periodic orbits with fixed (h, j1 = j2) gives a
two-torus foliated by periodic orbits. In the planar two degree of freedom
spring pendulum with vanishing angular momentum, case IIb corresponds
to isolated periodic orbits, the cup (ε1 = +1) and cap (ε1 = −1) solutions,
see [12, 7].

III. j1 = 0 or j2 = 0: This condition describes the edges of Σ (those parameter-
ized by (s = 0)), where two patches meet. These two curves in Σ represent
the periodic orbits of left or right circular swinging motion (called conical
motion in [7]). The angular momentum is maximal/minimal for fixed en-
ergy h = max(j1, j2) and each of the periodic orbits is a relative equilibrium.
The point j1 = j2 = 0 is the equilibrium point at the origin of phase space.

All the remaining points in the image of EM correspond to regular values and
represent generic motion on three-tori. The set Σ has a non-linear scaling sym-
metry, which will be used in later sections. By the usual convention l and h2
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Figure 4: The set Σ in scaled parameters (χ, λ). The arabic numerals refer to the type
of reduced phase space Pj1,j2. The roman numerals refer to the types of critical values
of the energy momentum map. Topologically figure 3 is a cone over the set of critical
values, with the same labeling.

denote the values of the conserved quantities L and H2, respectively. Our nam-
ing convention applied to the inverse of (23a, 23b) gives

h2 = j1 + j2, l = j2 − j1. (49)

We denote the scaled constants of motion by the corresponding Greek letters

χ = (h− h2)/(µh
3/2

2 ), λ = l/h2. (50)

Scaling ρ3 by h2 gives a polynomial Q̃3 (which replaces Q3) that only depends on
χ and λ, namely

Q̃3(z) = z((1 − z)2 − λ2) − χ2 . (51)

By a calculation similar to the one that lead to lemma 2 we find that

(χ, λ) = (ε1s
√

2 − 2s, ε2

√
(1 − 3s)(1 − s)). s ∈ [0, 1] ,

So

χ = ±
√

6

9

√
(1 + 3λ2)3/2 − (1 − 9λ2), λ ∈ [−1, 1] . (52)
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The critical values give a lemon-shape in the (χ, λ)-plane shown in figure 4. The
diagram in figure 4 is a section through the set of critical values Σ of the energy
momentum map. The origin in the (χ, λ)-plane is the intersection with the thread,
and gives an isolated singular point. Solving the definition of χ (50) for h, and
then using (52) and λ = (j2−j1)/(j2+j1) gives an explicit formula for the critical
value h as a function of the momenta j1 and j2.

7 Reconstruction: the swing plane angle

The most striking feature of the resonant swing spring is the phenomenon of step-
wise precession of the swing plane. In section 3 we have seen that the angle ϑ
(15) gives the orientation of the ellipse in the xy-plane of the isotropic harmonic
oscillator. For the full Hamiltonian H (21c) of the resonant swing spring we
expect this ellipse to change orientation and eccentricity. However, its area is still
constant, because the angular momentum L is conserved. When the solutions of
the swing spring are projected to the xy-plane the geometry is similar to that of
the harmonic oscillator. The functions ϑ (15) and κ (16) are defined in the same
way as in section 3 as functions of x, y, px, py, or ξ, η, pξ, pη. Recall that for the 1:1
oscillator all the geometric characteristics of the projected orbits are determined
by the invariants Hx, Hy, L, and M . All three such characteristics, orientation,
eccentricity, and area are functions of the invariants, and hence are constant. For
the swing spring each of these characteristics behave in a different way.

• area: as before, the area of the (instantaneous) ellipse is given by πl2 and
is constant.

• eccentricity: this is a function of κ (16); the difference between the swing
spring with the harmonic oscillator is that

hxy − l = 1

2
(x2 + p2

x + y2 + p2

y) − (xpy − ypx) = ξ2 + p2

ξ = ρ1

is invariant under the two-torus symmetry group, but is not invariant under
the Hamiltonian dynamics. For κ4 we find

κ4 =
ξ2 + p2

ξ

η2 + p2
η

=
ρ1

ρ2

=
2j1 − ρ3

2j2 − ρ3

, (53)

which is a function of ρ3 (which in general is non-constant). For critical
motion of type I, IIb, and III, ρ3 is constant. In these cases the eccentricity
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is constant. For the most interesting case IIa, it is only constant on the
hyperbolic orbit itself, but not on its separatrix.

• orientation: the swing plane is defined by

ϑ = 1

2
(
π

2
+ arg(η − ipη) − arg(ξ − ipξ)) . (54)

The difference with the harmonic oscillator is that ϑ cannot be expressed in
terms of the invariants ρi of the two-torus symmetry group. Hence it is not
a function of the reduced dynamics. Instead it is defined by a differential
equation that is determined by and is driven by the reduced dynamics.

We want to compute the change of ϑ between one swinging phase and the
next. Recall that ρ3 is the energy in the z motion, that is, ρ3 is the square of
the amplitude of the motion in z direction. Therefore we want to compute the
change of ϑ over a complete period of the reduced motion of ρ3.

In the 1:1 oscillator, Hxy and L are integrals the motion. In the 1:1:2 resonant
swing spring H2 and L are instead. We prefer to use J1, J2 (23a,23b) and the
conjugate angles θ1, θ2 (which are the difference and sum of the angles α and ϑ,
see (14, 15)). Excluding the cases where ξ = pξ = 0 or η = pη = 0, we see that
(j1, j2, θ1, θ2) form a coordinate system for the motion on two-tori.

In section 5, we have found a Hamiltonian 2-torus action (25) on T ∗
R

3 with
momentum map J = (J1, J2) (26). For a regular value (j1, j2) of J the two-
torus action on the level set J −1(j1, j2) = (J1)

−1(j1) ∩ (J2)
−1(j2) is free. Hence

we obtain a smooth 2-torus bundle πj1,j2 : J −1(j1, j2) → Pj1,j2 over the reduced
space Pj1,j2. We would like to find action-angle coordinates for this completely
integrable system.

Lemma 3. Outside the origin of the (ξ, pξ)-plane and the origin of the (η, pη)-
plane the functions (j1, θ1, j2, θ2) given by

θ1 = arg(ξ − ipξ), θ2 = arg(η − ipη) (55)

and ρ3, ρ4, ρ5 define a map from the phase space T ∗
R

3 into the closed subset of
T 2 × R

2 × R
3 (with coordinates (θ1, θ2, J1, J2, ρ3, ρ4, ρ5)) defined by the equation

ρ2
4 + ρ2

5 = P3(ρ3) where P3 is the cubic polynomial (33). In these coordinates, the
Hamiltonian of the resonant swing spring is

H = J1 + J2 + µ ρ4 . (56)
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Moreover, the following Poisson bracket relations hold.

{θ1, J1} = 1, {θ2, J2} = 1, (57a)

{θ1, ρ4} =
ρ4

ρ1

, {θ1, ρ5} =
ρ5

ρ1

, (57b)

{θ2, ρ4} =
ρ4

ρ2

, {θ2, ρ5} =
ρ5

ρ2

, (57c)

{ρ3, ρ4} = 2ρ5 {ρ3, ρ5} = −2ρ4, {ρ4, ρ5} = ρ3(ρ1 + ρ2) − ρ1ρ2, (57d)

where ρ1 = 2J1 − ρ3, ρ2 = 2J2 − ρ3 and all other brackets vanish.

Proof. The last assertion can be verified by direct calculation using the old vari-
ables (ξ, η, ζ, pξ, pη, pζ). The first statement is straightforward consequence of the
fact that the functions ρi give an embedding of the reduced space, J1, J2 are
the momenta of the reducing action and the angles θ1, θ2 are coordinates in the
2-toric fibers of the reduction, as can be deduced by the commutation relations.

The fact that all brackets between the new variables can be expressed in terms
of the ρi follows from the fact that the flow of the Hamiltonian vector fields of J1

and J2 leaves ρi invariant and that the actions J1 and J2 and the angles θ1, θ2 form
a symplectic coordinate system in the two-torus fiber of the bundle πj1,j2.

Lemma 3 allows us to give a description of the motion of the resonant swing
spring in phase space by decomposing it into a reduced system, which is an
invariant subsystem that drives the dynamics in the fibers. Using the fact that
µρ4 = h− j1 − j2, the equations of motion for the angles in a fiber are

θ̇1 = {θ1, H} = 1 +
h− j1 − j2

ρ1

= 1 +
h− j1 − j2
2j1 − ρ3

(58a)

θ̇2 = {θ2, H} = 1 +
h− j1 − j2

ρ2

= 1 +
h− j1 − j2
2j2 − ρ3

. (58b)

They are driven by the solution of the the second order differential equation

ρ̈3 = 2µ2 P ′

3(ρ3) = 2µ2 ((2j1 − ρ3)(2j2 − ρ3) − 2ρ3(j1 + j2 − ρ3)) . (59)

From equations (58a,58b) one sees that the time derivative of the swing angle ϑ
(15) satisfies

ϑ̇ = 1

2
(θ̇2 − θ̇1) =

(h− j1 − j2)(j2 − j1)

(2j1 − ρ3)(2j2 − ρ3)
=

(h− h2)l

(h2 + l − ρ3)(h2 − l − ρ3)
. (60)
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Figure 5: The eccentricity e(t) (dotted line) and the derivative of the swing-angle ϑ̇(t)
(solid line) for j1 = 1, j2 = 1.1, h = 2.15. When the eccentricity is about zero the rate
of change of the swing-angle is maximal while, when the eccentricity is close to 1 the
swing-angle is almost constant, see (61).

Both equation (59) and (60) can be found in [5]. We rederived them here because
in [5] they were obtained under the hypothesis of “pattern evocation in shape
space”, which might have been an approximation. From our derivation we see
that no approximation is involved and that the angle of the swing plane is simply
an angle of an action-angle coordinate system. The stepwise precession of the
swing plane, that is, the change of ϑ over a complete period of ρ3, is independent
of the initial angle ϑ. Integrating (60) gives the precession angle as an integral
of a periodic function over the period of the function. Therefore the stepwise
precession angle is independent of the initial angle ϑ, and in particular is the
same between any two successive swinging modes of an orbit. In section 8 and
section 9 we explicitly calculate the stepwise precession angle.

In order to interpret (60) it is best to eliminate ρ3 and replace it by the
eccentricity e. This is done in two steps. First ρ3 is replaced by κ by simply
solving (53). In the second step κ is eliminated in favor of e using (16).7 This
gives

ϑ̇ =
h− h2

l

1
(

κ4+1

κ4
−1

)2 − 1
= 4

h− h2

l

1 − e2

e4
. (61)

This shows that ϑ is nearly constant when the swing spring is swinging, and
hence e ≈ 1, while ϑ changes very fast when the swing spring is springing, and

7The reason that the second step gives a rational function is that the expression is invariant
under the replacement κ → 1/κ, as e itself.
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hence e ≈ 0. The fact that all the angle change occurs when it is impossible
to see that the angle is changing (because the instantaneous ellipse is close to a
circle) is the reason that makes the experimental observation so surprising and
explains the stepwise nature of the precession.

Close to the homoclinic motion (separatrix of type IIa) with j1 ≈ j2 and hence
l ≈ and h ≈ h2 the z-energy ρ3 sweeps out almost the whole range [0, 2h2]. The
largest eccentricity obtained is ≈ 1 − 2(l/h2)

2, which is close to 1, so that ϑ̇ is
nearly zero, see figure 5.

8 Monodromy and rotation numbers

Let us now compute the monodromy matrix for the swing spring system in a way
similar to that used in [2]. As we have shown, the reduced system is everywhere
periodic except for the homoclinic orbits (whose points are mapped onto the
thread by the energy-momentum map). To obtain an expression of the missing
action function we will focus on the Θi, the change of θi over one period of the
motion of ρ3. To do so we first express such change as the time integral of the
time derivative of θi and then, by changing the time parameterization, we will
obtain Θi as the integral of an elliptic differential of third kind.

Any integral curve in the reduced system is given by the h-level set of the
reduced Hamiltonian Hj1,j2 (56) on the reduced space Pj1,j2 (32). Hence every
motion takes place on a family of real elliptic curves

Eh,j1,j2 = {(ρ3, ρ5) : ρ2

5 = ρ3(ρ3 − 2j1)(ρ3 − 2j2) −
(h− j1 − j2)

2

µ2
} , (62)

where 0 ≤ ρ3 ≤ min(2j1, 2j2). Equation (62) is obtained by eliminating ρ4

from (26) using the equation Hj1,j2 = h (preservation of energy) which becomes
h = j1+j2+µρ4. This reproduces the polynomial Q3 (41). Therefore the analysis
of the double roots of Q3 which we did for the energy momentum map also applies
here.

Equation (59) can be integrated at once and we find

ρ̇3 = 2µρ5 = ±2µ
√
Q3(ρ3) . (63)

Note that (63) is the last of the reduced equations of motion (37). When (h, j1, j2)
is a regular value of the energy momentum mapping EM (40) of the swing spring
(which we henceforth assume), the curve Eh,j1,j2 (62) is smooth. When h = j1 +j2
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the polynomial P3(ρ3) = ρ3(2j1−ρ3)(2j2−ρ3) is non negative on [0,min(2j1, 2j2)].
Therefore the polynomial Q3 has three distinct real roots

0 ≤ ρ0

3 < ρ−3 ≤ min(2j1, 2j2) ≤ max(2j1, 2j2) ≤ ρ+

3 .

(With strict inequalities if h 6= j1 + j2.) The motion of the reduced system on
H−1

j1,j2
(h) takes place when ρ3 lies in [ρ0

3, ρ
−

3 ]. Since H−1

j1,j2
(h) is diffeomorphic

to a circle, as the reduced motion runs through a period, the time parameter ρ3

traverses the interval [ρ0
3, ρ

−

3 ] forward and backward once. Accordingly the period
of the driving motion (63) is given by

T = 2

∫ ρ−3

ρ0
3

dρ3

2µρ5

(64)

The change of θi (58a, 58b) , i = 1, 2 over this period is

Θi =

∫ T

0

(
1 +

h− j1 − j2
ρi

)
dt (65)

By a change of time scale using equation (63), the integral (65) becomes

Θi = 2

∫ ρ−3

ρ0
3

(
1 +

h− j1 − j2
ρi

)
dρ3

2µρ5

, (66)

which is an integral along a closed loop of a differential form on Eh,j1,j2. Denote
by γ the loop encircling the points (ρ0

3, 0) and (ρ−3 , 0) in the complex plane and
introduce the elliptic differentials

τ0 =
dρ3

2µρ5

, τi =
(h− j1 − j2) dρ3

2(2ji − ρ3)µρ5

, i = 1, 2 .

The angle conjugate to ρ3 advances by 2π in time T . The angle θi advances by
Θi in that same time. Therefore the rotation numbers Wi of the motion on a
three-torus are given by the complete elliptic integrals

−2πWi(h, j1, j2) = Θi =

∮

γ

τ0 +

∮

γ

τi . (67)

The first integral in (67) defines a smooth function for every regular value of
EM. The second gives a multi-valued function that, due to the residue of the
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ρ3 ρ3
0 − 2j1γ

γ'

γ''

Figure 6: The integration path γ in the complex ρ3 plane is equivalent to the path
γ′′ − γ′, where γ′ encircles a pole of the differential.

pole in (2ji, 0), jumps 2π every time the parameters circle around the thread.
The technique to prove this is identical to that used in [2].

To compute the jump of the rotation number W1 one chooses a loop in the
energy momentum domain that winds around the thread, say

t 7→ (2j + δ sin t, j + 1

2
δ cos t, j − 1

2
δ cos t)

for δ sufficiently small, and then compute the values of the function I given by
∮

γ

δ sin t dρ3

2(2j + δ cos t− ρ3)
√
µ2ρ3(2j + δ cos t− ρ3)(2j − δ cos t− ρ3) − δ2sin2t

.

The above integral is not well defined when t equals π. In fact, for t = π the
pole of the differential coalesces with the branch point of the Riemann surface.
To compute I as t tends to π from both sides one splits the path γ into the sum
of two paths, as shown in figure 6. Therefore the integral I can be written as

∮

γ

τ1 =

∮

γ′′

τ1 −
∮

γ′

τ1 . (68)

The first integral in (68) defines a smooth function on a neighborhood of π; while
the second gives ∮

γ′

τ1 =

{
π if t < π
−π if t > π

The above computations prove

Proposition 4. The monodromy matrix of the swing spring, associated to the
basis of π1(T

3) given by γJ1(t) = exp(tXJ1), γJ2(t) = exp(tXJ2) and

γH(t) = exp

(
t

2π
(TXH − Θ1XJ1 − Θ2XJ2)

)
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is the matrix 


1 0 −1
0 1 1
0 0 1



 .

Also Θ = −2πW , the change of the swing angle ϑ over one period of motion
in the reduced space, is multi-valued with a jump equal to 2π. Hence, no matter
how small the initial perturbation from the equilibrium is, one can always obtain
all values of the rotation number W . In the section 9 we obtain an expansion of
W in a neighborhood of the origin.

Now that the rotation numbers have been computed, we can explicitly obtain
the third, multi-valued action for the system. The first two actions are the
momenta of the 2-torus action J1 and J2, they are single valued. The third is a
function I3 such that

dI3 = Θ1(J1, J2, H) dJ1 + Θ2(J1, J2, H) dJ2 + T (J1, J2, H) dH. (69)

dI3 is a well defined local closed one-form, which can be integrated in a simply
connected domain. From (69), we deduce that

dH =
2π

T (J1, J2, H)
dI3 −

Θ1(J1, J2, H)

T (J1, J2, H)
dJ1 −

Θ2(J1, J2, H)

T (J1, J2, H)
dJ2

= ω3 dI3 + ω1 dJ1 + ω2 dJ2 .

(70)

The coefficients in front of the differentials of the local action functions are the
frequencies. The ratio of the frequencies is a point in real projective two-space RP

3

whose rationality degree is a characteristic of the invariant torus. In particular
we re-obtain

Wi =
ωi

ω3

= −Θi

2π
.

9 Analysis of the swing angle

In this section we examine more closely the change of the swing angle ϑ (54) over
one period of the reduced motion. This is the stepwise precession angle

2πW = −Θ = −1

2
(Θ2 − Θ1) = −1

2

∮

γ

τ2 − τ1 . (71)

We prove
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Proposition 5. The rotation number describing the angle of stepwise precession
for the integrable approximation of the resonant swing spring is given by

2πW = − arg(χ+ iλ) +O
(√

χ2 + λ2

)
. (72)

Equation (72) shows that the rotation number W is a multi-valued function
of the parameters h, j1 and j2. This therefore gives another proof of monodromy
in the resonant swing spring.

Proof. In order to simplify the analytical study of (67) we remove an unneeded
parameter by the rescaling (50)

ρ3 = h2z, l = h2λ and
h− h2

µ
= χh

3/2

2 . (73)

Equation (71) then becomes

2πW = −Θ = −
∫ z−

z0

χλ

(1 − z)2 − λ2

dz√
z((1 − z)2 − λ2) − χ2

. (74)

Note that the polynomial under the square root is Q̃3 (51). The distinct non-

negative roots of Q̃3 are 0 ≤ z0 < z− ≤ 1 < z+.
Next we restrict the parameters χ and λ in (74) to lie on a line through the

origin and assume that they are both small. In other words, we introduce a small
parameter ε such that

χ = ε a and λ = ε b, (75)

where (a, b) are fixed in parameter space. Next we find the Taylor expansion of
the roots z0, z−, and z+ in terms of the small parameter ε. A calculation gives

z0 = a2 ε2 + (2a4 + a2b2)ε4 + O(ε6)

z− = 1 −
√
a2 + b2 ε− 1

2
a2 ε2 + O(ε3) (76)

z+ = 1 +
√
a2 + b2 ε+ 1

2
a2 ε2 + O(ε3).

Since the root z− and the pole at 1 − εb coalesce at 1 as ε → 0, we introduce a
shifted, scaled, and inverted new variable u by

z = 1 + εb /u . (77)
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Inversion in the above formula ensures that the new integration limits are finite
as ε→ 0. Denoting the transformed z+ by u+ etc., (74) becomes

2πΘ =

∫ u−

u0

au2

u2 − 1

du√
−u[(a2 + b2)u3 − b2u+ εb3(u2 − 1)]

, (78)

Now factor the polynomial under the square root as

−u[(a2 + b2)u3 − b2u+ εb3(u2 − 1)] = (u− u0)(u− − u)u(u− u+)(a2 + b2)

and introduce a new integration variable ϕ by

2u = (u− + u0) + (u− − u0) cosϕ . (79)

Then (78) becomes

2πΘ =
1√

a2 + b2

∫ π

0

f(u(ϕ)) dϕ, (80)

where

f(u) =
au2

(u2 − 1)
√
u(u− u+)

. (81)

Using (77) we find that (76) becomes

u− = − b√
a2 + b2

− a2b

a2 + b2
ε+ O(ε2)

u0 = −bε + O(ε3) (82)

u+ = +
b√

a2 + b2
− a2b

a2 + b2
ε+ O(ε2).

which satisfy u− < u0 < −εb < 0 < u+ when εb > 0. Expanding the integrand
of (80) up through terms of order ε gives

−2ab(cosϕ− 1)2

(4a2 + b2(3 − cosϕ)(1 + cosϕ))
√

(cosϕ− 1)(cosϕ− 3)
+ O(ε). (83)

Note that the error term is uniformly bounded in the interval of integration. The
main purpose of the above transformations was to achieve this.
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Now the zeroth order contribution in (80) can be calculated. The substitution
cosϕ = 1 + 2 sinψ removes the root and the second substitution cosβ = x
rationalizes (83). Hence the integral becomes

∫
1

0

ab dx

a2 + b2x2
= tan−1

b

a
. (84)

Undoing the scaling gives the desired result.

Using the above method, one can actually compute one more order. But
it turns out to be zero. At O(ε2) the integrand is not uniformly bounded. So
more sophisticated methods are needed to obtain the first nonzero correction.
Note that the error term is small when we are close to the thread in the energy
momentum domain. Then λ and χ are close to zero, see figure 4. Of course h2

itself is also small, since we must be close to the equilibrium, but λ = l/h2 and

χ = (h−h2)/(µh
3/2

2 ) are assumed to be much smaller. The result means that for
each fixed value of h2 > 0, the swing angle Θ is a multi-valued function of l and
h. This is an analytic proof that the system has monodromy. The resonant swing
spring provides an example in which the monodromy can be easily observed.

Using these expansions of the roots of Q̃3 we can also compute the range of
the eccentricity for a motion near the thread. The result is

e ∈ [χ2/(χ2 + 2λ2) +O(ε), 1− 2λ2 +O(ε3)]

which shows that the ellipses always becomes close to lines, but not always close to
a circle. This means that for all initial conditions with small χ and λ the swinging
always takes place nearly inside a plane, which in fact is just a very elongated
ellipse. However, we only find circles for the projected motion in the springing
mode when the scaled energy difference χ is close to zero. This means that the
amount of nonlinear energy h− h2 in the motion is small. From (72) we see that
the stepwise precession is close to ±π/2. In the case of nearly linear motion, the
amount of scaled nonlinear energy χ in the motion is large compared to the scaled
angular momentum λ. Then the minimal eccentricity never becomes close to 0,
the motion always stays in a more or less eccentric ellipse, and W ≈ 0. Intuitively
one may say that with a nearly circular ellipse the swing plane changes easily,
and hence W is large; while with an elongated nearly linear ellipse the swing
plane does not change, and hence W is small.
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A Appendix

Proof of Lemma 1. By direct calculation it can be verified that α is conjugate to
Hxy, that is, {α,Hxy} = 1. To find the quadratic form satisfied by the ellipse E
we use the integrals of the harmonic oscillator. Recall that (see [2])

2Hx = x2 + p2
x M = xy + pxpy

2Hy = y2 + p2
y L = xpy − ypx.

(85)

are integrals of the 2-dimensional harmonic oscillator vector field

px
∂

∂x
+ py

∂

∂y
− x

∂

∂px
− y

∂

∂py
. (86)

Moreover they satisfy the relation

M2 + L2 = 4HxHy, Hx ≥ 0, Hy ≥ 0. (87)

The projection of a motion of the harmonic oscillator with initial condition
(x0, y0, p0

x, p
0
y) and positive energy onto the (x, y)-plane is the curve

γ : t 7→ γ(t) = (x(t), y(t)) = (x0 cos t+ p0

x sin t, y0 cos t+ p0

y sin t). (88)

The initial condition determines the values of the integrals, denoted by the corre-
sponding small letter, and since they are constant in time we omit the superscript
0. Then

(2hx − x(t)2)(2hy − y(t)2) = (px(t)py(t))
2 = (m− x(t)y(t))2,

which after some simplification gives

2hy x(t)
2 − 2mx(t)y(t) + 2hx y(t)

2 = 4hxhy −m2 = l2.
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Since hx + hy = hxy > 0 and 4hxhy −m2 = l2 ≥ 0, the quadratic form

(x, y)Q
(

x
y

)
= (x, y)

(
2hy −m
−m 2hx

) (
x
y

)
= l2 (89)

is positive definite. Hence the curve γ (88) is an ellipse E. In complex coordinates
z = x+ iy the quadratic form Q reads

1

2
(hy − hx + im)z2 + (hx + hy)zz̄ + 1

2
(hy − hx − im)z̄2 = l2 . (90)

The form (90) is diagonal when the coefficients of z2 and z̄2 are both real. Choos-
ing ϑ so that A := −1

2
e2iϑ(hy − hx + im) is real and positive, we see that the

rotation z = ζeiϑ diagonalizes the form (90). We find

2ϑ = − arg(hx − hy − im) = arg(x2 + p2

x − y2 − p2

y + 2i(xy + pxpy))

= arg(pηξ − pξη + i(ξη + pξpη)) = arg(i(ξ + ipξ)(η − ipη)).
(91)

This proves (15).
In diagonal form (90) becomes −ζ2A+2ζζ̄B−ζ̄2A = l2, where B = 1

2
(hx+hy).

Since the coefficient A ∈ R and A > 0, we obtain

A = 1

2
(hx − hy − im)e2iϑ = 1

2
|hx − hy + im|

= 1

2

√
(hx − hy)2 +m2 = 1

2

√
(hx + hy)2 − l2 .

(92)

Returning to real variables ζ = ξ + iη gives the diagonalized real quadratic form
2(B−A)ξ2 + 2(B+A)η2 = l2. Its semimajor axis a and semiminor axis b satisfy
1/a2 = (B − A)/l2 and 1/b2 = (B + A)/l2. Since B > A (unless l = 0) it follows
that a > b, as desired.

We now compute κ. By definition

κ4 =
hx + hy − l

hx + hy + l
=

2B − 2
√
B2 − A2

2B + 2
√
B2 − A2

=
(
√
B + A−

√
B −A)2

(
√
B + A +

√
B − A)2

Extracting the square root gives

κ2 =

√
B + A−

√
B − A√

B + A+
√
B − A

=
a− b

a+ b
. (93)

From this equation we find b/a = (1 − κ2)/(1 + κ2). This together with the
definition of the eccentricity gives

e2 = 1 − b2

a2
=

4κ2

(1 + κ2)2
.

Extracting the square root gives the result.
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[11] San Vũ Ngo.c, On semi-global invariants for focus-focus singularities, Topol-
ogy 42 (2003) 365-380.

[12] A. Vitt and G. Gorelik, Oscillations of an elastic pendulum as an example of
the oscillations of two parametrically coupled linear systems (in Russian),
Zh. Tekh. Fiz. 3 (1933) 294–307 =English translation by Lisa Shields,
with an introduction by Peter Lynch.Historical Note No. 3, Met Eireann,
Dublin (1999).

[13] N.T. Zung, A note on focus-focus singularities, Diff. Geom. Appl. 7 (1997)
123–130.

34


