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Abstract

In this paper, we present a novel analytical framework for the study of a multiple access scheme for an ad

hoc CDMA network with HARQ error control and MF-LSIC receivers. Unlike most of the literature on Multi-

User Detection (MUD), we directly address networking issues. In particular, we develop an approach based

on renewal and semi-Markov processes, that accurately accounts for the statistical dependencies between

interference, coding rate, and performance in a multiple access system. We show that our approximate

approach can accurately predict throughput and failure rate values, and present results for a specific system,

providing useful insight on issues related to the use of HARQerror control and MUD receivers in CDMA

ad hoc networks.



I. INTRODUCTION

Nowadays wireless ad hoc networks suffer severe performance degradation due to the poor reuse of

the channel resource achieved by carrier sense multiple access with collision avoidance (CSMA/CA)

protocols. In fact, in order to protect ongoing communications from interference, the neighbors of both

source and destination are denied access to the channel for the whole duration of the transmission.

Moreover, hidden terminal and exposed terminal problems further increase the throughput loss. Thus,

the throughput actually achieved is the result of a tradeoffbetween failure rate and spatial reuse,

which is far from being optimized in CSMA/CA systems.

The use of multiuser detection (MUD) receivers appears to bea promising technology for future

networking, and considerable research effort has recentlygone into designing and analyzing efficient

and effective MUD receiver structures. In particular, we focus on single antenna direct-sequence

code-division multiple-access (DS-CDMA) systems, where multiple users transmit over the channel

using distinct signature waveforms. Besides the well–known conventional DS-CDMA matched filter

(MF) receiver, several other structures have been proposed. The DS-CDMA MF linear successive

interference cancellation (MF-LSIC) receiver [1] sequentially decodes and cancels the signals in

descending power order using an MF receiver at each stage. The MMSE-LSIC receiver [2], [3] is

similar to the MF-LSIC receiver, except that an MMSE receiver is employed for signal detection. An

improved version of the MMSE-LSIC receiver has been proposed in [4]. A powerful and attractive

receiver structure is the joint iterative decoder [5]–[7],where the receiver performs an iterative

algorithm exchanging soft information between the receiver components. A comparison of several

DS-CDMA receivers is provided in [8].

The good performance of LSIC receivers and their relativelylow complexity compared with

maximum likelihood (ML) optimum receivers have generated aconsiderable effort in characterizing

their behavior. In this paper, we focus our attention on DS-CDMA LSIC receivers, taking the results

contained in [9] as the starting point of our analysis.

Despite the great amount of work done on the MUD PHY layer, limited work on CDMA MUD

network analysis and design has been done so far. In [10], Tseet al. define the effective interference

and bandwidth for large systems with power control and random spreading sequences, and investigate
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the capacity achieved employing several multiuser receivers for a single–cell cellular network. Nie

et al. [11] analyze the capacity of multi–cell cellular environments through reverse–link analysis.

Ulukus et al. in [12] propose an iterative algorithm for optimizing the capacity of cellular networks

with DS–CDMA MF systems.

Moreover, very little work exists regarding the issues arising when using CDMA MUD systems

in ad hoc networks. In [13], [14], the authors analyze a single-code DS-CDMA MF system based on

the ALOHA access protocol. In [15] a system with iterative multiuser detection and DS-CDMA MF

detection for decoding the packet and the preamble, and withan ALOHA based access scheme is

presented. [16] analyzes the performance of a DS/CDMA MF slotted system with ARQ and random

arrivals through a processor-sharing system model.

One of the distinctive features of the present paper is to provide an in depth discussion of the

performance of MUD ad hoc networks. In particular we focus onthe interaction between the error

control algorithm and the interference in a rate controllednetwork where multiple communications

are allowed to take place at the same time.

The desire to fully exploit MUD in ad hoc networks opens several design challenges, that also

involve MAC and higher communication layers. In ad hoc networks with standard receivers, MAC

protocols basically try to avoid simultaneous transmissions in the same neighborhood, as they are

likely to achieve a failure due to mutual interference. In this framework rate, power and error control

are generally intended to counteract channel gain conditions and access scheme failures. In a scenario

where nodes are equipped with MUD receivers, collision avoidance protocols may severely limit

performance. In fact, thanks to the interference rejectioncapability of MUD receivers, the effect of

the SINR loss due to interference is generally reduced with respect to standard receivers. Thus, the

overall network throughput is likely to achieve its maximumif multiple communications take place

at the same time.

The concurrency of communications increases the unpredictability of the channel status, especially

in networks with distributed control, where nodes are not likely to know other nodes’ decisions.
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Moreover, nodes are generally not aware of the channel conditions of other receivers1. Thus, a node

that wants to access the channel does not have an a priori knowledge of the effect of its transmission

on the other ongoing communications.

It is important to observe that channel predictability in terms of interference is heavily dependent on

the control algorithms, and in particular on the error control policy used. For instance, a retransmission

based error control scheme may result in a higher interference unpredictability due to the higher

overall birth rate. Conversely, an algorithm that relies onstrong encoding (such as a pure FEC scheme)

increases the interference correlation because of the longer transmission time and the generally lower

failure probability. Thus, the efficiency of the control schemes plays a key role in this scenario, since

it not only directly influences the amount of interference inthe network, but also the interference

statistics. In particular the choice of the error control scheme in simultaneous access networks is

critical since it realizes the tradeoff between communications reliability and per packet resource

expense, especially under variable conditions. Hybrid automatic retransmission request (HARQ)

schemes have proven to be more efficient than classic ARQ or pure FEC schemes under highly

variable conditions. While in ARQ schemes packets that failed to be received are simply retransmitted

over the channel, typically after a random backoff interval, Type I and Type II Hybrid ARQ schemes

exploit coding in order to increase efficiency and throughput. In Type I HARQ schemes, packets are

encoded before being sent over the channel in order to increase the reliability of the transmission.

Upon a decoding failure, the source sends again the same frame, much as in ARQ schemes. Type

II schemes, instead, transmit incremental redundancy as instantaneously needed. A low-rate mother

code is used to generate a large amount of redundancy, which is then used one piece at a time, so

that further redundancy (which corresponds to a lower code rate) is used only when actually needed.

The main advantage of Type II HARQ with respect to ARQ and TypeI HARQ is this capability to

dynamically adapt the coding rate to the instantaneous channel conditions. The investigation and the

design of effective HARQ protocols and rate–compatible codes for various scenarios and applications

have recently been attracting significant interest in the technical literature [17]–[23].

1To provide full knowledge of all nodes status generally requires a too heavy signaling overhead. However, nodes can collect
information from other communications signaling. For instance, a node can estimate the channel toward currently receiving network
nodes through feedback messages. The decoding of these messages allows nodes to acquire other communications status toimprove
the effectiveness of distributed load control
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From the above discussion, it is clear that ad hoc networks, MUD receivers, multiple access and

HARQ are important areas of research. In this paper, we bringthem together into a comprehensive

study, and provide a discussion of how the error control system interacts with the interference

distribution, and thus with the overall performance, in a DS-CDMA ad hoc network with MF-LSIC at

the receiver, HARQ and multiple simultaneous transmissions. More specifically, in this paper we make

the following original contributions: (i) we explicitly include the use of ARQ and HARQ schemes in

the considered system, and study their interactions with MUD and multiple access; (ii) we address

the issue of multiple access MUD performance in an ad hoc networking setting, and develop a novel

analytical framework to model the system and evaluate the metrics of interest – this framework, based

on the theory of renewal and semi-Markov processes, accurately models interference relationships,

and explicitly accounts for transmission overlaps and for the different statistics of the interference

duration and rate of transmission due to biased sampling that results from random observations in

time; (iii) as a concrete example of application, we providespecific results for a detailed system,

namely a multiple access scheme in an ad hoc network based on DS-CDMA and HARQ, with

MF-LSIC at the receiver. However, we remark that our analytical framework has a much wider

applicability, and can be used in general to study multiple access systems with MUD and HARQ.

II. SYSTEM DESCRIPTION

We investigate the performance of an ad hoc network where source nodes have to deliver packets

of fixed lengthL [bits] to their intended destinations. Nodes transmit with fixed power Pt, and the

transmission rate is set according to the perceived post-processing SINR. We assume that sources

use a binary capacity–achieving code, so that for sufficiently long codewords the error probability

vanishes when the link capacity is higher than the transmission rate. The encoded bits are then

modulated and transmitted.

The protocol divides data transmission into three phases. In the first phase source and destination

perform the handshake, in which the source transmits a request packet and the destination responds

with a confirmation packet2. If the handshake succeeds, the source performs the second phase

transmitting the data packet. In the third phase the destination sends out a feedback packet, in

2Unlike in 802.11, this exchange is performed without resorting to carrier sensing, thanks to the MUD capabilities of thereceiver.
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which it reports whether or not the packet has been successfully decoded. Our scheme provides

that the confirmation packet contains the post–processing SINR associated with the source signal,

as perceived by the destination during the reception of the request packet. Based on this value, the

source sets the transmission rate of the data packet following one of the rate/error control policies

listed below. Since handshake and feedback packets are generally much shorter than data packets, in

the following discussion we idealize these parts of the communication. In particular, as a first step

in this analysis, we assume that the handshake packet exchange and the destination feedback are

error–free, that these phases are performed transmitting at fixed rate and that they do not interfere

with ongoing communications3. We set the handshake duration toTH.

Since interference and channel gain conditions may vary during a communication due to fading

and to the start and end of other transmissions, we have that the post–processing SINRS(t) of the

intended signal is a function of the time indext, wheret = 0 is the start of the transmission. To

characterize the outage event we adopt the integral form

ξT =

{

W

∫ TH+T

TH

log2 (1 + S(t))dt < L

}

, (1)

whereW is the bandwidth,T = L/R is the transmission duration andR [bits/s] is the transmission

rate. The integral form is the limit of the sum of the capacityfor parallels channels, where fragments

of the same codeword are sent over different channels, and isuseful to keep the framework general.

However, some scenarios, such as block fading and time slotted communications, allow the classic

sum–rate capacity formulation, where the integral is replaced by the sum of the capacities of time

intervals in which the SINR is assumed constant.

Note thatS(0) corresponds to the SINR at the start of a handshake transmission, while S(TH)

corresponds to the SINR at the beginning of the data packet transmission. In the following we

describe the considered transmission protocols.

A. Rate and Error Control

As mentioned before, communication is set up with a handshake phase meant to check destination

availability and select the transmission rate. The computation of the minimum transmission time

3This assumption is satisfied for instance using a robust modulation/coding scheme or a dedicated control channel for theexchange
of the handshake packets.
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T ∗ is based on the instantaneous channel conditions during thehandshake. This corresponds to the

maximum rate that allows correct decoding if the channel remains constant during the transmission.

We define this value for the rate asR∗ = W log2 (1 + S(0)). For all the described policies the

maximum allowed transmission duration is equal toTmax.

• ARQ Protocol: In this protocol the source sets the value of the transmission rate toR=R∗. If

a reception failure occurs, the source performs a further delivery attempt, including the handshake,

after a random backoff interval. The process continues until the destination successfully decodes the

packet or the maximum allowed number of transmissionsF is reached. If a failure occurs at the

F -th transmission attempt, the source dismisses the packet,leaving its recovery to the higher protocol

layers. We denote as communication the whole data packet delivery attempt, including the possible

retransmissions.

• type I HARQ Protocol: In type I HARQ schemes the packet is encoded with a rateρ≤1 code.

Assuming a capacity–achieving code this simply results in alower transmission rate. Therefore we

set the rate toR=ρR∗, and consequently the duration isT =T ∗/ρ. Thus, the smaller the value of

ρ, the larger the redundancy sent. If the destination fails todecode the packet, the source starts the

retransmission process as in the ARQ protocol before discarding the packet.

• type II HARQ Protocol: In this protocol the packet is encoded with a low rate code obtaining

a long codeword and each delivery attempt is divided into twophases. In the first phase the source

transmits a portion of the codeword, that corresponds to a transmission rateR′ = η′R∗ for a time

equal toT ′ = T ∗/η′, then the destination sends out the feedback packet. If a decoding failure occurs,

the feedback packet contains the valueS(T ′ + TH), and the source starts the second phase. The

transmission rate for the second phase isR′′ = η′′W log2 (1 + S(T ′ + TH)), and therefore the second

phase duration is

T ′′ =
L−W

∫ T ′

0
log2 (1 + S(t))dt

R′′
. (2)

η′ and η′′ are constrained only to be positive real numbers. The total data transmission time is

T =T ′ + T ′′.

This protocol allows a greater adaptation to channel variations than type I HARQ, since the rate

is computed again taking into account the perceived SINR during the first phase. Whileη′ ≤ 1 is
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a conservative choice, forη′> 1 the protocol is more aggressive, because the source selectsa rate

higher than the estimated capacity to shorten the transmission in case of good channel, relying on

the second phase if the channel does not support the chosen rate.

As for the previous protocols, if the destination reports a failure at the end of the transmission the

source performs a further independent delivery attempt, until a success is achieved or the maximum

number of allowed transmissionsF is reached.

III. SYSTEM ANALYSIS

In this Section we derive the interference and SINR distributions needed for the performance

analysis of the following Sections. The node density is equal to µ [nodes/m2] and packet arrivals

are modeled as a Poisson process of intensityλ [pkts/s] per node. We assume that the maximum

destination distance is set toRmax
4, and that the position of the destination node for a packet is

uniformly distributed in the circular area of radiusRmax.

To model the interference, we consider a circular areaA of radiusRmax, centered on the destination

node. Therefore, given the node spatial distribution and the per node packet arrival rateλ, the overall

arrival process of all transmitting sources is a Poisson process of intensityν = µλπR2
max, and

their positions are uniformly distributed inA. Fig. 1 depicts an example of source-destination pair

placements, where the source and the destination of the communication we are focusing on, and the

interfering sources and destinations are denoted withS, D, I
S

k
andI

D

k
, respectively. The probability

that the intended signal sourceS is at distanceδ≤δ∗ from nodeD is

Fδ(δ
∗) = P {D(S,D) ≤ δ∗} =

(δ∗)2

R2
max

, (3)

with associated pdffδ(δ∗) = dF(δ∗)/dδ∗ = 2δ∗/R2
max, whereD (N1, N2) is the distance between

nodesN1 andN2. Observe that in this framework the distance of the interfering transmittersIS
k

with

respect toD, and the distance betweenISk and I
D
k are also distributed according toFδ(δ∗), i.e.,

P {D(S,D) ≤ δ∗} = P
{

D(D, ISk ) ≤ δ∗
}

=P
{

D(ISk , I
D
k ) ≤ δ∗

}

=Fδ (δ∗) . (4)

4Nodes farther away are neglected as a source of interferenceand are not chosen as destinations for packets generated by the nodes
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A. Distribution of the Number of Interferers

In this Section we derive the distribution of the number of interfering transmissions during the

communication betweenS andD.

We denote withGδ(τ) the cdf of the time duration of a generic communication wherethe source

node and the destination node are placed at distanceδ. In particular, given the distanceδ, the

probability that the communication durationT , without considering the hanshake, is less than or

equal to τ is Gδ(τ) = P {T ≤ τ | δ}. Moreover, we defineΨδ =
∫ Tmax

0
P {ξτ | δ}dGδ(τ) as the

average failure probability of a single transmission between nodesN1 andN2, whereD (N1, N2)=δ.

Thus, the average number of transmissions for the communication between nodesN1 andN2 is

∆δ =

F−1
∑

h=1

hΨh−1
δ (1 − Ψδ) + FΨF−1

δ =
1 − ΨF

δ

1 − Ψδ

. (5)

In the following we assume thatGδ(τ) andΨδ are known. Section V describes the recursive process

through which these distributions are computed.

It is important to observe that the retransmission process provided by the HARQ/ARQ protocols

biases the distribution of the distances between the various sources and their intended destinations,

while the distribution of the distance between the interfering transmitters and the other communication

destinations remainsFδ(δ
∗). This is one of the key points of our investigation, because any changes

in the source-destination distribution may heavily affectthe system interference distribution, due to

the dependence between the destination distance and the communication length. In fact, although

the rate control has the aim of ensuring equal reliability toin range communications, transmissions

to distant destinations may achieve worse performance due to the longer duration on average, that

may reduce interference correlation, and the worse channelstatistics. Moreover, the minimum rate

constraint may also increase the failure probability of these communications.

Therefore transmissions to distant destinations generally suffer higher failure probability with

respect to those directed to closer destinations, and the former generally incur a higher number of

retransmissions. Moreover, as stated before, the higher the distance of the destination, the higher the

probability that the perceived SINR is low, and consequently the source transmission has a longer

duration due to the lower transmission rate. Therefore, dueto the retransmission process, the number

of interfering nodes and the probability that an interfering node is active at a given timet given that
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it was active at timet− t∗ are generally increased with respect to the single transmission case and

the statistics of the transmission duration is biased.

Consider now a single source node that selects packet destinations with distance distributionFδ(δ
∗)

and then transmits according to the communication protocoldescribed in Section II. When a packet is

either delivered or discarded, the source selects another destination for the next packet and so on. We

sample the process at instantstk, k = 1, . . . ,∞, corresponding to the beginning of a transmission

(or retransmission), and we callδtk the distance between the source and the intended destination

of the transmission starting attk. We are interested in the steady–state distribution ofδtk , i.e.,

limk→∞P {δtk ≤ δ∗}. This process can be modeled with a Semi–Markov process whose embedded

chain is shown in Fig 2, where statei, i = 1, 2, . . . , I, represents a complete communication, that

may include several transmissions, to a destination at distance in((i − 1)Θ, iΘ], with IΘ = Rmax.

Note that the transition probability between a statei and a statej does not depend oni, due to the

independence of the destinations selection5, and is equal to

p{i,j} =

∫ jΘ

(j−1)Θ

fδ(δ
∗)dδ∗ = Fδ(jΘ) − Fδ((j − 1)Θ). (6)

We also define the average failure probability of a single transmission given statei as

Ψi = P {error | i} =

∫ (i)Θ

(i−1)Θ

Ψδdδ. (7)

The average time, expressed in transmissions, that the Semi–Markov process spends in statei6 is

equal to the average number of transmissions that the sourceperforms when communicating with a

destination at distance in((i− 1)ΘD, iΘD], i.e.,

Si =
1 − ΨF

i

1 − Ψi

. (8)

Observe that all rows of the transition matrix are equal to each other, and thus the steady–state

probability of statei is πi = p{.,i}. Therefore, the average fraction of time, in transmissions, that the

Semi–Markov process spends in statesi ≤ i∗ is [24]

Bi∗ =

∑i∗

i=1 πiSi
∑I

i=1 πiSi
. (9)

5Note that the semi-Markov process model is not strictly necessary, due to independence of destination selections. However, it
makes the discussion more intuitive and keeps the followingderivation more general.

6The described chain can be seen as the reduced version of the chain where each statei is composed ofF statesiu, each representing
a single transmission. The process moves fromiu to iu+1, u<F , with probability Ψi, while with probability(1 − Ψi)p{i,j} moves
toward one of the statesij , j = 1, . . . , I . From statesiu it moves toj1 with probability p{i,j}. The average time spent in states
i1, . . . , iF is si.
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Let Θ → 0 with Θi∗ = δ∗ andΘI = Rmax. Then,

lim
Θ→0

πi∗ = lim
Θ→0

Fδ((i
∗ + 1)Θ) −Fδ(i

∗Θ) = Fδ(δ
∗)dδ∗ lim

Θ→0
Ψi∗ = Ψδ∗ , (10)

and therefore, we get

lim
Θ→0

Bi = lim
Θ→0

∑i∗

i=1 πiSi
∑I

i=1 πiSi
=

∫ δ∗

0
∆δfδ(δ)dδ

∫ Rmax

0
∆δfδ(δ)dδ

= F ′
δ(δ

∗). (11)

F ′
δ(δ

∗) represents the distribution of the distance of the destination of a new transmission. A

similar argument could be applied to derive the distance distribution of the destination of an ongoing

communication, denoted withF ′′
δ (δ

∗). The average duration of a transmission to a destination at

distanceδ is

Ωδ =

∫ Tmax

0

(1 − Gδ(τ)) dτ. (12)

The process required for obtainingF ′′
δ (δ

∗) is similar to what described for the new communica-

tions distribution, except that in this case we continuoslysample the process, so that we obtain

a continuous–time Semi–Markov process. Thus, the average time, in seconds, the Semi–Markov

process spends in statei is Vi = SiΩi, where

Ωi =

∫ iθ

(i−1)Θ

Ωδdδ. (13)

Hence, with a derivation analogous to that ofF ′
δ(δ

∗) we get

F ′′
δ (δ

∗) =

∫ δ∗

0
∆δΩδfδ(δ)dδ

∫ Rmax

0
∆δΩδfδ(δ)dδ

. (14)

We also definef ′
δ(δ

∗) = dF ′
δ(δ

∗)/dδ∗, f ′′
δ (δ∗) = dF ′′

δ (δ
∗)/dδ∗.

We remark thatFδ(δ
∗) represents the a priori distribution of the distance of nodes selected as

destination for the packets, whileF ′
δ(δ

∗) represents the distribution of the distance between the

source and the destination of a new transmission, due to the dependence between the distance and

the attempt rate (longer links need more transmission attempts and are therefore more likely to occur).

F ′′
δ (δ

∗) is the distribution of the distance of an ongoing transmission, resulting from the dependence

between the destination distance and the attempt rate and length (when sampling in time, it is more

likely to find ongoing transmissions with longer distance, i.e., lower rate and longer duration).

We now characterize the processZ(t), whereZ(t) = z if at time t≥0 the communication from

S to D hasz interfering nodes andt=0 corresponds to the start of the handshake.
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We denote withR(t∗) the process representing the number of already active communications at

time t = 0 that are still alive at timet= t∗. Ongoing communications have source–destination distance

distributionF ′′
δ (δ

∗), so that their average duration distribution and mean are

G′′(τ) =

∫ Rmax

0

Gδ(τ)f ′′
δ (δ∗)dδ∗ Ω′′ =

∫ Tmax

0

[1 − G′′(τ)] dτ. (15)

Observing thatR(0) = Z(0), we model the number of ongoing interfering transmissions at time

t= 0 with the long run distribution of a Poisson arrival distribution with parameterν and lifetime

distributionG′′(τ), that is also Poisson with parameterνΩ′′ [24], i.e.,

P {R(0) = z0} =
(νΩ′′)z0 e−νΩ

′′

z0!
, z0 = 0, 1, 2, . . . . (16)

The probability that an active transmission at timet= 0 is still active at timeτ is the probability

that its residual lifeω is greater than or equal toτ ∗, i.e.,

P {ω ≥ τ ∗} = 1 − 1

Ω′′

∫ τ∗

0

[1 − G′′(τ)] dτ = 1 − ζ ′′τ∗τ
∗

Ω′′
, (17)

whereζ ′′τ∗ = 1
τ∗

∫ τ∗

0
[1 − G′′(τ)]dτ . Observing thatR(t∗) ≤ R(0), with t∗> 0, the probability thatr

of theR(0) transmissions are still active at timet∗ is then

P {R(t∗) = r | R(0) = z0} =
z0!

r!(z0 − r)!

(

1 − ζ ′′t∗t
∗

Ω′′

)r (
ζ ′′t∗t

∗

Ω′′

)z0−r

. (18)

However, during this transmission time, new transmissionscan also start and end, contributing to

the total processZ(t). We denote withN(t∗) the number of new transmissions started in(0, t∗), and

with M(t∗) the process counting the number of those transmissions thatare still active at timet= t∗.

M(t∗) has Poisson distribution with meanνζ ′t∗t
∗ = ν

∫ t∗

0
[1 − G′(τ)]dτ [24], i.e.,

P {M(t∗) = m} =
(νζ ′t∗t

∗)m e−νζ
′
t∗
t∗

m!
, m = 0, 1, 2, . . . (19)

where G′(τ ∗) =
∫ Rmax

0
Gδ(τ ∗)f ′

δ(δ
∗)dδ∗. Therefore, the distribution of the total number of active

transmissions at timeτ ∗, conditioned on the number of ongoing communications at time t=0, is

P{Z(τ ∗)=z |Z(0)=z0} =

min (z0,z)
∑

r=0

P{R(τ ∗) = r | Z(0) = z0}P{M(τ ∗) = z − r}

=

min (z,z0)
∑

r=0

z0!

r!(z0 − r)!

(

1 − ζ ′′τ∗τ
∗

Ω′′

)r(
ζ ′′τ∗τ

∗

Ω′′

)z0−r (νζ ′τ∗τ
∗)(z−r)e−νζ

′
τ∗
τ∗

(z − r)!
. (20)
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Fig. 3 depicts a graphical representation of the described processes. It is important to observe that

the proposed analysis considers the average transmission length distributions, and it is therefore

approximated in the sense that the correlation between the number of actual interfering nodes and the

length distribution is ignored. In fact, given for instancea high number of interfering transmissions,

their length would tend to be generally greater than in the presence of a lower number of users, due

to the generally low SINR that the destinations of these communications might perceive at the start

of the handshake. Our results have shown that this approximation is accurate.

IV. PHY LAYER AND PERFORMANCE APPROXIMATION

A. Receiver Model and Performance Approximation

In this Section we summarize the considered transmitter/receiver structure and the performance

approximation derived in [9], which is used to model the output SINR throughout the paper. As

stated in the Introduction, we focus our attention on the DS-CDMA MF and MF LSIC receivers.

For the sake of simplicity, in our analysis we consider chip–synchronous transmissions, and we

refer the reader to [25] for an in–depth discussion of the performance of asynchronous systems.

Let γ1, . . . , γK be the received powers ofK users transmitting over an AWGN channel with binary

phase–shift keying (BPSK) modulation. The input of the MF bank corresponding to thejth symbol

is c
j =

∑K
i=1

√
γib

j
isi + n

j , wheresi = [s1
i , . . . , s

N
i ] is the vector of theN chips of the spreading

sequence of theith user andbji is thejth bit of theith user.nj is the noise vector, whoseN elements

nj1, . . . , n
j
N are modeled as uncorrelated Gaussian random variables, with zero mean and variance

σ2. c
j contains the samples corresponding to thejth transmitted symbol. The BPSK symbolsbji ,

∀j, i are assumed to be independent and identically distributed.In the following we assume that

shi , h = 1, . . . , N are i.i.d. random variables withshi ∈ {±1/
√
N}, andP[shi = 1/

√
N ] = P[shi =

−1/
√
N ] = 1/2.

The MF LSIC receiver sequentially decodes and removes from the overall received waveform the

individual received signals in decreasing power order. At each of theK stages the receiver selects

the user with the strongest received power, and performs thedecoding. Assuming that the users are

labeled in decreasing power order, so thatγi ≥ γi+1, i = 1, . . . , K − 1, the decision variable at the

mth stage iszjm = s
T
i ẽ

j
m, where ẽ

j
m is the input of themth stage of the MF LSIC receiver. The

estimated symbol is theñbjm = sgn(zjm), wheresgn(·) is the signum function. The estimated symbol
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is then rescaled with the amplitude estimate of the MF bank, respread withsm and subtracted from

the received signal.

Themth stage input can be written as [26]

ẽ
j
m =

(

I − sm−1s
T
m−1

)

ẽ
j
m−1 =

K
∑

i=1

√
γib

j
iTmsi + Tmn, (21)

where I is the identity matrix, andTm = (I − sm−1s
T
m−1) . . . (I − s1s

T
1 ). The decision variable

at stagem is z̃jm =
√
γmb

j
mψ̃mm +

∑

i6=m

√
γib

j
i ψ̃mi + ñm, where ψ̃mi = s

T
mTmsi is the effective

cross-correlation and̃nm = s
T
mTmn is the effective noise component.

In [9], approximations for the residual cancellation errors, the effective noise power and the

interference due to still undecoded signals are derived. The approximated output SINR for themth

decoded user for the MF LSIC receiver, given the received powersγ1, . . . , γK, sorted in decreasing

power order is

SINRLSIC ≈ γm
(

1 − 1
N

)2(m−1)

∑

j<m γj
(

j−1
N2

)

+
∑

j>m γj
1
N

(

1 − 1
N

)m−1
+ σ2

(

1 − 1
N

)m−1 , (22)

For the MF receiver, the output SINR is

SINRMF ≈ γm
∑

j 6=m
γj
N

+ σ2
. (23)

B. SINR Distribution

To characterize the system performance we derive the average SINR distribution at timet, where

Z(t)=K is the number of transmitting users. We focus on the MF-LSIC case, since the MF case is

straighforward. As in Section IV-A, we assume that the received powers, denoted withγ1, . . . , γK,

are sorted in descending order.

We consider a Rayleigh block–fading channel model, so that at distanceδ from a transmitter, the

probability that the received power of the wanted signal at the destination,γs, is lower thanγ∗ is

Jδ(γ∗) = P {γs ≤ γ∗} =

∫ γ∗

0

1

Ptδ−α
e
− x

Ptδ−α dx = 1 − e
γ∗

Ptδ−α , (24)

whereα is the path–loss exponent. The received interference powerof a single transmitting node

distribution is

J (γ∗) =

∫ Rmax

0

Jδ(γ∗)fδ(δ)dδ = 1 −
2
(

γ∗

Pt

)− 2

α
(

Γ
(

2
α

)

− Γ
(

2
α
, γ

∗Rαmax
Pmax

))

αR2
max

, (25)
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where Γ(z) =
∫∞

0
tz−1e−tdt and Γ(a, z) =

∫∞

z
ta−1e−tdt are the Gamma and the incomplete

Gamma functions. We define the pdfs associated withJδ and J as jδ(γ∗)=dJδ(γ∗)/dγ∗ and

j(γ∗) = dJ (γ∗)/dγ∗, respectively.

The output SINR of the MF LSIC receiver is modeled with (22). Thus, considering a transmission

from a source nodeS to a destination nodeD, with D(S,D)=δ, where the total number of interfering

signals isK, the probability that the output SINRS(t) is lower than or equal toS∗, given the received

powerω2
s of the wanted signal, is

XK(S∗, δ) =

∫ ∞

0

K+1
∑

m∗=1

P {S ≤ S∗ | m = m∗, γs}P {m = m∗ | γs} jδ(γs)dγs

=

∫ ∞

0

K+1
∑

m∗=1

X (K,m∗)
|γs

(S∗, δ)P {m = m∗ | γs} jδ(γs)dγs, (26)

wherem is the decoding stage. From (22), we get

X (K,m)
|γs

(ψ, δ)=

∫ ∞

γs

j(γ1)

(
∫ γ1

γs

j(γ2)

(

. . .

∫ γm−2

γs

j(γm−1)Z
m
ψ (γm−1, γs)dγm−1 . . .

)

dγ2

)

dγ1, (27)

whereγn denotes the vector[γ1, . . . , γn]. γs is equal toγm, since the wanted signal is decoded at

stagem. Zψ
m(γm−1, γs) is defined as

Zψ
m(γm−1, γs)=

∫ min {γs,S
m+1

ψ
(γm−1,γs)}

0

j(γm+1)

(

. . .

∫ min {γK−1,S
K
ψ

(γK−1,γs)}

0

j(γK)dγK . . .

)

dγm+1,

where

Snψ(γn−1, γs) =
γs
ψ

(

1 − 1

N

)2

− σ2

N
−
∑

j<m

γj
N
(

j−1
N2

)

(

1 − 1
N

)m−1 −
∑

m<j<n

γj . (28)

Now we evaluate the probability that the wanted signal is decoded at stagem∗, given the total number

of transmitting nodesK andD(S,D)=δ. Assuming that the received power of the wanted signal is

γs, the probability that it is decoded at stagem∗ is equal to

P {m = m∗ | γs} =
(K − 1)!

(m∗ − 1)!(K −m∗)!
(1 − J (γs))

(m∗−1) (J (γs))
(K−m∗) , (29)

These integrals can be computed through numerical integration.
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V. RECURSIVE PERFORMANCE ANALYSIS

The distributions derived in the previous Section are required for assessing the network perfor-

mance. To this end we set up an algorithm that recursively computes the system interference and

failure distributions.

To keep the problem tractable we divide the time axis in slotsof durationTS. We assume that

TS is within the channel coherence time, so that fading coefficients remain constant during a slot.

Moreover, we assume that users can start transmissions onlyat slots boundaries, and that the duration

of each transmission is a multiple ofTS, which is reasonable if transmitters have only a finite set of

rates. Note that in this setting the number of interfering nodes during each slot does not change. For

the sake of simplicity, also the handshake duration is set toa multiple of the slot duration. The data

packet transmission duration in slots isN =
⌈

L
RxTS

⌉

, whereRx is the rate prescribed by the used

protocol, and⌈·⌉ is the ceiling operator.

The recursive algorithm takes as input the estimated distributionsΨδ andGδ(τ), and the per node

transmission arrival rateλ. GivenΨδ andGδ(τ), the algorithm computes the distribution of the number

of interfering transmissions at the beginning and during the transmission as described in Section III-

A. Through Montecarlo trials the algorithm produces a further estimate of these distributions and

collects the performance metrics described in V-A. In particular, for a fixed distanceδ between the

source and the destination, the number of slotsN the transmission lasts is a function of the initial

number of interferers. Thus, in the ARQ case the distribution of the length for the next iteration is

given by

G̃δ(N∗TS) = P {N ≤ N∗ | D(S,D) = δ} =

=

∞
∑

z0=1

P
{

S(0) ≥ 2
L

WN∗TS − 1 | D(S,D) = δ, Z(0) = z0

}

P {Z(0) = z0}

= 1 −
∞
∑

z0=1

X z0(2
L

WN∗TS − 1, δ)
(νΩ′′)z0 e−νΩ

′′

z0!
, (30)

whereN is the number of slots where the source transmits. Note that the calculation ofG̃δ(N∗TS)

is based on its estimate at the previous algorithm step. In the type I HARQ case the rate is scaled

by a factorρ. As to the failure probability, for the ARQ and type I HARQ this corresponds to the
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event

ξ =

{

WTS

N
∑

u=1

log2 (1 + S(uTS)) < L

}

. (31)

Ψ̃δ = P {ξ | D(S,D) = δ} is evaluated through the distribution of the number of usersand the SINR

distribution via Montecarlo integration. In the type II HARQ case, the distribution of the transmission

length is

G̃δ(N∗TS) = P
{

N ′ ≤ N∗ | ξ̄′,D(S,D) = δ
}

P
{

ξ̄′ | D(S,D) = δ
}

+ P {N ′ +N ′′ ≤ N∗ | ξ′,D(S,D) = δ}P {ξ′ | D(S,D) = δ} , (32)

whereN ′ andN ′′ are the lengths in slots of the first and second phase, andξ′ and ξ̄′ represent

the failure and success events in the first phase, respectively. As in the previous case, the various

probabilities can be conditioned to the initial number of interferers and summed. Note that the

distribution of the length of the second phase depends on theSINRs perceived in the first phase and

the SINR of the last slot, i.e.,S(N ′TS).

Note also that the retransmission process changes not only the destination distance distribution of

the interfering transmissions, but also the overall transmission arrival rate. The input arrival ratẽλ

for the next algorithm iteration is

λ̃ = λ

∫ Rmax

0

∆δfδ(δ)dδ. (33)

In the first iteration, the failure probability is set to zero. Observe that in this caseF ′′
δ (δ

∗) =

F ′
δ(δ

∗) = Fδ(δ
∗). The initial distribution of the source transmission length Gδ(τ) is evaluated for a

number of interfering transmissions that is distributed according to a Poisson process of rateν. With

this distribution the evaluation of the initial failure probability is then performed.

A. Performance Metrics

Through the presented analysis and the distributions defined in Section III-A we obtain some

metrics that are significant for characterizing the networkperformance.

The failure probability of the packet delivery, taking intoaccount the various retransmissions, and

conditioned to the destination distanceδ = δ∗, is

Γ̃δ∗ = 1 −
F−1
∑

a=0

(

Ψ̃δ∗

)a (

1 − Ψ̃δ∗

)

=
[

Ψ̃δ∗

]F

, (34)
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and the average number of transmissions is∆̃δ∗ = (1− Ψ̃F
δ∗)/(1− Ψ̃δ∗). We refer to their respective

values averaged over the destination distance asΓ̃ and∆̃.

The overall throughput in [bps/Hz] achieved in the considered area is then

R = νL

∫ Rmax

0

1 − Γ̃δ

Ωδ∆̃δ

fδ(δ)dδ. (35)

We also compute the average number of active interfering transmissions per slot as

U =

∞
∑

z0=0

∑N∗

s=0

∑∞
k=0 kP {Z(s∆T ) = k | Z(0) = z0}

N∗
P {N = N∗ | Z(0) = z0}P {Z(0) = z0} .

VI. RESULTS

In this section we present and discuss the results obtained with the system analysis developed

in the previous sections. First, we compare the analytically obtained performance with the results

of simulations that implement all the details of the HARQ process at both the source node and the

interfering nodes. To avoid border effects, we consider a circular area of radiusQRmax,Q ≥ 1, around

the destination of which we collect the performance. This isuseful to get a realistic transmission

length distribution at the interfering nodes, that are in turn interfered by other transmissions. However,

the interfering nodes at distance greater thanRmax from the various destinations, including those of

the interfering nodes, are ignored in the received SINR computation. Simulations are computationally

much heavier than the analysis, due to the need to keep track of the status of all the ongoing commu-

nications (including those in backoff), and soon become infeasible as the number of communications

increases, i.e., for high values ofλ, ρ or F . In Table I, the values of the parameters used in both

analysis and simulations are summarized.

Figs. 4, 5 and 6 give some examples of comparison between analysis and simulations. Many more

cases have been run, and the match was observed to be fairly good in most cases. Fig. 4 compares

the overall analytical throughput achieved in the considered area, computed as in (35), with the

throughput obtained through simulations for the MF and MF LSIC cases with an ARQ scheme with

two retransmissions as a function of the per node packet arrival rateλ. It is possible to observe that

the analysis shows a good match with the simulations, especially in the LSIC case. The MF case

is more sensitive to the approximation of the interfering transmission behavior with the averaged

statistics. In fact, the MF receiver has a lower resilience to interference than the LSIC receiver and
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then the correlation between the number and the duration of the interfering transmissions is greater.

Fig. 5 shows the average duration of a transmission as a function of λ for the LSIC receiver with

the type I HARQ scheme forρ = 1, 1/2, 1/3. As expected, the lower the coding rate, the higher

the transmission length. Note that the ratio of the average durations forρ = 1 and ρ = 1/2 is

not necessarily equal to2. In fact, besides the coding gain, the duration depends on the perceived

SINR and, thus, on the interference in the network. This results from the tradeoff between the single

transmission failure probability, that is the retransmission probability in the caseF = 2, and the

single transmission length. Fig. 6 depicts the average delivery failure rate, including retransmissions,

for the same cases considered in the previous plot, as a function of the coding rateρ. The proposed

analysis is slightly less accurate than for the throughput for high failure probabilities.

In the following, we present analytical results comparing the considered metrics for the various

proposed schemes. In the following we setη′ = η′′ = η, leaving for future investigations the

optimization of the performance that may come from a differentiation of the values forη′ and η′′.

Figs. 7, 8 and 9 show respectively the average throughput, the number of interfering transmissions

and the failure rate as a function of the node densityµ achieved by the various proposed schemes for

various values ofF . As a first observation, for all the considered error controlpolicies if the number

of retransmissions allowed is increased the interference generated by the greater birth rate decreases

the average transmission rate, and thus degrades the throughput. This effect is less noticeable in

type I and II HARQ, where the higher probability that a transmission achieves a success reduces

the retransmission probability and then the increase in birth rate. Moreover, for small network load

a density increase results in a throughput improvement, while above a scheme–dependent threshold

the throughput decreases as the density is further increased. This is due to the tradeoff between the

gain due to a higher number of simultaneously deployed transmissions, and their average duration

and failure probability.

Type II HARQ appears to be the best choice for the considered density range, as it achieves a good

throughput preserving communication reliability even fora low number of allowed retransmissions.

In fact, while type I HARQ relies on long transmissions to keep the failure probability low, and pure

HARQ incurs too many failures, type II HARQ provides a good system balance. This is due to its
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adaptability to highly varying channel conditions. However, as the density increases, the best choice

in terms of throughput probably becomes early packet discarding and short transmission to reduce

receivers’ load. For very high density, as interference saturates the network, strong coding, and thus

longer transmission, has a lower effect on throughput, so that it can be a good solution.

An interesting observation is that that while the failure probability generally increases as the

density increases for the type I and II HARQ, the pure ARQ scheme decreases slightly before the

entire network collapses. This is due to the longer durationof the transmissions as the network load

increases, that provides an increased channel correlationin the ARQ schemes, that have a high failure

probability and hence a high birth rate. This effect is negligible in schemes with lower retransmission

probability and intrinsically higher duration, such as type I and II HARQ.

Fig. 10 depicts the throughput for different values of the density as a function ofη for a single

transmission. It is possible to observe that for average values of the node density, the throughput has

a maximum for values close toη=1, and the performance quickly degrades as the coding becomes

stronger. For high densities, in which the interference load is higher, a greater load due to stronger

encoding heavily affects the performance in terms of throughput, so that the maximum is achieved

for more aggressive choices ofη.

Fig. 11 shows the throughput vs. node density for type II HARQand various values ofη for

F = 1 and 2. In this case it is important to observe that too aggressive or too conservative choices

of the coding parameter can affect throughput. It is interesting to observe that while forF = 1 a

too conservative choice ofη, such asη=0.5, heavily affects throughput, due to the average higher

transmission duration that outweighs the improvement in terms of failure probability, forF =2 and

high values of the nodes density the scheme withη = 0.5 achieves the best performance. This is

due to the reduced retransmission probability, that increases channel predictability. Moreover, this

scheme accumulates the gain of two long transmissions, while for the other choices ofη the receiver

has a higher probability of discarding what was already received, relying on a further transmission.

We remark that the interaction between the interference, the transmission rate and the reliability

in MUD networks is rather complex and involved. Therefore, the scheme the system relies on for

packet delivery is critical for the achieved performance. Generally, too low an encoding rate results
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in an increased transmission length, while too aggressive atransmission strategy incurs excessive

additional retransmissions. Type II HARQ schemes, if accurately set, appear to be a good solution

for both efficiently adapting the transmisson rate to the channel conditions and preserving the system

reliability.

The initial results presented in this section highlight some interesting trade-offs that arise when

combining HARQ, MUD, and multiple access in ad hoc networks.We believe that these behaviors,

that are observed in this paper for the first time, deserve a deeper investigation, and can be expected

to reveal interesting insights and to lead to strategies forthe optimization of the network performance

as a function of the lower layer design choices.

VII. CONCLUSIONS

In this paper, we have presented a novel analytical approachfor the evaluation of multiple access in

CDMA based ad hoc networks with HARQ error control and MF-LSIC receivers. We focused directly

on networking issues, and provided a framework by which we can evaluate the performance of such

systems via accurate interference stochastic modeling anda recursive technique. Comparison with

simulation results shows that the method is accurate, and isable to correctly predict the behavior of

important metrics, such as throughput and failure rates. Even though the proposed framework is rather

general, we have presented specific results for a concrete system example, identifying interesting

behaviors and providing useful insights on the use of HARQ error control and MUD receivers in ad

hoc networks, which is still a largely unexplored area of research. Successive interference cancellation

appears to be a promising technique for increasing the network capacity. However, for these kinds of

receivers the dependence between the error control scheme,the transmitted power and the achieved

performance is still an open issue, that we will consider as part of our future work.
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Fig. 2. Graphical representation of the embedded chain of the Semi–Markov process.

23



R(t)

M(t)

Z(t)

tt=0

t=0

t=0

Z(t)

R(t)

M(t)

t

t

Fig. 3. Graphical representation of the arrival and departure process during a transmission. The processes that count the number of
total, ongoing and new transmissions are denoted with dotted filled–gray, solid and dashed line, respectively.

24



0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0

0.005

0.01

0.015

0.02

0.025

λ

A
ve

ra
ge

 A
gg

re
ga

te
d 

T
hr

ou
gh

pu
t [

bp
s/

H
z]

 

 

sim − LSIC ARQ
sim − MF ARQ
analysis − LSIC ARQ
analysis − MF ARQ

Fig. 4. Average throughput as a function ofλ for the MF and MF LSIC cases, ARQ scheme,F = 2.

25



0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.5

1

1.5

2

2.5

3

λ

A
ve

ra
ge

 tr
an

sm
is

si
on

 d
ur

at
io

n 
[m

s]

 

 

sim − LSIC HARQ I, ρ = 1
sim − LSIC HARQ I, ρ = 1/2
sim − LSIC HARQ I, ρ = 1/3
analysis − LSIC HARQ I, ρ=1
analysis − LSIC HARQ I, ρ=1/2
analysis − LSIC HARQ I, ρ=1/3

Fig. 5. Average transmission duration as a function ofλ, type I HARQ scheme,F = 2.

26



1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
0

0.05

0.1

0.15

0.2

0.25

1/ρ

A
ve

ra
ge

 F
ai

lu
re

 R
at

e

 

 

sim − LSIC HARQ I
sim − MF HARQ I
analysis − LSIC HARQ I
analysis − MF HARQ I

Fig. 6. Average failure probability as a function of1/ρ for the MF and MF LSIC cases, type I HARQ scheme,F = 2, λ = 0.4.

27



0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

Node Density, µ

A
ve

ra
ge

 T
hr

ou
gh

pu
t [

bp
s/

H
z]

 

 

LSIC HARQ I, F=1
LSIC HARQ I, F=2
LSIC HARQ I, F=4
LSIC HARQ I, F=1, ρ = 0.5
LSIC HARQ I, F=2, ρ = 0.5
LSIC HARQ I, F=4, ρ = 0.5
LSIC HARQ II, F=1, η = 1
LSIC HARQ II, F=2, η = 1
LSIC HARQ II, F=4, η = 1

Fig. 7. Average throughputR as a function of the node densityµ and the various proposed schemes for the MF LSIC case.
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Fig. 8. Average number of interfering nodesU as a function of the node densityµ and the various proposed schemes for the MF
LSIC case.
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Fig. 9. Average communication failure rateΓ as a function of the node densityµ and the various proposed schemes for the MF
LSIC case, (the failure rate for the ARQ scheme withF =1 is greater than 0.4).
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Fig. 10. Average number of interfering nodes as a function ofthe node densityη for the type II HARQ scheme,F = 2.
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Fig. 11. Average throughput as a function ofη for the type II HARQ scheme,F = 1.
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TABLE I

TABLE OF PARAMETERS

Parameter Value

Node densityµ 0.1 nodes/m2

Arrival rate λ 0.4 [pkt/s]
Maximum rangeRmax 100m
Available bandwidthW 108/N Hz
Slot durationTS 2 ∗ 10−5 s
Transmission powerPt/σ2 43dB
Path loss exponentα 2
Spreading factorN 16
Uncoded packet lengthL 4096bits
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