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Abstract

The ALICE experiment at the LHC at CERN is devoted to the study of collisions of
heavy nuclei accelerated at ultra-relativistic energies. These collisions are employed
to reproduce in laboratory the quark-gluon plasma (QGP), a deconfined state of the
strongly-interacting matter. The existence of this state is predicted by the QCD the-
ory under extreme conditions of energy-density and temperature. The QGP is sup-
posed to constitute the early universe in the first ∼ 10 µs after the Big Bang. Charm
and beauty quarks are unique probes for investigating the QGP. Given a mass of the
GeV order, they are produced in the hard-scattering processes in the early stages of
the nucleus-nucleus collision, experiencing the full evolution of the system. Charm
and beauty quarks lose energy by interacting with the plasma constituents. These
phenomena can be studied by measuring the heavy-flavour hadron production and
exploited to infer properties of the system. In this thesis, the production of electrons
from charm and beauty hadron decays in central (0–10%), semicentral (30–50%) and
peripheral (60–80%) Pb–Pb collisions at

√
sNN = 5.02 TeV measured with the ALICE

experiment is presented. These results are compared with those in pp collisions by
means of the nuclear modification factor (RAA) and a significant suppression with
respect to what expected in absence of a deconfined medium is observed in central
and semicentral events. This behaviour indicates that charm and beauty quarks are
subject to in-medium energy loss. The observed effect decreases in more peripheral
events. The measurement is pushed down to pe−

T = 500 MeV/c, where the heavy
quark production is sensitive to the shadowing effects. The RAA does not overcome
unity, signalling that the production of heavy-flavour hadrons is suppressed. The
QGP formation in heavy-ion collisions is expected to induce a modification of the
heavy quark hadronisation mechanisms. In order to disentangle the effects of the
medium produced in Pb–Pb collisions, a deep comprehension of the mechanisms
that govern the hadronisation in pp collisions is required. Recent results on baryon-
to-meson production ratios in pp collisions at the LHC showed an enhancement with
respect to e+e− and e−p collisions. In this thesis, the measurement of the Λ+

c and
Σ0,++

c baryon production cross section in pp collisions at
√

s = 13 TeV with the AL-
ICE experiment is described. The ratio to the D0 meson production of both baryons
is significantly higher than what measured in e+e− and e−p collisions. The measure-
ments are described by several model calculations assuming different mechanisms
for the charm quark hadronisation. Moreover, the first measurement of the prompt
Λ+

c feed-down from Σ0,+,++
c decays in pp collisions is presented and observed to be

∼ 2 times larger than e+e− collisions in the interval 2 < pT < 12 GeV/c. The in-
vestigation of the charm quark hadronisation mechanisms in hadronic collisions can
significantly benefit from production measurements of more charm baryons. In the
last Chapter, a few studies on the capabilities to perform such measurements in the
future with the ALICE experiment are discussed. New frontiers in the heavy-flavour
hadron production measurements will be allowed by the significantly higher statis-
tics that the experiment will collect in the upcoming years, as well as the improved
pointing resolution provided by the upgraded ITS detector.

Keywords: heavy-flavour, charm, beauty, electrons, baryons, hadronisation, quark-
gluon plasma, QCD
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Introduction

Quantum Chromo-Dynamics (QCD) is the gauge theory describing the strong inter-
action between quarks and gluons, the latter being the gauge vector bosons mediat-
ing the interaction. Gluons carry colour charge so they can interact as described by
the non-Abelian structure of the theory. The gluon self-coupling is directly related
to the asymptotic freedom and the confinement, which are peculiar properties of
the strong interaction. According to asymptotic freedom, quarks and gluons can be
considered as free particles in processes with a high momentum transfer, where the
coupling is small. On the other hand, in processes with lower exchange of momen-
tum the interaction coupling increases. Moreover, the confining potential increases
linearly with the distance among partons, so that quarks and gluons are confined
within hadrons. According to Lattice QCD (lQCD) calculations, under extreme con-
ditions of high temperature and energy-density strongly interacting matter can un-
dergo a phase transition from the hadronic phase to a deconfined one, called quark-
gluon plasma (QGP). Such a state is described in terms of quark and gluon degrees
of freedom, since they are no more confined within hadrons. The QGP characterised
the early universe in the first ∼ 10 µs after the Big Bang and only after such a time
it underwent the phase transition to the hadronic phase. The QGP state can be re-
produced in the laboratory with ultra-relativistic heavy-ion collisions, which allow
to reach the necessary energy-density and temperature conditions. The two main
facilities nowadays engaged in the exploration of this exotic state of matter are the
Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory (BNL)
and the Large Hadron Collider (LHC) at CERN. The experiment mainly devoted to
the study of heavy-ion collisions at ultra-relativistic energies at CERN is A Large Ion
Collider Experiment (ALICE).

Charm and beauty quarks are a unique probe for the study of the QGP. Given
their mass of the GeV scale, they are mainly produced in the hard scattering pro-
cesses in the early stages of the collision, before the formation of the QGP. There-
fore, they experience the full space-time evolution of the QGP. Heavy quarks are
expected to lose energy due to the interactions with the medium via both radiative
and collisional processes. Moreover, heavy quark production in heavy-ion collisions
is sensitive to the “cold nuclear matter” effects, not related to the presence of QGP
but to that of heavy ions in the initial state of the collision. A complete compre-
hension of the heavy-flavour physics in nucleus-nucleus collisions requires a deep
understanding of the phenomenology in pp collisions.

The goal of this thesis is to contribute to the investigation of the charm and
beauty quark production and dynamics in hadronic collisions at the LHC. The two
measurements described here regard the production of electrons from semileptonic
decays of charm and beauty hadrons in Pb–Pb collisions at

√
sNN = 5.02 TeV and

the production of Λ+
c and Σ0,++

c (2455) baryons in pp collisions at
√

s = 13 TeV.
In Chapter 1 the basic concepts of the strong interaction and the deconfinement

phase transition are described. Moreover, the main signatures of the QGP produc-
tion and its space-time evolution are introduced. Some concepts about the charm
and beauty quark production and dynamics in hadronic collisions at the LHC are
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treated in detail in Chapter 2, with a particular emphasis on the heavy-quark hadro-
nisation mechanisms in the second half of the Chapter. In Chapter 3 the structure
of the ALICE experiment and of the main subsystems used in the analyses reported
in this thesis are described. The event characterisation in terms of trigger require-
ments and centrality determination is treated later in the Chapter, together with the
description of vertex and track reconstruction procedures, as well as the particle
identification techniques employed in the analyses described in this thesis. Dedi-
cated studies on the comparison between data and Monte Carlo (MC) simulations
of the matching efficiency to the ITS detector for the TPC-reconstructed tracks are
discussed in Section 3.6.4. Moreover, the data-driven smearing procedure on the
impact parameter values of reconstructed tracks in MC simulations is described in
Section 3.6.5.1

In Chapter 4 the measurement of electrons from semi-leptonic decays of heavy-
flavour hadrons in central (0–10%), semicentral (30–50%) and peripheral (60–80%)
Pb–Pb collisions at

√
sNN = 5.02 TeV in the transverse momentum range pT < 6

GeV/c is described. A pure sample of electrons is isolated by exploiting the excel-
lent PID capabilities of the ALICE apparatus in the central barrel. In particular, the
electron identification is performed by means of the dE/dx signals released in ITS
and TPC as well as the time of flight measured with the TOF detector. The electrons
from heavy hadron decays are then obtained from the inclusive electron sample by
subtracting the signal from background components, among which the contribu-
tions of photon conversions in the material and of Dalitz decays of pseudo-scalar
mesons are dominant. A measurement of the nuclear modification factor (RAA) is
obtained and provides insights in the charm and beauty energy loss in the QGP.
Moreover, this measurement is pushed down to pe−

T = 500 MeV/c in order to study
the shadowing effect, which influences the charm and beauty quark production at
low Bjorken-x.

The modifications on the heavy-flavour hadron production in heavy-ion colli-
sions induced by the formation of a deconfined medium can be studied by com-
paring with results obtained in pp collisions. Despite an energy density reached
probably insufficient to produce a hot and high-density deconfined medium, a com-
plete understanding of the hadronisation processes involving heavy quarks in pp
collisions at the LHC is still an open point. Recent results of the Λ+

c /D0 ratio show a
significant enhancement with respect to the results in e+e− and e−p collisions, point-
ing to a non-universality of fragmentation functions among the collision systems.
A crucial contribution in this context is provided by the measurement of prompt
Λ+

c (udc) and Σ0,+,++
c (2455) (ddc, udc, uuc) baryon production in pp collisions at√

s = 13 TeV. In this thesis, such measurements are performed in the Λ+
c → pK−π+

and Σ0,++
c → Λ+

c π−,+ decay channels, exploiting the reconstruction of Λ+
c decay

vertices. In this work, the fraction of prompt Λ+
c from Σ0,+,++

c (2455) decays is mea-
sured to be around ∼ 38%, quantifying for the first time the fraction of Λ+

c deriving
from these strong decays in hadronic collisions at the LHC. The Σ0,+,++

c (2455) cov-
ers a crucial role for the understanding of charm hadronisation in pp collisions at
the TeV scale. According to conventional fragmentation, the production of Σ0,++

c
baryons should be strongly suppressed by a large penalty factor on the (uu) and
(dd) di-quark formation, which is not predicted by several models. All these aspects
are discussed in detail in Chapter 5.

1These studies were carried on the pp and Pb–Pb collision samples collected by the ALICE experi-
ment in 2018 and on the associated MC productions during the service-task activity.
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The optimisation of the selections adopted in the reconstruction of charm baryons
can be further improved by the usage of Machine Learning (ML) techniques. In
addition, the measurement of charm baryon production in hadronic collisions will
significantly benefit from the improvement of the spatial resolution of the tracking
system and from a larger integrated luminosity. Considering the major upgrades
that several ALICE subsystems are undergoing during the long shutdown 2 (LS2)
and 3 (LS3) of the LHC, the ALICE experiment will be able to operate at a peak lu-
minosity of L = 6× 1027 cm−2s−1 and an interaction rate of about 50 kHz in Pb–Pb
collisions at

√
sNN = 5.5 TeV, with the possibility to collect a sample of about L = 10

nb−1 in central collisions. According to this scenario, some performance studies on
the expected significance for the Ξ+

c → pK−π+ signal measurement are shown in
Chapter 6. The production of Ξ+

c baryon in Pb–Pb collisions is expected to be largely
enhanced in a scenario where charm quarks hadronise via coalescence with light
quarks from the medium, given the measured enhancement of strange quark pro-
duction in the QGP. Moreover, the pK−π+ may be a promising channel given the
improved spatial resolution provided by the upgraded ITS detector. Finally, some
pilot studies for the reconstruction of Ω0

c → Ω−π+ decay signal with the upgraded
ITS detector during Run 4 at the LHC (ITS 3) are reported in the last Section. These
studies are mainly focused on the separation of primary Ω− baryons from the prod-
ucts of the Ω0

c decays by means of an impact parameter analysis.
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Chapter 1

QCD and ultra-relativistic
heavy-ion collisions

The strong interaction between quarks and gluons, the elementary constituents of
the hadronic matter, is described by Quantum Chromo-Dynamics (QCD), as in-
troduced in Sec. 1.1. This theory predicts the existence of a phase transition for
the strongly interacting matter from the hadronic phase to a deconfined one, called
quark-gluon plasma (QGP), where quarks and gluons are not confined within hadrons.
Such a state characterised the early universe in the first ∼ 10 µs after the Big Bang.
QCD calculations on lattice provide quantitative predictions of the basic properties
of the QGP and the QCD phase transition, as described in Sec. 1.2 where the QCD
phase diagram is discussed. Such a transition can occur only under extreme condi-
tions of temperature and energy density, which are reached in laboratory with ultra-
relativistic heavy-ion collisions, as described in Sec. 1.3. The Chapter is concluded
with Sec. 1.4, where the main signatures of the QGP formation and space-time evo-
lution as well as some measurements from the experiments at the LHC and RHIC
colliders are described.

1.1 Quantum Chromo-Dynamics

Strong interaction is one of the fundamental forces present in nature. It regulates
nuclear phenomena and describes the interaction among quarks through gluon ex-
change. The quantum field theory that describes this interaction is Quantum Chromo-
Dynamics (QCD), non-abelian gauge theory based on the local symmetry under the
SU(3) colour group. The lagrangian density can be written as [1, 2]:

LQCD = −1
4

Ga
µνGµν

a +
n f

∑
f=1

q̄ f
i

(
iγµDµ

ij −m f δij

)
q f

j , (1.1)

where f indicates the quark flavour (u, d, c, s, t, b), γµ corresponds to the Dirac ma-
trices and δij is the Dirac delta function. The term:

Ga
µν = ∂µ Aa

ν − ∂ν Aa
µ − igS[Aµ, Aν]

= Fa
µν + gS fabc Aµ

b Aν
c

(1.2)

represents the gluon field strength tensor, where a, b, c are colour indices running over
the octet base of the SU(3) adjoint representation. The gauge field associated to the
gluon is:

Aµ =
8

∑
k=1

Aa
µλa/2 , (1.3)
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where Aa
µ, a = 1, . . . , 8 are eight gauge fields, as there are eight conserved charges

and λa are the Gell-Mann matrices. They satisfy the SU(3) algebra, defined by the
commutation rules; [

λa

2
,

λb

2

]
= i fabc

λc

2
(1.4)

with fabc the SU(3) structure constants. Using Eq. 1.2, the first term of Eq. 1.1 be-
comes:

LG =
1
4

Fa
µνFµν

a

+ gS fabc Aa
µ Ab

ν∂µ Aν
c −

1
4

g2
S fabc fade Aµ

b Aν
c Ad

µ Ae
ν

(1.5)

The Eq. 1.5 shows the gluonic part of the QCD lagrangian. It contains a kinetic term
(first line) and, differently from QED, a gluon self-interaction one (second line). This
feature derives from the non-abelian structure of the SU(3) group, that introduces
the additional non-null term −igS[Aµ, Aν] in the gluon strength tensor. This aspect
differentiates QCD, where the gluons carry themselves colour charge and therefore
can self-interact, from QED, where the photons are electrically neutral and do not
self-interact. The quantity:

Dµ
ij = ∂µδij − igS

λa
ij

2
Aµ

a (1.6)

is the covariant derivative. Using Eq. 1.6, the second term of the QCD lagrangian Eq.
1.1 associated to quarks can be explicitly written as:

LQ =
n f

∑
f=1

q̄ f
i (iγµDµ

ij −m f δij)q
f
j

=
n f

∑
f=1

q̄ f
i

[
iγµ∂µδij −m f δij

]
q f

j + gS

n f

∑
f=1

q̄ f
i

[
λa

ij

2
γµ Aµ

a

]
q f

j

≡ L0 + LI .

(1.7)

The first part L0 describes the free quark-field lagrangian density, which is invariant
under global SU(3) transformations and includes the kinetic and the mass terms for
each quark flavour. The second part LI is naturally introduced by retaining the
lagrangian invariance when applying local phase SU(3) transformations to L0. This
term automatically generates the interactions between quarks and gluons [2].

The adimentional constant gS quantifies the intensity of the strong interaction.
This quantity is defined as gS =

√
4παS, where αS is the strong coupling constant.

The value of αS is not actually constant, but it depends on the energy scale of the
considered process. As theorised in 1973 by H. D. Politzer [8], D. Gross & F. Wilczek
[9], it evolves with respect to the momentum transfer Q according to the equation:

αS
(
|Q|2

)
=

αS(µ
2)

1 + αS(µ2)
12π (33− 2n f ) ln (|Q|2/µ2)

, (1.8)

where µ is a renormalization energy scale and n f is the number of flavours that
contribute to 1-loop corrections, namely those which m f < |Q| [10]. The trend of
αS described in Eq. 1.8 is confirmed by experimental data, as shown in Fig. 1.1.
The strong coupling constant tends to zero for short distances, namely when the
momentum transfer diverges. It implies that in processes with infinite energy scale
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FIGURE 1.1: Summary of measurements of αS as a function of the
momentum transfer Q. The respective degree of QCD perturbation
theory used in the extraction of αS is indicated in brackets (NLO: next-
to-leading order; NNLO: next-to-next-to-leading order; NNLO+res.:
NNLO matched to a resummed calculation; N3LO: next-to-NNLO).

Figure from [3].

FIGURE 1.2: Cornell potential compared with confining qq̄ potential
for heavy quarks at finite temperature calculated with potential mod-
els combined with perturbative QCD [4] and from lattice data on sin-

glet free energy [5–7]. Figure from [4].

the partons can be considered as unperturbed free particles: this is a property called
asymptotic freedom. On the contrary, at large distances (low energies, |Q| . 1 GeV/c)
the value of αS diverges, meaning that the strong interaction assumes higher and
higher intensity.
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FIGURE 1.3: Layout of the QCD phase diagram. Figure from [12].

The interaction of a qq̄ pair can be described by the Cornell potential [11]:

V(r) = σr− α

r
, (1.9)

where σ represents the string tension between the two quarks and α is a Coulombian-
like constant. For a cc̄ system at T = 0, typical values for these quantities are σ ' 0.16
GeV2 and α ' 1/2 [11]. At high distances, the linear term of the potential increases
the system energy until it overcomes the threshold for the formation of a new qq̄
pair, therefore a split in two qq̄ pairs takes place. This QCD phenomenon is called
confinement. The potential formulation reported in Eq. 1.9 is valid at T = 0. At finite
temperature, the linear term of the confining potential gets smaller due to the re-
ducing string tension, with a consequent decrease of the confining potential at large
radii. In Fig. 1.2 the Cornell potential is compared with the confining qq̄ potential
for heavy quarks at finite temperature calculated with potential models combined
with perturbative QCD [4] and from lattice data on singlet free energy [5–7]. For
distances larger than 0.4÷ 0.6 fm the confining potential reaches a plateau that de-
creases with increasing temperature. This behaviour is responsible of the quarkonia
suppression in the QGP, as explained in Sec. 1.4.8.

1.2 Lattice QCD and phase diagram

Due to the different scales of the αS constant depending on the energy regime, the
theoretical methods needed to study the physics of strong interaction are different.
If in the former case the small value of αS permits a perturbative approach for the
calculation of scattering amplitudes (perturbative QCD, pQCD), for the latter αS is
too large and different techniques must be adopted. One possibility is to evalu-
ate the QCD lagrangian Green’s functions on a discrete space-time grid, as done
in lattice QCD (lQCD [13]). This theory considers a discrete space-time structure,
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FIGURE 1.4: Energy density dependence as a function of the temper-
ature of strongly interacting matter at µB = 0 from lQCD calculations,
with the hypothesis of either 2 or 3 light quarks, or with 2 light quarks
plus a four times heavier strange quark. The arrows in the right side
indicate the ε/T4 value expected for an ideal gas. Figure from [15].

corresponding to a complex-time hypercubic lattice where the sites are occupied by
quarks and linked by gluons. This grid is the environment where the equations of
theory are solved. The predictions of physics phenomena are obtained in the limit
a→ 0, where a is the spacing between two adjacent sites of the grid.

Lattice QCD at finite temperature allows to investigate the µB ≈ 0 of the phase
diagram of the strongly-interacting matter, which is reported in Fig. 1.3. The quan-
tity in abscissa is the baryon-chemical potential µB, which corresponds to the energy
needed to increase by one unity the total baryon number and it is proportional to the
net baryon density nB− nB̄. The ordinary matter sits in the region around T ≈ 0 and
µB ≈ 1 GeV. For higher values of the baryon-chemical potential, corresponding to a
system pressure above 1032 Pa, the matter can be described as a degenerated gas of
neutrons, whose structure is close to that of the atomic nucleus and should compose
the core of the neutron stars. If the pressure increases of about 3 orders of magni-
tude, above 1035 Pa, the repulsive force of the degenerated gas cannot compensate
this pressure any more and the matter becomes a low-temperature gas of quarks
that are no more constrained inside hadrons. Usually, this exotic state of matter is
referred in literature as a colour superconductive state [14]. At higher temperatures,
above T ≈ 100 MeV, the nucleon gas converts into a hadron gas and for even higher
values it is expected to undergo a transition to the quark-gluon plasma (QGP), a de-
confined state of matter characterized by partonic degrees of freedom, since quarks
and gluons are no more constrained within hadrons. This state of matter is supposed
to characterise the early universe during the first ∼ 10 µs after the Big Bang. If we
consider the low-µB regime (µB ≈ 0) the transition of matter to the QGP occurs as
a cross-over at a temperature of T ≈ 154− 174 MeV (≈ 1.8− 2.0× 1012 K) given
the non-null values of the light quark masses mu,d,s [12, 15, 16]. For higher values of
the baryon-chemical potential, the matter undergoes a first-order phase transition
to QGP, and the coexistence with the cross-over at low µB implies the presence of a
critical point.



6 Chapter 1. QCD and ultra-relativistic heavy-ion collisions

The QGP can be considered as an ideal fluid constituted by all elementary parti-
cles with a mass lower than the system temperature, according to lQCD calculations
at finite temperature (T > ΛQCD ≈ 200 MeV). As shown in Fig. 1.4, the system
energy density follows a ∝ T4 trend for values above the critical temperature Tc,
in line with the ideal gas picture, where both bosons and fermions are in chemical
equilibrium and their energy densities follow a Stefan-Boltzmann law:

ε = 3p = g
k4

B

h̄3c3

π2

30
T4 , where g =

{
nd.o.f., bosons
7
8 nd.o.f., fermions

. (1.10)

The coefficient g includes the number of degrees of freedom due to spin, flavours
and charges (nd.o.f.), modulo a constant factor that refers to the differences between
the Bose-Einstein and Fermi-Dirac statistics. A fast increase of ε/T4 is noticeable
in correspondence of the critical temperature Tc that according to Eq. 1.10 can be
interpreted as a change in the number of degrees of freedom occurring during the
phase transition, while moving from g = 3 in the colourless pion gas to the 37 (with
two flavours) in the deconfined state 1. In Fig. 1.4 the scenarios with 2 light quarks,
3 light quarks and 2 light plus 1 heavier (strange) quarks are shown. Presumably,
the latter one is likely to be closest to the physically-realised quark mass spectrum
and provides a critical value of the energy density of εc ≈ 0.7 GeV/fm3.

The nature of the QCD phase transition, such as its order and the behaviour at
the critical point, is ruled by the intrinsic symmetries of the QCD lagrangian density.
A phase transition is usually classified according to the behaviour of the system free
energy. In the case of the QCD phase transition, the free energy is linked to the
Polyakov loop [17], defined as:

L(~x) = Tr
[
P exp

(
ig
∫ β

0
dx0A0(x0,~x)

)]
, with β = 1/T , (1.11)

where Aµ is the gluon field in the fundamental representation. The Polyakov loop
is invariant under transformations of the centre group of SU(3) gauge group, sat-
isfying the so-called centre symmetry [18], and its expectation value 〈L〉 serves as
order parameter of the confinement-deconfinement phase transition in QCD [19].
The quark confinement realises in the null value for the Polyakov loop expectation
value, 〈L〉 = 0. The transition to the deconfined phase is characterised by a non-null
value, 〈L〉 > 0. The Polyakov loop expectation value is linked to the system free
energy F by the equation:

〈L〉 = exp(−F/T) . (1.12)

This equation indicates that in the deconfined phase, where 〈L〉 > 0, the cost in free
energy to insert a single quark in the system is finite. On the contrary, the cost is
infinite in case of the confined phase, where 〈L〉 = 0, according to Eq. 1.12.

The QCD lagrangian density shown in Eq. 1.1 and, in particular, the quark term
explicitly reported in Eq. 1.7 exhibits a symmetry under flavour transformation,
since the nature of the quark interaction with the gauge bosons does not depend on

1The degrees of freedom for the pion gas correspond to the three values of the isospin quantum
number, referred to the three mesons π0, π+, π−. For the deconfined state, the bosonic and fermionic
degrees of freedom need to be treated separately. Neglecting the contribution of electromagnetic par-
ticles, which in a small radius QGP do not thermalize with the medium [12], the bosonic degrees
of freedom come from gluons and are ggluon = Ngluon(8) × Nspin(2) = 16, while the fermionic
ones, considering the 2 light quark scenario, are gquarks = 7

8 ×Nflavour(2)×Nspin(2)×Ncolour(3)×
N(anti)particles(2) = 21, for a total number of g = 37 degrees of freedom.
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the flavour. This property is reflected in the symmetry under isospin transformation,
which is observed in the hadron properties. However, this is an exact symmetry only
in case of identical quark masses mu = md = ms. In addition, if the quark masses
are all null, the lagrangian is invariant under chiral transformations. Considering
that the quark fields can be written as the sum of the left-handed and right-handed
components:

q = qL + qR , with qL,R =
1
2
(1∓ γ5)q , (1.13)

then the lagrangian remains untouched when the transformations:

SU(3)L 3 ΛL : qL → ΛLqL

SU(3)R 3 ΛR : qR → ΛRqR
, with qL,R =

uL,R
dL,R
sL,R

 (1.14)

are applied. This means that the QCD lagrangian with massless quarks exhibits an
exact symmetry under flavour and chiral transformations, with a null expectation
value of the qq̄ operator, called condensate, corresponding to the order parameter of
the transition: 〈qq̄〉 = 0. Nevertheless, the nature shows the existence of several
〈qq̄〉 6= 0 condensates, for example the π+ (ud̄) and the K+ (us̄): this is the con-
sequence of the spontaneous breaking of the chiral symmetry at low temperatures,
where the non-null condensates correspond to the related Goldstone bosons [1]. This
symmetry, which is explicitly broken by the low-energy states, is naturally restored
at high energies and this restoration is a sufficient condition for the existence of a
phase transition in QCD.

A priori, the chiral symmetry restoration is not granted to be linked to the mat-
ter transition from the hadronic to the deconfined state, being in principle a different
phase transition. However, lQCD calculations [15] showed a coincident behaviour of
the susceptibilities of the deconfinement and chiral transitions (Polyakov suscepti-
bility χL, chiral susceptibility χm), showing a strong correlation between their max-
ima whose locations occur at similar temperatures. This behaviour suggests that
these two transitions could be the same one.

1.3 Heavy-ion collisions

Heavy-ion collisions at ultra-relativistic energies are the experimental tool to repro-
duce the QGP in the laboratory. The main facilities where ultra-relativistic heavy-
ion collisions are studied are the Relativistic Heavy Ion Collider (RHIC [20]) at the
Brookhaven National Laboratory (BNL) since 2000 and at the Large Hadron Collider
(LHC [21]) at CERN since 2010. The centre-of-mass energies per nucleon-nucleon
pair reach the maximum values of

√
sNN = 200 GeV for gold–gold (Au–Au) colli-

sions at RHIC and
√

sNN = 5.02 TeV for lead–lead (Pb–Pb) collisions at the LHC. At
such high energies the colliding nuclei are not stopped at the collision point, there-
fore the net baryon density is very small: this allows to explore the µB ≈ 0 region of
the QCD phase diagram. This region is called Bjorken or transparency regime, different
from the stopping regime realised when the accelerated ions are stopped in correspon-
dence of the collision point [22]. The latter regime was explored at the Super Proton
Synchrotron (SPS [23]) at CERN and at the Alternating Gradient Synchrotron (AGS [24])
at BNL, as well as many other facilities like during the Beam Energy Scan (BES [25])
multi-experiment program at RHIC and the Nuclotron-based Ion Collider fAcility
(NICA [26]) at the Joint Institute for Nuclear REsearch in Dubna, Russia. These fa-
cilities were used to perform several fixed-target and collider measurements carried
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FIGURE 1.5: Schematic representation of a nucleus–nucleus (Å) colli-
sion in the optical limit, with transverse (left) and longitudinal (right)

views. Figure from [28].

out at centre-of-mass energies per nucleon pairs ranging in
√

sNN = 7.7− 17.3 GeV,
exploring values of the baryon-chemical potential in the range µB = 200− 500 MeV.

1.3.1 The geometry of the collision: the Glauber model

Considering that the nuclei are extended objects, a modelling of the collision ge-
ometry is needed to determine the average number of nucleon-nucleon collisions
(〈Ncoll〉) and of participant nucleons (〈Npart〉) involved in a particular nucleus-nucleus
collision or, more precisely, in a sample of selected collisions. Protons and neutrons
are distributed within the nucleus influencing its dimension, since the nuclear ra-
dius depends on the mass number according to the relation R ≈ 1.2 fm ×A1/3. The
Glauber model [27, 28] provides a semi-classical picture of a nucleus-nucleus colli-
sion intended as a incoherent superimposition of the compounding nucleons, con-
sidered as undistinguishable. In the so called optical limit, the nucleons are consid-
ered as moving independently in linear trajectories and to carry a sufficient amount
of momentum to be considered undeflected when the two nuclei cross each other.
In this way, the collision between two nuclei can be modelled as a sum of nucleon-
nucleon events, where protons and neutrons are distributed in the nuclei accord-
ing to a Woods-Saxon density ρ and their interactions are regulated by the inelastic
nucleon-nucleon cross section σinel.

NN , both provided as input for the model calcula-
tions.

In Fig. 1.5 a schematic representation of a nucleus-nucleus collision under the
assumptions made above is reported. Focusing on the transverse plane, namely
the plane orthogonal to the nuclei direction, the system is centred in the centre of
nucleus A, with respect to which the coordinates of a certain nucleon are expressed
with the vector~s. The same position with respect to the centre of nucleus B is given
by the vector~b−~s, where~b is the vector that connects the centres of the two nuclei,
called impact parameter. Considering ρ(~s, z) the probability per unit volume to find a
nucleon inside the nucleus A located in~s, then the probability expressed in terms of
unit transverse area is quantified by the thickness function:

T̂A(~sA) =
∫

ρA(~sA, zA)dzA , (1.15)
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where ρA(~sA, zA) ≡ ρ(~s, z)/A2. A similar expression is valid for the nucleus B. The
nuclear overlap function is then defined as 3:

T̂AB(~b) =
∫

T̂A(~s) · T̂B(~s−~b)d2s . (1.16)

This quantity has the dimension of the inverse of an area and it is related to the
probability for a nucleon in A to interact with a nucleon in B. For this reason, the
probability of any nucleon in A to collide with any nucleon in B is quantified by:

p(~b) = σinel.
NN T̂AB(~b) . (1.17)

The expression reported in Eq. 1.17 quantifies the probability of success for a sin-
gle nucleon-nucleon collision. Considering that the maximum number of possible
binary collisions between two nuclei with mass numbers A and B is equal to AB4,
the probability Pn,AB(~b) to have n binary collisions out of AB follows the binomial
distribution:

Pn,AB(~b) =
(

AB
n

)
·
(

σinel.
NN T̂AB(~b)

)n
·
(

1− σinel.
NN T̂AB(~b)

)AB−n
, (1.18)

where
(

AB
n

)
represents the possible combinations among nucleons in A and B and

1− σinel.
NN T̂AB(~b) quantifies the probability of failure for a single binary collision. The

average number of binary collisions is naturally defined by the first moment of the
binomial distribution of Eq. 1.18, namely:

〈Ncoll〉(~b) = AB · σinel.
NN T̂AB(~b) . (1.19)

The Eq. 1.18 allows to quantify the total probability of interaction between the nuclei
A and B, which can be estimated as the complementary probability not to have any
nucleon-nucleon collision:

pinel.
AB = 1− P0,AB(~b) = 1−

[
1− σinel.

NN T̂AB(~b)
]AB

, (1.20)

and the total inelastic nucleus-nucleus cross section can be defined as the surface
integral over the full transverse plane of the mentioned probability, namely:

σinel.
AB =

∫ +∞

0
2πbdb ·

[
1−

(
1− σinel.

NN T̂AB(~b)
)AB

]
. (1.21)

2The redefinition of the nuclear density per unit nucleon ρA(~sA, zA) is driven by the nuclear den-
sity normalization, such that its integral over the nuclear volume is equal to the total number of nu-
cleons and the surface integral on the transverse plane of T̂A(~sA) is equal to unity:

∫
ds2T̂A(~sA) =∫

ds2dzAρA(~sA, zA) = 1. Thus one can define 〈TA(~sA)〉 ≡ T̂A(~sA) ·A, which is normalised such that∫
ds2〈TA(~sA)〉 = A.

3Similarly to what said before, one can define 〈TAB(~b)〉 ≡ T̂AB(~b) ·AB, which is normalised such
that

∫
db2〈TAB(~b)〉 = AB.

4A single nucleon of A sees B nucleons in the opponent nucleus, then it can have B interactions. This
argument must be extended to all the undistinguishable nucleons in A, which are indeed A, therefore
the total number of possible binary collisions is AB.
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The inelastic nucleus-nucleus cross section in Eq. 1.21 linearly increases with the
impact parameter:

dσinel.
AB

db
∝ 2πb . (1.22)

This relation is valid for high values of the nuclear overlap function T̂AB(~b). As soon
as this quantity falls down, which happens when the impact parameter is high and
tends to the sum of the colliding nuclei radii, this linear dependence is broken due to
the absence of nucleon-nucleon collisions given the reducing amount of participants.

Another important quantity related to the collision between two nuclei is the
the number of nucleons involved (Npart). Fixing a specific test nucleon in nucleus A
positioned in~s, its probability to collide with a nucleon in B is equal to σinel.

NN T̂B(~s−~b),
where the thickness function is calculated in the position of the test nucleon in A,
considered with respect to the centre of nucleus B. According to this, the probability
that the test nucleon does not interact with any nucleon in B is (1 − σinel.

NN T̂B(~s −
~b))B, namely the product of all failure probabilities. Therefore, we can define the
probability for the test nucleon in A to be involved in at least one binary collision
with a nucleon in B as 1− (1− σinel.

NN T̂B(~s−~b))B. Analogously to what done in Eq.
1.17, the probability for any test nucleon in A to participate in at least one binary
interaction can be defined as:

ppart(~b) =
∫

d2s · T̂A(~s) ·
[
1− (1− σinel.

NN T̂B(~s−~b))B
]

, (1.23)

where the integral is done to take into account all the possible positions of the test
nucleon in A, whose density per unit area is quantified by the thickness function
T̂A(~s). Also in this case, the probability to have n participant nucleons out of the A
available in the first nucleus is given by a binomial distribution with A as number of
total cases and 1− (1− σinel.

NN T̂B(~s−~b))B as probability of a single success. From the
calculation of the first moment of this binomial distribution, the average number of
participant nucleons for the nucleus A turns out to be A times the probability in Eq.
1.23. Since the same argument can be repeated in a specular way for a test nucleon
in B, the total number of participant nucleons in A and B can be estimated by the
following expression:

〈Npart〉(~b) = A ·
∫

d2s · T̂A(~s) ·
[
1− (1− σinel.

NN · T̂B(~s−~b))B
]

+ B ·
∫

d2s · T̂B(~s−~b) ·
[
1− (1− σinel.

NN · T̂A(~s))A
] . (1.24)

The results of the Glauber model can be obtained with a Monte Carlo (MC) simu-
lation. The positions of the nucleons inside the colliding nuclei are fixed according
to the density functions ρ provided as input, used to determine the nuclear thick-
ness (Eq. 1.15) and a random value for the impact parameter is picked according
to the impact parameter distribution, which derives from Eq. 1.22. The interac-
tion between the two nuclei is considered as a superposition of many independent
nucleon-nucleon collisions, regulated by the input inelastic cross section σinel.

NN . In
particular, two nucleons are assumed to collide if the distance d between them is

d <
√

σinel.
NN /π . (1.25)

Using this convention, the simulations are repeated several times to reproduce many
heavy-ion collisions, in order to estimate the geometrical quantities related to these
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FIGURE 1.6: Space-time diagram of longitudinal QGP evolution.
From the collision of heavy ions at ultra-relativistic energies the crit-
ical energy density is overcome within a time τ0 ∼ 1 fm/c and the
QGP phase is reached. The system expands following the laws of rel-
ativistic hydrodynamics and cools down to the critical temperature
Tc, when the transition to the hadron gas phase takes place. Due to
the further expansion of the system, the particle abundances are de-
termined by the end of inelastic interactions among hadrons at the
kinetic freeze-out temperature Tch, followed by a kinetic freeze-out
at Tfo < Tch where the particle energy are definitively established.

Image taken from [30].

events, such as 〈Npart〉 and 〈Ncoll〉. These results are used to determine the collision
centrality starting from experimental quantities, as explained in Section 3.5. The av-
erage number of participants and binary collisions for central (0–10%) Pb–Pb colli-
sions at

√
sNN = 5.02 TeV at the LHC are about 〈Npart〉 ' 360 and 〈Ncoll〉 ' 1600 [29].

1.3.2 Space-time evolution of the collision

The space-time evolution of the system formed in a nucleus-nucleus collision is
shown in Figs. 1.6 and 1.7 and it develops as follows [12]:

a) heavy ions are accelerated so that they gain ultra-relativistic energies (E ≥ m)
and collide for a crossing time τcross, estimated as:

τcross = 2R/γ , (1.26)

where R is the nucleus radius, while γ is the Lorentz factor that contracts them.
The crossing time for Pb–Pb collisions at

√
sNN = 5.02 TeV at LHC is estimated

to be about 5.7× 10−3 fm/c, given a Pb radius of about 7.1 fm and a Lorentz
factor γ ' 2.5× 103. The interval τcross is lower than the time-scale of strong
interactions τ0 = 1/ΛQCD ' 1/200 MeV ' 1 fm/c;

b) the system reaches a local thermal equilibrium at a time τterm, due to multiple
scatterings among constituent particles, characterized by the mean free-path
λ ≈ 0.1 fm. The expected temperature for the QGP reproduced at LHC is
≥ 600 MeV and its values decreases as T ∼ τ−1 [30]. This stage follows a pre-
equilibrium one, where the energy density provided in the collision needs to
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FIGURE 1.7: Space-time evolution on a heavy ion collision. Image
taken from [12].

be high enough to produce the QGP. In the mid-rapidity range5 the net baryon
density is close to zero and it is possible to estimate the system energy density
in the Bjorken regime as [22, 30]:

ε =
1

πR2
1
τ0

dET

dy

∣∣∣∣
y=0

, (1.28)

where the initially produced collision volume is considered as a cylinder of
length dz = τ0dy and transverse area πR2, with R ≈ 1.2 fm ×A1/3. The

5The rapidity of a particle with energy E and longitudinal momentum component pz is defined as:

y :=
1
2

ln
(

E + pz

E− pz

)
. (1.27)
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quantity ET is the transverse energy 6 . Considering the heavy-ion collisions
at RHIC and LHC at their top centre-of-mass energies per nucleon pair and
assuming τ0 = 1 fm/c, the energy densities reached for these colliders range
between∼5 GeV/fm3 and∼12 GeV/fm3 [31], values significantly higher than
the critical value discussed in Sec. 1.2;

c) for times τ > τterm, the system evolves according to relativistic hydrodynamics
laws. First of all, it is subject to a longitudinal expansion, because the pressure
gradient along the nuclei direction of motion is stronger than that in the trans-
verse plane. Considering the hydrodynamic law [22]:

dε

dτ
= −ε + p

τ
, (1.31)

where p is the system pressure, then the energy density ε evolves as ε ∼ 1/τn,
with 1 ≤ n ≤ 4/3. For an ideal ultra-relativistic gas, this coefficient is n = 4/3
and the equation of state corresponds to ε = 3p. This expansion cools down
the QGP and lasts until the time τlong ∼ R/c;

d) for times τ ≥ τlong, the system stops expanding longitudinally, starting to be
subject to a tridimentional expansion until the temperature reaches the critical
value T = TC. This is the moment when the phase transition from QGP to
hadron gas state takes place;

e) after the phase transition, the system experiences these two subsequent mo-
ments:

– chemical freeze-out: the inelastic interactions among hadrons stop, fixing
the species abundances. It happens immediately after the phase transi-
tion, namely at Tch = 156.5± 1.5 MeV [32];

– kinetic freeze-out: when the system cools down to Tfo < Tch also elastic
interactions among hadrons stops, then energy and momentum of final
particles are definitively established.

1.4 Signatures of the QGP

In this section, an overview of the experimental results and the observables that
mainly contribute to the actual understanding of the QGP properties produced in
laboratory with heavy-ion collisions at ultra-relativistic energies is reported.

1.4.1 Charged particle multiplicity

The charged particle multiplicity corresponds to the number of charged particles
produced in a collision. This quantity is strictly related to the energy-density in-
volved in the pre-equilibrium phase described in Sec. 1.3.2, which determines whether

6The transverse energy [30] ET for a particle with energy E that flies with a polar angle θ with
respect to the beam direction is defined as:

ET := E sin(θ) . (1.29)

Analogously, the transverse mass for the same particle, having a mass m, is defined as:

mT :=
√

m2 + p2
T . (1.30)

In case of massless particles (m = 0) the two quantities are equal to pT.
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FIGURE 1.8: Charged particle pseudorapidity densities per partici-
pant nucleon pair 2

〈Npart〉 〈dN/dη〉measured at mid rapidity in differ-
ent collision systems as a function of centre-of-mass energy per nu-
cleon pair

√
sNN (left) and number of participants Npart (right). Fig-

ures taken from [33].

the matter undergoes a transition to the QGP or not. The energy-density at mid ra-
pidity, reported in Eq. 1.28 can be approximated as dET

dy

∣∣∣
y=0
≈ 〈ET〉 · dN

dy

∣∣∣
y=0

, where

the last factor corresponds to the rapidity distribution of charged particles at midra-
pidity. Experimentally, the pseudorapidity:

η := − ln
(

tan
θ

2

)
, (1.32)

where θ is the polar angle, defined in the yz plane (see Sec. 3.2), is used in place
of the rapidity7. In Fig. 1.8 the charged particle pseudorapidity density at mid ra-
pidity in pp, p–Pb and Pb–Pb collisions measured by ALICE is shown [33]. This
quantity is often normalised by the number of participant pairs 〈Npart〉/2 in order
to be comparable among different collision systems. The charged particle pseudo-
rapidity density per participant nucleon pair 2

〈Npart〉 〈dN/dη〉 measured by ALICE
is compared with the results from other experiments at different

√
sNN (left). The

particle multiplicity shows a monotonic increase as a function of
√

sNN. The results
regarding central nucleus-nucleus collisions (AA) follow a power law function asb

with parameter b equal to 0.155± 0.004, while the results for pp collisions constitute
a different group following a power law increase regulated by b = 0.103 ± 0.002.
It is interesting to notice that the results in nucleon-nucleus (pA, dA) collisions lie
on the pp curve, indicating that the behaviour observed in AA collision cannot be
attributed only to a larger number of multiple interactions among the participant
nucleons, also present in pA and dA collisions. The 2

〈Npart〉 〈dN/dη〉 shows a signif-
icant enhancement as a function of the number of participant nucleons (right). The
charged particle multiplicity in Pb–Pb collisions at

√
sNN = 5.02 TeV increases al-

most linearly with 〈Npart〉 and significantly differs from what measured in pp and

7Rapidity and pseudorapidity are equivalent in in the high energy limit (p� m):

y =
1
2

ln
E + pL
E− pL

→ 1
2

ln
1 + cos θ

1− cos θ
= − ln

[
tan

θ

2

]
.

For this reason sometimes, talking about rapidity, the η parameter is taken into account.
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FIGURE 1.9: Left: direct-photon spectra measured by the ALICE
experiment in Pb–Pb collisions at

√
sNN = 2.76 TeV for the 0-20%

(scaled by a factor 100), the 20-40% (scaled by a factor 10) and 40-80%
centrality classes compared to NLO pQCD predictions for the direct
photon yield in pp collisions at the same energy, scaled by the num-
ber of binary nucleon collisions for each centrality class. Right: direct
photon spectra in Pb–Pb collisions at

√
sNN = 2.76 TeV and Au–Au

collisions at
√

sNN = 200 GeV measured by the ALICE experiment
at the LHC and the PHENIX experiment at RHIC, respectively. For
pT < 2.1 GeV/c the exponential function A · exp(−pT/Teff) is used
to estimate the average temperature of the medium produced in the

collisions. Figures taken from [34].

p–Pb collisions at the same energy, where the observed multiplicity is significantly
lower compared to the most central Pb–Pb collisions. This trend does not depend on
the collision energy and is described by models which ascribe the lower multiplicity
in smaller systems to the saturation of parton densities, which therefore limits the
production of partons and, finally, of particles [33].

1.4.2 Direct-photon pT-spectrum

Direct photons, defined as photons not produced by the decay of hadrons, are a
unique tool to investigate the time evolution of the QGP produced in heavy-ion col-
lisions. Differently from the hadrons, they are produced at all stages of the collision
and they traverse the medium almost unaffected, since they do not interact strongly
and their mean-free path is much larger than nuclear scales. For this reason, they
provide a direct probe of the different stages of the QGP evolution, even of the ear-
liest ones. In particular, the prompt direct photons produced in the hard scatterings
among partons in the colliding nuclei provide information on the parton densities
in nuclei. They dominate the high-pT distribution of the spectrum (pT > 5 GeV/c).
On the other hand, the low-pT region is dominated by the thermal component [34].
The direct-photon pT spectra in central (0-20%), semicentral (20-40%) and peripheral
(40-80%) Pb–Pb collisions at

√
sNN = 2.76 TeV measured by ALICE are shown in Fig.

1.9 (left panel). The direct photon distribution for pT > 5 GeV/c is well described by
the pQCD calculations for pp collisions at the same energy scaled by the expected
〈Ncoll〉 for each centrality class. In semicentral and more clearly in central collisions
the power-law dependence on pT, expected from the hard process component, is
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FIGURE 1.10: Simultaneous fit of particle yield measured by ALICE
experiment in 0-10% Pb–Pb collisions at

√
sNN = 5.02 TeV. Figure

from the ALICE Figure Repository ©.

broken at low pT due to an excess of thermal photons following an exponential law.
According to the theoretical models, the inverse slope parameter of the exponential
trend reflects an effective temperature of the medium (Teff) averaged over its whole
evolution. A fit of the ALICE data in the interval 0.9 < pT < 2.1 GeV/c with the
exponential function A · exp(−pT/Teff) provides a value of the effective temperature
of the QGP produced in central Pb–Pb collisions, which at

√
sNN = 2.76 TeV corre-

sponds to Teff = (304± 11(stat.)± 40(syst.)) MeV. This is about 1.8 times larger than
the critical temperature Tc of the phase transition (see Sec. 1.2). The QGP produced
in central Pb–Pb collisions at

√
sNN = 2.76 TeV at LHC is about 1.3 times hotter than

the QGP produced in Au–Au collisions at
√

sNN = 200 GeV in the same centrality
class at RHIC.

1.4.3 Identified hadron abundances: the chemical freeze-out temperature

The evolution of the QGP produced in heavy-ion collisions ends with the hadroniza-
tion of partons into different hadronic species. The description of the production of
soft hadrons is basically impossible from a microscopic point of view, due to the
innumerable channels that may contribute in this non-perturbative process and the
in-medium rescattering of soft partons that erases the memory about their initial
production. For this reason a statistical approach is appealing, in which the hadron
production is determined in terms of the macroscopic properties of the system [35].
At the stage of the chemical freeze-out, the system is assumed to be at thermal and
chemical equilibrium, corresponding to a hadron-resonance gas formed by strongly
interaction hadrons forming an ensemble in which the conservation of energy and
quantum numbers is respected. Under these hypotheses, the abundance Ni of a
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given particle species i thermally produced by the system with volume V and tem-
perature Tch is obtained with the grand-canonical ensemble formalism:

Ni(Tch, V, µi) =
giV
(2π)3

∫ d3 p

exp
(

Ei−µi
Tch

)
± 1

. (1.33)

In the above expression, gi indicates the spin degeneracy, Ei quantifies the energy
of the particle and the integral is performed in the entire momentum space. The
“±” symbol accounts for the difference in the Bose-Einstein and Fermi-Dirac statis-
tics. The parameter µi is the chemical potential for the given particle species, which
is governed by its quantum numbers, µi = µBBi + µSSi, where Bi is the baryonic
number and Si the strangeness number, each of them multiplied by the correspond-
ing chemical potential. The expression in Eq. 1.33 may not be formally correct in
case of a non-perfect thermal and chemical equilibrium, for example, of the strange
quark, whose behaviour may deviate from the one expected according to the grand-
canonical description. In this case, the thermal abundance in Eq. 1.33 is scaled by
γSi

S , where γS is called strangeness suppression factor. This quantity is expected to be
lower than unity in case of non-equilibrium, as expected in peripheral AA collisions
and for smaller collision systems. Similar arguments can be moved for the charm
quark (γc), which in particular is mainly produced in the initial hard scatterings
among partons. Finally, another parameter γq is introduced in the SHARE model,
which describes a non-equilibrium QGP which undergoes a sudden hadronization
without additional re-scatterings.

The particle yields per unit of rapidity measured by the ALICE experiment in
0-10% Pb–Pb collisions at

√
sNN = 5.02 TeV are shown in Fig. 1.10. The experi-

mental data are compared with the results from SHARE [36], THERMUS [37] and
GSI [38] models, which base on different assumptions on the equilibrium condition
of the system and/or conservation laws at the chemical freeze-out and perform a
simultaneous fit of the different particle yields leaving Tch, V and µ as free param-
eters. The models describe the particle abundances in a range of about 9 orders of
magnitude with a χ2/NDF between 3.8 and 5.3. In particular, a significant tension
is present with the measured yield of excited K mesons, excluded from the fits, and
with the proton-antiproton one possibly due to the large baryon-antibaryon annihi-
lation cross section in the hadronic phase [39]. All the models find a value of the
chemical freeze-out temperature of about Tch = 153 MeV. This value is close to the
expected critical temperature of the phase transition from the hadronic to the decon-
fined state, suggesting that the chemical freeze-out should happen very soon after
it.

1.4.4 Kinetic freeze-out temperature and radial flow

After the chemical freeze-out, the particle abundances produced by the fireball cool-
ing are fixed, but the particle energy can still change due to residual elastic interac-
tions. After the kinetic freeze-out the particle pT spectra are fixed and their study
at low transverse momenta gives fundamental insights about the medium proper-
ties at this stage of its evolution. Given a static system in thermal equilibrium, the
low-pT spectrum of particles follows a Boltzmann-Gibbs law:

1
pT

d2N
dpTdy

=
1

mT

d2N
dmTdy

∝ e−mT/Tkin , (1.34)
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FIGURE 1.11: Average expansion velocity (〈βT〉) and kinetic
freeze-out temperature (Tkin) progression from the simultaneous
Boltzmann-Gibbs Blast-Wave fit to π±, K± and p(p̄) spectra measured
in Pb–Pb collisions at

√
sNN = 5.02 and 2.76 TeV. The correlated un-

certainties from the global fit are shown as ellipses. The elliptic con-
tours correspond to 1σ uncertainties, with statistical and systematic

uncertainties being added in quadrature. Figure from [40].

where mT is the particle transverse mass (see Eq. 1.30) and Tkin is the system temper-
ature at the kinetic freeze-out. According to this expression, all particle species fol-
low the same exponential trend and this behaviour is usually called mT-scaling [41].
It describes reasonably well the spectra of different particle species (e.g. π−, K̄0,
Λ, ρ0 and ω) produced in hadronic collisions at centre-of-mass energy of 8 and 16
GeV [42,43]). Results from the ALICE experiment in pp collisions at 7 TeV [44] chal-
lenge the universal validity of this property. In general, at the LHC energies the
hadron pT spectra deviate from this trend, as also observed in the measurement of
identified hadron pT spectra in Pb–Pb collisions at

√
sNN = 2.76 TeV [45] and 5.02

TeV [40]. The reason for this evident disagreement has to be found in the internal
pressure gradients that are generated by the QGP, which provoke a collective ex-
pansion in the transverse plane, called radial flow that superimpose to the thermal
random motion of particles. For this reason, the slope parameter in Eq. 1.34 is no
more constituted only by the kinetic freeze-out temperature Tkin, but needs to be
changed into

T̄ = Tkin +
m
2
〈βT〉2 , (1.35)

where the second addendum represents the kinetic energy related to the radial ex-
pansion velocity 〈βT〉, which pushes up to higher values the average transverse mo-
mentum of the particles, proportionally to their mass. This quantity is not constant,
but changes with a power law of the distance r with respect to the centre of the
expanding system:

βT(r) = βs

( r
R

)n
, (1.36)

where βs is the velocity of the surface of the expanding system and R is the max-
imum radius of the fireball. The particle production as a function of momentum
is described by the Boltzmann-Gibbs Blast-Wave function [46], which contains Tkin,
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〈βT〉 and n as free parameters. This approach allows to analyse the measured spec-
tra of the different hadron species, separating the random thermal motion from the
possible collective motions. In the Blast-Wave model each infinitesimal volume el-
ement of the fireball is assumed at the thermal equilibrium at a certain tempera-
ture T and undergoes a radial boost with velocity βT. The spectrum is finally in-
fluenced by a superposition of thermal sources with different radial expansion ve-
locities. The correlation between the average expansion velocity βT and the kinetic
freeze-out temperature Tkin measured by the ALICE experiment in Pb–Pb collisions
at
√

sNN = 2.76 TeV [45] and 5.02 TeV [40] is reported in Fig. 1.11. The two pa-
rameters are estimated with a simultaneous fit of pion, kaon and proton pT spectra
at low transverse momenta measured at different centralities. For Pb–Pb collisions
at
√

sNN = 5.02 TeV, the average transverse expansion reaches a maximum value
of 〈βT〉 = 0.663± 0.003 in 0–5% centrality class, while the kinetic temperature de-
creases from peripheral to central collisions, varying between Tkin = (0.161± 0.006)
GeV and Tkin = (0.090± 0.003) GeV. These results indicate a more rapid expansion
with increasing centrality, given the larger system size, and they show that the ki-
netic freeze-out is delayed in more central collisions, since it takes place when the
system cools down to lower temperatures. No significant differences are spotted be-
tween the results at the two collision energies. The values of T and 〈βT〉 obtained
from the simultaneous fit of the particle spectra gain a physical meaning only if the-
oretical models based on the dynamical expansion of the system reproduce them.
This is done via a relativistic hydrodynamics formalism, which connects the collec-
tive expansion of the medium with its equation of state.

1.4.5 Strangeness enhancement

Below the critical temperature Tc, the mass of the strange quark is of order of ∼ 0.5
GeV/c2, implying a production threshold for a ss̄ pair larger than 1 GeV. However,
due to the chiral symmetry restoration in QGP (see Sec. 1.2), above the critical tem-
perature the effective mass of the strange quark reduces by a factor up to 10, with
a consequent increase of the ss̄ production. For this reason, the strangeness pro-
duction is expected to significantly increase in heavy-ion collisions with respect to
smaller systems. This was originally proposed as a key signature of the QGP for-
mation in heavy-ion collisions [47]. Strange quarks are expected to be abundantly
produced in the QGP via the gluon fusion process gg→ ss̄, thanks to the huge gluon
density in the system, leading to an increase of the relative production of hadrons
containing strange quarks.

The enhanced production of strangeness in heavy-ion collisions can be explained
in a reversed way as a suppression of strangeness production in smaller collision
systems [48]. According to the grand-canonical description, the conservation laws
for all quantum numbers in the QGP need to be respected inside the volume of the
system. Their conservation is not required to take place locally but only on average
in the whole volume, regulated by the corresponding chemical potential. This means
that the production of a hadron containing a strange quark at a given position in the
fireball does not require a formation of another hadron with anti-strange content
in the nearby, but this can take place everywhere inside the system volume. On
the contrary, in smaller colliding systems, such as pp, the grand-canonical ensemble
cannot be used: the reduced dimensions of the phase-space require a description in
terms of a canonical ensemble. In this framework, the exact conservation of all the
quantum numbers must take place locally, meaning that the production of a strange
hadron implies the production of a compensating anti-strange hadron in the same
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FIGURE 1.12: Relative yields to (π+ + π−) of (p + p̄), 2K0
S, (Λ +

Λ̄), 2Φ, (Ξ− + Ξ̄+) and (Ω− + Ω̄+) as a function of charged particle
multiplicity at mid rapidity measured by the ALICE experiment in
pp collisions at

√
s = 7 and 13 TeV, in p–Pb collisions at

√
sNN =

5.02 and 8.16 TeV, in Pb–Pb collisions at
√

sNN = 5.02 TeV and in
Xe–Xe collisions at

√
sNN = 5.44 TeV. Figure from the ALICE Figure

Repository ©.

space-time position. For these reasons, the strangeness enhancement in the QGP
is usually interpreted as the removal of the so-called canonical suppression in small
colliding systems. This is expressed as a γS factor lower than unity in pp collisions
(see Eq. 1.33), signalling the deviation from the grand-canonical description valid in
heavy-ion collisions (γS = 1).

An enhanced production of strange hadrons was observed in heavy-ion colli-
sions at both RHIC [49] and LHC [50]. The production yields normalized to those
of (π+ + π−) of (p + p̄), 2K0

S, (Λ + Λ̄), 2Φ, (Ξ− + Ξ̄+) and (Ω− + Ω̄+) as a func-
tion of charged particle multiplicity at mid rapidity 〈dN/dη〉||y|<0.5 measured by
the ALICE experiment in pp collisions at

√
s = 7 and 13 TeV, in p–Pb collisions

at
√

sNN = 5.02 and 8.16 TeV, in Pb–Pb collisions at
√

sNN = 5.02 TeV and in Xe–
Xe collisions at

√
sNN = 5.44 TeV are shown in Fig. 1.12. The experimental re-

sults show an augmented production of strange hadrons in Pb–Pb collisions with
respect to the low-multiplicity pp events, registering a larger enhancement for par-
ticles with a higher strange-quark content. The relative increase between the two
colliding systems is highest for the Ω−(sss) baryons, whose production increases by
a factor ∼ 5 in Pb–Pb with respect to low-multiplicity pp collisions. The experimen-
tal data do not show a significant dependence neither on the centre-of-mass energy
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FIGURE 1.13: Left: collision between two lead ions. The direction of
motion ẑ is perpendicular to the transverse plane xy. The quantity
ΨRP identifies the orientation of the reaction plane. The impact pa-
rameter b is defined as the distance in the transverse plane between

the ion centres.

per nucleon-nucleon pair nor on the colliding system, showing compatible produc-
tion yields in collisions producing similar final state multiplicity 〈dN/dη〉||y|<0.5. In
particular, recent results from the ALICE collaboration [51] show that the produc-
tion yields of strange hadrons in high-multiplicity pp collisions is comparable with
those measured in Pb–Pb collisions. According to this affinity, it is not clear whether
the strangeness enhancement measured in high-multiplicity pp events is caused by
similar underlying mechanisms governing the physics of the different colliding sys-
tems, becoming equivalent as soon as a specific multiplicity class of events is taken
into account.

1.4.6 Azimuthal anisotropy

As described in Sec 1.3.1, the geometry of a nucleus-nucleus collision depends on
the impact parameter between them. When this quantity is close to zero, the event
is defined as central, since most of the nucleons of the two projectiles are involved
in the collision. When the impact parameter is larger, the event is defined as non-
central and only a fraction of the nucleons participate in the interaction, while the
others move forward untouched (spectators). As shown in Fig. 1.13, in non-central
events the overlapping region identified by the participant nucleons assumes an
almond-like shape, whose projection in the transverse plane corresponds to an el-
lipse with increasing eccentricity as much as the distance between the two colliding
nuclei increases. This geometrical anisotropy of the initial state is converted into
an anisotropy in momentum space, due to the formation of anisotropic pressure
gradients in the transverse plane, causing an azimuthal anisotropy in the collective
flow of the constituents partons before their hadronization. The measurement of
the anisotropic flow enables the study of the equation of state of the system and
the transport coefficients related to the hydrodynamic expansion, such as the shear
viscosity to entropy density η/s and the bulk viscosity to entropy density ζ/s.

The azimuthal anisotropy of the system can be evaluated through the measure-
ment of the particle production as a function of the azimuthal angle ϕ, which can be
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FIGURE 1.14: pT-differential v2 of π±, K±, p + p̄, Λ + Λ̄, K0
S and φ-

meson in Pb–Pb collisions at
√

sNN = 5.02 TeV at different centrality
classes. Figure from [52].

decomposed with a Fourier expansion [53] as:

E
d3N
dp3 =

1
2π

d2N
pTdpTdy

(
1 + 2

∞

∑
n=1

vn(pT) cos[n(ϕ−Ψn)]

)
. (1.37)

The quantity Ψn in Eq. 1.37 is the symmetry plane of the harmonic of n-th order.
For n = 2 this quantity identifies the event plane of the collision, which in case of no
fluctuations in the geometrical distribution of the participants corresponds to the so-
called reaction plane, defined by the direction of the impact parameter vector and the
fly direction of the colliding nuclei. The quantity vn represents the n-th order flow
Fourier coefficient and is calculated as:

vn(pT) = 〈cos[n(ϕ−Ψn)]〉 , (1.38)

where the brackets denote the average among all the particles with a given pT present
in all the events with a given centrality. The second order flow coefficient v2 is called
elliptic flow and constitutes the major contribution to the asymmetry in non-central
collision, given the almond-like shape of the overlapping region. The measurement
of a large v2 is a clear signature of the QGP, indicating the presence of a thermalised
system that follows the laws of relativistic hydrodynamics already in the partonic
phase. The higher order coefficients v3 and v4, called respectively triangular and
quadrangular flow coefficients, are generated mainly by fluctuations of the distribu-
tions of participants in the nuclei in the initial state and by non-linear hydrodynamic
response of the medium [54–59].

The study of the anisotropic flow for identified particles permits to achieve a
deeper knowledge of the physics underlying the QGP evolution. In particular, its
dependence on the particle pT allows to investigate different kinematic regions of
interest, where different physics phenomena influence the flow. The pT-differential
elliptic flow coefficient of π±, K±, φ, p + p̄, Λ + Λ̄ and K0

S measured by the ALICE
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FIGURE 1.15: Sketch of jet quenching in QGP. Figure from [68].

experiment in Pb–Pb collisions at
√

sNN = 5.02 TeV at different centrality classes
is shown in Fig. 1.14 [52]. The v2 coefficient increases from most central collisions
(0-1%) to semi-central ones (30-40%) because of the increased spatial anisotropy of
the overlapping region between the two colliding nuclei. For more peripheral col-
lisions, the v2 decreases again due to the lowering of pressure gradients in the pro-
duced system. In the low-pT region (pT . 3 GeV/c) the elliptic flow shows a clear
mass ordering, namely the v2 coefficient decreases with the increasing hadron mass.
This behaviour is expected due to the interplay with the radial flow (see Sec. 1.4.4)
pushing more massive particles to higher 〈pT〉. At intermediate transverse momenta
(3 . pT . 8 GeV/c) the values of v2 tend to be higher for baryons with respect to
mesons. This property supports the hypothesis of quark hadronization via coales-
cence, which implies that the v2 of each single constituent quark contributes to the
elliptic flow of the final state hadron. This implies a larger v2 for baryons with re-
spect to mesons, showing a v2 dependence on the number of constituent quarks
rather than the hadron mass.

The measurement of anisotropic flow at high pT, when pT � m, is therefore sen-
sitive to the in-medium path-length dependent energy loss effects. For transverse
momenta pT & 8 GeV/c the anisotropic flow is generated when hard partons prop-
agate through the QGP loosing energy via multiple scatterings and gluon radiation,
leading to a non-zero elliptic flow up to very high pT [60–63]. Finally, the compari-
son of the measured vn coefficient with model predictions permits to give important
constraints to the hydrodynamical properties of the QGP. In particular, the experi-
mental results support the description of the QGP as a perfect fluid, since they are
fairly described by model calculations [64,65] which assume a η/s close to the lower
limit of 1/4π. This value is imposed by first principle calculations and confirmed
by anti-de Sitter/conformal field theory (AdS/CFT [66]), even if recent theoretical
developments seem to challenge this limit [67].

1.4.7 Jet quenching

The production of high energy partons in hadronic collisions is mainly ascribed to
the hard-scattering processes, where two partons from the initial state hadrons in-
teract with a large momentum exchange. This process at leading order produces a
pair of back-to-back high-energy partons. It manifests macroscopically as a 2, 3 or
4- jets, according to the number of high-energy partons produced in the event. A
jet is defined as a spray of hadrons deriving from the parton shower caused by the
high-energy parton fragmentation. In nucleus-nucleus collisions, the back-to-back
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FIGURE 1.16: (a) Azimuthal distributions for minimum bias and cen-
tral d–Au collisions, and for pp collisions at

√
sNN = 200 GeV mea-

sured by the STAR experiment at RHIC. (b) Comparison of pedestal
subtracted two-particle azimuthal distributions for central d–Au col-
lisions to those seen in pp and central Au–Au collisions at

√
sNN =

200 GeV measured by the STAR experiment at RHIC. Figure from
[69].

topology and the kinematic correlations are broken by the presence of the QGP. As
depicted in the sketch in Fig. 1.15, the two partons produced in the hard-scattering
process lose energy in the form of gluon radiation (“gluonsstrahlung”) while travers-
ing the medium, where the amount of energy loss depends on the path-length. This
phenomenon is called jet quenching and was observed at RHIC [69], comparing the
di-hadron azimuthal correlation in nucleus-nucleus collisions with the results from
smaller systems. Quarks that are produced close to the surface of the fireball main-
tain most of their original energy and are later detectable as high-pT jets. This is
usually used as a possible “trigger” particle and the region with ∆ϕ = 0 around it
is called near-side. The opposite parton (“associated”), expected in the away-side re-
gion, namely at ∆ϕ = π with respect to the trigger particle, needs to cover a longer
path before leaving the QGP, loosing a larger amount of energy. The measurements
from the STAR experiment in pp, deuteron–gold (d–Au) and Au–Au collisions at√

sNN = 200 GeV are reported in Fig. 1.16. While the near-side peak has similar
height and shape among different collision systems, the away-side peak in central
(0-20%) Au–Au collisions disappears, signalling that the back-scattered parton loses
a significant amount of energy which is dissipated at large angles. This behaviour is
not observed in d–Au collisions, where no medium formation is expected.

The hadrons possibly produced from the hadronization of the away-side parton
are affected by the reduction of the quark energy, causing an overall softening of the
measured pT-spectrum of final state particles. This effect is studied experimentally
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FIGURE 1.17: Nuclear modification factor in Xe–Xe at
√

sNN = 5.44
TeV and Pb–Pb at

√
sNN = 5.02 TeV collisions for charged particles

measured by the ALICE experiment in nine centrality classes. Figure
from [70].

with the measurement of the nuclear modification factor (RAA), which is defined as
follows:

RAA(pT, y) =
1

〈TAA〉
d2NAA/dpTdy
d2σpp/dpTdy

, (1.39)

where 〈TAA〉 = 〈Ncoll〉/σinel.
pp (see Eq. 1.19). The quantity defined in Eq. 1.39 corre-

sponds to the pT- and rapidity- differential yield measured in nucleus-nucleus colli-
sions divided by the same quantity in pp collisions scaled by the average number of
expected nucleon-nucleon interactions, given by the Glauber model (see Sec. 1.3.1).
The nuclear modification factor is expected to be at unity in case a nucleus-nucleus
collision can be described as a pure superimposition of nucleon-nucleon interac-
tions, without any further effect emerging from the different nature of the initial
state. The scaling with the average number of nucleon-nucleon interactions 〈Ncoll〉
is somehow valid for hard processes, for which the cross section σhard

NN � σinel.
NN is

small. Considering Eq. 1.21, 1.22 and using σhard
NN instead of σinel

NN and applying a
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FIGURE 1.18: Nuclear modification factor of charged jets in central
(0–10%) Pb–Pb collisions at

√
sNN = 2.76 TeV measured by the ALICE

experiment [71] compared with the one of inclusive jets measured
by the CMS [72] and ATLAS [73] experiments at the same collision
energy and centrality. Figure from the ALICE Figure Repository ©.

Taylor expansion around σhard
NN one obtains:

dσhard
AB

db
' 1−

[
1−AB · σhard

NN · T̂AB(~b)
]
= AB · σhard

NN · T̂AB(~b) ∝ σhard
NN · 〈Ncoll(~b)〉 ,

(1.40)
where Eq. 1.19 is exploited in the last step. Eq. 1.40 shows that the hard processes
cross section in nucleus-nucleus collisions scales with 〈Ncoll〉. According to this, a
RAA = 1 would confirm this bynary scaling assumption. Deviations from unity of
the nuclear modification factor as a function of pT are expected in case jet quenching
for high-pT partons plays a role, causing RAA < 1 for intermediate values of the
hadron pT. This effect was first observed at RHIC in Au–Au collisions at

√
sNN = 130

GeV as a suppression of the particle yields with respect to the reference pp results
in the region 3 . pT . 6 GeV/c [74,75]. The nuclear modification factor for charged
particles measured by the ALICE experiment in Xe–Xe collisions at

√
sNN = 5.44

TeV and Pb–Pb collisions at
√

sNN = 5.02 TeV shows a maximum suppression with
respect to unity in the interval 5 . pT . 10 GeV/c in all centrality classes, as visible
in Fig. 1.17. The comparison among the different centrality classes clearly shows a
systematic reduction of the suppression as the collision becomes more peripheral,
indicating that a lower system size implies a lower loss of energy for the traversing
partons. Moreover, the clear ordering between Xe–Xe and Pb–Pb collisions is repre-
sentative of the energy loss dependence on the system size, being more pronounced
in the more extended QGP produced in the latter case. A further confirmation of the
link between RAA < 1 at intermediate-pT and energy loss in the QGP comes from
the observation of a RAA = 1 for photons, W and Z bosons in the same transverse
momentum interval [34, 76–79]. The RAA at unity indicates that the energy loss in
QGP originates from the strong interaction with the medium of high-energy quarks
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FIGURE 1.19: Left: invariant mass distribution of muon pairs in Pb–
Pb collisions at

√
sNN = 5.02 TeV reconstructed by the CMS exper-

iment. The data are reported as black points and their fit with a
solid blue line. The dotted red line represents the same distribu-
tion scaled by the inverse of the nuclear modification factor. Fig-
ure from [80]. Right: nuclear modification factor as a function of
〈Npart〉 of J/ψ reconstructed in the µ+µ− channel measured by the
ALICE and PHENIX experiments in Pb–Pb collisions at

√
sNN = 2.76

TeV and Au–Au collisions at
√

sNN = 200 GeV respectively. Figure
from [81].

and gluons, which does not affect electroweak bosons and their decay leptons. The
charged particle RAA in all centrality classes grows for pT & 10 GeV/c towards
unity, while a pretty constant pT dependence is observed for charged jets within the
same pT interval. This is visible in Fig. 1.18, where the nuclear modification factor
of charged jets in central (0–10%) Pb–Pb collisions at

√
sNN = 2.76 TeV measured

by the ALICE experiment [71] compared with that of inclusive jets measured by the
CMS [72] and ATLAS [73] experiments at the same collision energy and centrality is
shown. Such a rise at the level of charged particle RAA is not accompanied by a sim-
ilar rise of the charged jet RAA, which reaches a plateau at around 0.5 for pT,jets & 200
GeV/c. This comparison suggests that part of the energy is spread out of the jet cone
in Pb–Pb collisions, causing a RAA for charged jets lower than unity.

The binary scaling hypothesis would not be violated in case of a RAA > 1 for
lower transverse momenta, as a consequence of the pT reduction caused by the jet
quenching, but the reported results show a RAA < 1 for transverse momenta down
to zero. This behaviour is not ascribable to the presence of QGP (hot nuclear matter
effects), but to the involvement of nuclei in the collisions, which modify the condi-
tions of the initial state with respect to a pp collision. A dedicated environment for
the study of these cold nuclear matter effects (CNM) are the p–Pb collisions, where the
QGP formation is not expected and the RpPb is only affected by them. Moreover,
the particle production at low transverse momenta (pT . 3 GeV/c) is dominated by
soft processes, which scale with 〈Npart〉, therefore the mentioned binary scaling is
not expected to be valid even in absence of medium effects. These aspects will be
addressed with more details later in this thesis.
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State J/ψ χc ψ(2S) Υ(1S) Υ(2S) Υ(3S)
Td/Tc 2.10 1.16 1.12 > 4.0 1.60 1.17

TABLE 1.1: Dissociation temperature in units of the critical tempera-
ture for different charmonia and bottomonia states. Table from [82].

1.4.8 Quarkonia suppression

The study of cc̄ and bb̄ bound states, called quarkonia, represents an interesting tool to
inspect the QGP properties. This was firstly proposed by Matsui and Satz [11], who
identified in the suppression of the charmonia production in heavy-ion collisions
a powerful probe of the deconfinement, sensitive to the medium temperature [4].
The quarkonium binding energy in the vacuum can be derived from the Cornell
potential reported in Eq. 1.9, which allows to define the bound state radius that for
the J/ψ ranges in 0.2 ≤ rJ/ψ ≤ 0.5 fm at T = 0, depending on the value of the charm
quark mass and of the string tension σ and α at null temperature. At finite T, the
string tension coefficient decreases until σ(Tc) = 0, therefore the linear confining
term of the potential vanishes for T ≥ Tc, when it becomes:

V(r)QGP = −α(T)
r
· e−r/rD(T) . (1.41)

The Cornell potential reduces to a colour-screened coulombic one, where the colour
charges are subject to a screening effect similar to that experienced by electric charges
inside a plasma of electrons and ions. The quantity rD(T) is the Debye radius, which
quantifies the typical extension of the colour screening effect in the deconfined medium.
The Debye radius strongly depends on the system temperature and it is expected to
decrease as soon as the medium temperature increases. Therefore the bound states
which extend to a radius r > rD cannot survive in the QGP, due to the exponen-
tial drop of the potential in Eq. 1.41. Moreover, the temperature dependence of the
confining potential coefficients influences the effective radius of the bound state: ac-
cording to Lattice QCD calculations, at T/Tc = 1.5 the coulombian-like coefficient
amounts to α ' 0.2, consequently the J/ψ radius at these temperatures reaches val-
ues within 0.5 ≤ rJ/ψ ≤ 1.3 fm. Considering that the radius is inversely proportional
to the binding energy, a decrease of the Debye radius implies a reduction of the
formation and the survival probability of quarkonia states in the QGP [83]. Since
the binding energy of excited qq̄ pairs (ψ(2S), Υ(2S), Υ(3S)) is lower than that of
the quarkonium ground states (J/ψ, Υ(1S)), a sequential depletion of the various
quarkonium resonances according to their binding energy is expected and this fea-
ture can be in principle used to estimate the temperature of the medium according
to the melting of specific bound states. In other words, the quarkonia dissociation,
and the consequent decrease of the measured production yields, can be exploited as
a thermometer of the QGP [4]. Some indicative values of dissociation temperature
for the different quarkonia states are reported in Tab. 1.1.

The J/ψ suppression was firstly observed at SPS in Pb–Pb collisions at
√

sNN =
17.4 GeV [85] and at RHIC in Au–Au collisions at

√
sNN = 200 GeV [86] and the sup-

pression of the quarkonia yields has been confirmed at the LHC in nucleus-nucleus
collisions at the TeV scale. In the left panel of Fig. 1.19 the µ+µ− invariant mass
distribution in Pb–Pb collisions at

√
sNN = 5.02 TeV reconstructed by the CMS ex-

periment is reported [80]. The analysed range is 8 < mµ+µ− < 14 GeV/c2, in or-
der to highlight the reconstructed signal for the bottomonia states Υ(1S), Υ(2S) and
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FIGURE 1.20: J/ψ sequential suppression compared with statistical
recombination as a function of the system energy density. Figure from

[84].

Υ(3S), with a mass of m(Υ(1S)) = 9.460 GeV/c2, m(Υ(2S)) = 10.023 GeV/c2 and
m(Υ(3S)) = 10.355 GeV/c2 respectively [3]. From the comparison of the recon-
structed distribution (black points and blue line) with the abundances expected in
absence of QGP effects (red dotted line), the experimental data show a reduction of
the Υ(1S) yield of more than a factor ×2 and the almost complete disappearance
for the excited quarkonia states. These results confirm the assumption of a medium-
induced colour screening and the consequent sequential melting of quarkonia states.
As a consequence, with increasing temperature the quarkonium state production is
expected to be more suppressed and this can be studied experimentally with the
increase of the centre-of-mass energy until the nuclear modification factor goes to
zero. The nucleus-nucleus collisions performed at the LHC are in principle a perfect
environment to observe a reduction of the quarkonia production with respect to pp
collisions at the same energy as well as nucleus-nucleus collisions performed at a
lower energy, like the ones at RHIC which are characterised by a lower

√
sNN by

about an order of magnitude. The comparison of the nuclear modification factor for
J/ψ mesons measured in Pb–Pb collisions at

√
sNN = 2.76 TeV by the ALICE experi-

ment at LHC and in Au–Au collisions at
√

sNN = 200 GeV measured by the PHENIX
experiment at RHIC is shown in the right panel of Fig. 1.19. Differently from what
expected, a larger J/ψ suppression is observed at RHIC, given a RAA ' 0.2 for most
central collisions versus a 3 times larger nuclear modification factor for Pb–Pb events
at
√

sNN = 2.76 TeV in correspondence of the same 〈Npart〉. This behaviour suggests
the existence of an underlying phenomenon that counterbalances the quarkonium
suppression due to the screening. A production increase at LHC can be expected
due to a larger quarkonium regeneration. According to this mechanism [87–89], part
of the charmonia production comes from the statistical recombination of charm and
anti-charm quarks coming from unrelated hard-scatterings. This contribution is ex-
pected to be more relevant at high centre-of-mass energies due to the higher number
of produced cc̄ pairs, as shown in Fig. 1.20. The cc̄ production at LHC energies is
expected to be ∼ 10 times higher than RHIC ones, therefore a larger regeneration is
expected. Moreover, the experimental measurements of RAA as a function of trans-
verse momentum [81] show a nuclear modification factor about 4 times larger at
LHC energies with respect to RHIC ones for pT(J/ψ) < 1 GeV/c, suggesting that
the recombination mechanism is much more relevant for the charmonia production
at low transverse momenta. The charm quark hadronization via recombination in
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the QGP is expected to enhance also the production of open-charm hadrons, due to
the coalescence of a charm quark with light ones picked up from the medium. This
will be discussed in the next Chapter.
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Chapter 2

Heavy-flavour production in
hadronic collisions

The charm (c) and beauty (b) quarks can be considered as unique probes of the
heavy-ion collision dynamics. Due to their high mass (mc ' 1.3 GeV/c2, mb ' 4.2
GeV/c2 [3]), charm and beauty quarks are mainly produced in the hard scatterings
among partons of the colliding hadrons. These processes take place with a character-
istic timescale ∆τ ∼ 1/Q of ∆τc ∼ 0.08 fm/c and ∆τb ∼ 0.03 fm/c1,which is smaller
than the typical QGP formation time τQGP ∼ 0.2÷ 1 fm/c (see Sec. 1.3.2). Therefore,
charm and beauty quark production foreruns the QGP and they survive through the
medium expansion, interacting with the free partons in the plasma. For these rea-
sons, the measurement of open heavy-flavour hadrons, namely hadrons containing
at least one heavy valence quark, are excellent tools for the study of the whole QGP
space-time evolution.

To address the heavy quark dynamics in the QGP it is crucial to disentangle
the effects induced on charm and beauty quarks by the medium from those caused
by the presence of heavy nuclei in the initial state of the collision. These aspects,
discussed in detail in Sec. 2.2.1, are experimentally accessible with precise mea-
surements of heavy-flavour hadron production in heavy-ion collisions down to low
transverse momenta. In this thesis, such measurement is performed by tagging the
electrons from the semi-leptonic decays of charm and beauty hadrons in Pb–Pb col-
lisions at

√
sNN = 5.02 TeV, as discussed in Chapter 4.

The formation of a colour-deconfined state can modify the hadronisation mech-
anisms involving the heavy quarks, but to completely understand the medium-
induced effects a study of the hadronisation processes involving heavy quarks in
pp collisions, where the QGP formation is not expected, is mandatory. These as-
pects are introduced in Sec. 2.1 and rediscussed in more details in Sec. 2.3. The
production measurements of charm baryons and the relative abundances with the
mesons cover a key role in this puzzle. In Chapter 5 the measurement of prompt Λ+

c
and Σ0,++

c baryons in pp collisions at
√

s = 13 TeV is described and the comparison
with the D0 meson is discussed. An important result obtained in this work is the
first measurement of the prompt Λ+

c fraction from Σ0,+,++
c strong decays in pp col-

lisions at the TeV scale, which is crucial to better understand the baryon production
enhancement in hadronic collisions at the LHC.

In this Chapter, a brief description of the open heavy-flavour production in pp
collisions is provided in Sec. 2.1, then the production in p–Pb and Pb–Pb collisions
is addressed in Sec. 2.2. Finally, in Sec. 2.3 a more detailed dissertation about the
heavy quark hadronisation is reported.

1A value equal to twice the quark mass (∼ 2mq) is taken into account as an indicative (minimum)
value for the momentum transfer Q
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2.1 Open heavy-flavour production in pp collisions

FIGURE 2.1: Feynman diagram of leading order quark-antiquark an-
nihilation and gluon fusion for the production of cc̄ and bb̄.

The pp collisions provide a good environment where to probe the pQCD predic-
tions, given that the large Q2 required for the cc̄ and bb̄ pair production implies a
value for αS which is significantly lower than unity (see Sec. 1.1). Moreover, the mea-
surement of the open heavy-flavour hadron production in pp collisions provides the
fundamental baseline for the studies in larger collision systems. In such conditions,
perturbative expansions in αS can be engaged in the calculations of elementary qq̄
production cross section. The main contributing processes at leading order (O(α2

S))
are the quark-antiquark annihilation σqq̄→QQ̄ and the gluon fusion σgg→QQ̄ [90], as
shown in Fig. 2.1. In pQCD calculations the production cross section of heavy-
flavour hadrons (HQ) dσpp→HQ+X is calculated with a factorization approach, as de-
scribed by the following equation:

dσpp→HQ+X(
√

s) = ∑
i,j=q,q̄,g

f1(xi, µ2
F) f2(xj, µ2

F)

⊗ dσhard
ij→QQ̄(αS(µ

2
R), µ2

F, mQ), xixjs)

⊗ DHQ
Q (z, µ2

F) .

(2.1)

The formulation in Eq. 2.1 is justified by the factorization theorem [91]. Considering
two colliding protons, labelled as “1” and “2”, the open heavy-flavour hadron pro-
duction cross section can be expressed as the convolution of three different terms.
The first term is f1(xi, µ2

F) f2(x2, µ2
F), where f1,2 are the parton distribution functions

(PDFs) of the two colliding protons. They represent the probability for a given par-
ton to carry a certain fraction of momentum of the original proton x = pparton/pp,
called Bjorken-x. The second term σhard

ij→QQ̄ corresponds to the cross section of the

hard scattering process, where the heavy-QQ̄ pair is produced by the interaction of
partons. The third term DHQ

Q (z, µ2
F) corresponds to the fragmentation function, which

quantifies the probability for a heavy quark Q to fragment into a hadron HQ carry-
ing a fraction z = pHQ /pQ of the original quark momentum. Both the PDF and
the fragmentation functions values depend on the virtuality (Q2) of the process,
linked to the factorization scale µF. PDFs are usually parametrised from measure-
ments of deep-inelastic scattering processes [92–94] and the fragmentation functions
from hadron production measurements performed in e+e− collisions [95, 96]. This
approach is valid under the assumption of universality of the fragmentation func-
tions among the collision systems. These parametrizations are performed at a cer-
tain energy scale Q2

0 and their extrapolation to a different virtuality is done using
the Dokshitzer–Gribov–Lipatov–Altarelli–Parisi (DGLAP) equations [97]. The hard
scattering cross section is calculated as a perturbative series on αS. Its value depends
on the energy scale, which is indicated by the renormalization scale µR defined for the
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FIGURE 2.2: pT-differential production cross section of D0 mesons
and Λ+

c baryons in pp collisions at
√

s = 5.02 Tev measured by the
ALICE experiment compared with theoretical predictions from differ-
ent pQCD calculations (details in the text). Figures taken from [107]

and [108, 109].

ultraviolet divergences renormalization in loop calculations. Both the factorization
and normalization scales are usually set to the same order of the momentum transfer

of the hard process µF ∼ µR ∼ µ0 ≡
√

m2
Q + p2

T,Q. In addition, apart on the factor-
ization scale µF and the bare value of the heavy mass mQ, the cross section depends
also on the pp collision energy square s = 4E2

p ' 4p2
p, which at the partonic level

reflects in xixjs. At present, the perturbative calculations are performed up to the
next-to-leading order O(α3

S) (NLO) and at a fixed order with the next-to-leading-
log resummation in GM-VFNS [98, 99] and in FONLL [100, 101]. In particular, the
next-to-leading-log corrections are more relevant at high pT, where pT � m given
the quark mass m. Recently, predictions for the cc̄ and bb̄ production cross section
are provided via next-to-next-to-leading-order (NNLO) calculations with QCD ra-
diative corrections [102–106].
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The factorization approach is tested with the comparison between model predic-
tions and measurements of the open heavy-flavour hadron production in pp colli-
sions. The results from the ALICE experiment for the D0(cū) meson and Λ+

c (udc)
baryon production cross section in pp collisions at

√
s = 5.02 TeV are shown in

Fig. 2.2 [107–109]. In the top panels the experimental D0 cross section is compared
with FONLL and GM-VFNS calculations. Different PDFs [92,93] and fragmentation
functions are considered in the two approaches. The two calculations assume also a
different value for the charm quark mass, that is set to mc = 1.5 GeV/c2 and mc = 1.3
GeV/c2 in FONLL and GM-VFNS, respectively. The error bands around the theo-
retical points derive from the PDF and fragmentation function uncertainties, as well
as on the scale variation on the value of the charm quark mass. The measured D0

cross section is well described by the two predictions, even if it lies systematically
on the upper edge of the FONLL-based calculations. These results indicate that the
factorization approach works for the meson sector, as also observed by other LHC
experiments [110–112]. However, the results from the charm baryon sector do not
support the same conclusion. As visible in the bottom figure in Fig. 2.2, the Λ+

c
production is not well described by GM-VFNS. In this case an updated fragmenta-
tion function for Λ+

c is used, deriving from the fit of OPAL data in e+e− collisions
at
√

s = 10 GeV [113] and measurements from the Belle experiment at
√

s = 10.52
GeV [114]. The measurement is also compared with different pQCD calculations
based on the POWHEG framework [115], where the PYTHIA 6 generator is used to
generate the parton shower and hadronisation. The charm quark mass in POWHEG
is set to mc = 1.5 GeV/c2. In this case, the error bands on the theoretical predic-
tion are estimated by varying the renormalization and factorization scales within
0.5µ0 < µR,F < 2µ0. In both cases, the theoretical calculations significantly underes-
timate the experimental results with a maximum discrepancy up to a factor ×9 for
transverse momenta below 2 GeV/c. These results completely differ from the D0

ones, showing that the factorization approach does not work for the description of
open heavy-baryon production even if it does well on the meson sector. A possible
explanation for this behaviour is the non-universality among the collision systems of
the fragmentation functions, implying that those derived from e+e− collisions can-
not be used for pp collisions. This signals that the hadronisation processes differ in
the two collision systems [105] and these aspects will be exhaustively developed in
Section 2.3.2.

2.2 Open heavy-flavour production in p–Pb and Pb–Pb colli-
sions

2.2.1 Cold nuclear matter (CNM) effects

A fundamental requirement to precisely investigate the properties of the medium
and the influence on the quark dynamics is to disentangle the medium effects, usu-
ally called hot nuclear matter effects, from nuclear effects not caused by the presence
of a deconfined state, denoted as cold nuclear matter (CNM) effects. These phenom-
ena are usually studied with electroweak bosons in AA collisions and with produc-
tion measurements in minimum bias p–A and d–A collisions. In these collision sys-
tems the effects related to the formation of a hot and dense QCD matter can be ne-
glected. This is confirmed by the charged particle RAA measured in p–Pb collisions
at
√

sNN = 5.02 TeV [116], which is compatible with unity for pT & 8 GeV/c.
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FIGURE 2.3: Sketch of nuclear PDF modification observed in deep
inelastic scattering measurements. Figure from [117].

The dominant effect for heavy quarks at the LHC energies is related to the mod-
ification of nucleon parton functions [118], in case either the nucleon is free or is
a constituent of a nucleus. Due to the quantum Fermi motion, bound nucleons
are not at rest inside the nucleus and this modifies the effective nucleon structure
function, which corresponds to a convolution of the bare nucleon structure func-
tion and their momentum distribution inside the nucleus fN(z), namely FA

2 (x) ∼∫
dz fN(z)FN

2 (x/z), where z is the fraction of nucleus momentum carried by the con-
sidered nucleon. Due to the Fermi motion the structure functions of bound nucleons
are expected to increase with respect to that of free nucleons at large Bjorken-x val-
ues, about x & 0.5÷ 0.6 [119–123]. Different experiments of deep inelastic scatter-
ings observed further PDF modifications, according to the Bjorken-x regime reached
in the experiment. The PDFs modification for bound protons in nuclei is usually
expressed as [117]:

f p,A
i (x, Q2) = RA

i (x, Q2) f p
i (x, Q2) , (2.2)

where the nuclear modification on the free-proton PDF f p
i (x, Q2) is expressed by

RA
i (x, Q2). The index i refers to the parton species taken into account (e.g. u, d, ū,

d̄, g, . . . ). In case of no nuclear effects, the term RA
i (x, Q2) is expected to be at unity,

meaning that the PDF for a bound proton f p,A
i (x, Q2) is equal to that of a free one.

However, a nuclear PDF modification depending on the Bjorken-x magnitude is ob-
served, as shown in the sketch of Fig. 2.3. For x . 0.05 a significant suppression with
respect to unity is observed and this is usually addressed as shadowing effect [124].
This behaviour can be explained by the presence of a spatial overlap among partons
from different nucleons, which for very low-x mainly consist in gluons, as measured
in e−p deep-inelastic scatterings experiments at HERA [125]. This phenomenology
is formally addressed in the Colour Glass Condensate (CGC) model [126], an effective
field theory designed for the description of the low-x parton production. In this
framework, the gluon density increases with decreasing Bjorken-x until a saturation
level is reached, defined by a maximum phase space occupancy of order ∼ 1/αS.
This is determined by the saturation scale Q2

s , parametrised by the “pocket” for-
mula:

Q2
s ∼ A1/3x−0.3 . (2.3)
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FIGURE 2.4: Comparison between PDF nuclear modification in lead
nuclei from EPPS16 with nCTEQ15 ones at Q2 = 10 GeV2. Figure

from [127].

According to Eq. 2.3, the saturation scale grows with decreasing x and the men-
tioned bound on the gluon occupancy of order ∼ 1/αS is saturated for gluons with
transverse momentum lower than Qs. For this reason, due to the rapid rise of gluon
distribution at low x, as described by the Balitsky-Fadin-Kuraev-Lipatov (BFKL)
equation [128], the saturation regime is reached and the system can be seen as a
colour condensate. For Bjorken-x values in the range 0.05 . x . 0.3 an anti-shadowing
behaviour is present, as a consequence of the shadowing that depletes partons at
low-x and requires a slight increase of partons at larger x for momentum conser-
vation. At 0.3 . x . 0.8 the nuclear modification reaches a minimum, which is
usually ascribed to the EMC effect [129]. Then, for larger Bjorken-x the nuclear mod-
ification increases due to the Fermi motion, as mentioned above. Similar arguments
can be driven for the neutron PDFs. The full nuclear PDFs f A

i (x, Q2) correspond to
linear combinations of proton f p,A

i and neutron f n,A
i ones, according to proton and

neutron abundances Z and N=A-Z respectively: f A
i (x, Q2) = (Z/A) f p,A

i (x, Q2) +

(N/A) f n,A
i (x, Q2). The understanding of nuclear PDFs is mainly driven by the fit

to several experimental data from deep-inelastic scattering and Drell-Yan processes.
The constraints to nuclear PDF at low x are quite poor, due to the large uncertainty
bands on the PDF parametrisations. This is visible in Fig. 2.4, where the nuclear
modification for valence and sea quarks as well as for gluons from the global fit
models EPPS16 [127] and nCTEQ15 [130] are reported.

According to the involved beams and the collision energy, different Bjorken-x
regimes can be investigated. Let’s consider a collision between two partons, in the
context of a nucleus with atomic and mass numbers Z1 and A1 colliding with another
nucleus with atomic and mass numbers Z2 and A2, as shown in Fig. 2.5. Assuming
that the two nuclei are accelerated in the same apparatus with a given rigidity, then
calling p the longitudinal (ẑ) momentum transferred to a free proton accelerated by
the collider, the total momentum of the nuclei corresponds to Z1 p and −Z2 p respec-
tively. The total momentum is shared among all the constituent nucleons. Therefore,
each of them owns a momentum equal to (Z1/A1)p and −(Z2/A2)p respectively.
Calling x1 and x2 the Bjorken-x values for the two partons involved in the collision,
the carried momenta are then equal to x1(Z1/A1)p and −x2(Z2/A2)p respectively.
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FIGURE 2.5: Sketch of a partonic hard scattering in nucleus-nucleus
collisions.

According to this, the centre-of-mass energy of the parton-parton collision sqq̄ corre-
sponds to:

sqq̄ ' 4p1 p2 = 4x1x2
Z1Z2

A1A2
p2 = x1x2

Z1Z2

A1A2
spp = x1x2sNN , (2.4)

where spp is the corresponding Mandelstam s variable for a free-proton collision
with momentum p and sNN ≡ spp(Z1Z2)/(A1A2) the same quantity for a nucleon-
nucleon collision. In the same framework, the rapidity of the centre-of-mass frame
of the two colliding partons can be calculated. Assuming them to have equal mass, it
can be demonstrated that yCM = (y1 + y2)/2, which brings, after some calculations,
to2:

yqq̄
CM '

1
2

ln
(

x1

x2

Z1A2

A1Z2

)
. (2.5)

Thanks to Eq. 2.4 and 2.5 one can derive the Bjorken-x values carried by the colliding
partons:

x1 =

√
A1Z2

Z1A2
·
√sqq̄√

sNN
eyqq̄

CM , x2 =

√
A2Z1

Z2A1
·
√sqq̄√

sNN
e−yqq̄

CM . (2.6)

Considering symmetric colliding systems, the Bjorken-x value for the two partons
are equal at central rapidity (y ' 0) and it is proportional to the centre-of-mass
energy of the hard scattering √sqq̄. If a cc̄ or a bb̄ pair is produced in the hard scat-
tering, this imposes an energetic threshold for the process equal to√sqq̄ ≈ 2mc ' 2.6
GeV/c2 or √sqq̄ ≈ 2mb ' 8.4 GeV/c2, which influences linearly the lowest Bjorken-
x value accessible in the collision. In Tab. 2.1 the minimum Bjorken-x values at
mid-rapidity reached in different collision systems and energies for leading order
hard scatterings at the cc̄ or bb̄ thresholds are reported. With the nucleus-nucleus
collisions at the TeV scale performed at the LHC it is possible to explore x down to
x ' 10−4 with charm and x ' 10−3 with beauty the regime where the shadowing
effect dominates, causing a depletion of charm and beauty hadron production.

2Note that in these calculations the hypothesis of equal momentum p for bound nucleons in the
two nuclei is crucial, otherwise an explicit dependence on the nucleon momentum would be present.
This result is also obtained requiring p� m in the final steps.
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Machine SPS RHIC LHC LHC LHC
System Pb–Pb Au–Au Pb–Pb Pb–Pb Xe–Xe√

sNN 17 GeV 200 GeV 2.76 TeV 5.02 TeV 5.44 TeV

cc̄ x ' 2× 10−1 x ' 10−2 x ' 9× 10−4 x ' 5× 10−4 x ' 5× 10−4

bb̄ − − x ' 3× 10−3 x ' 2× 10−3 x ' 2× 10−3

TABLE 2.1: Bjorken-x values at mid-rapidity reached in nucleus-
nucleus collisions at different energies for leading order hard-
scattering processes at the threshold energy for the cc̄ (' 2.6 GeV/c2)

and bb̄ (' 8.4 GeV/c2).

0 5 10 15 20 25 30 35
)c (GeV/

T
p

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

pP
b

R

+, D*+, D0Average D
0D

 < 0.04
cms
y0.96 < Prompt D mesons, 

CGC (FujiiWatanabe)
FONLL with EPPS16 nPDF

 broad + CNM ElossTkVitev et al.: power corr. + 
Kang et al.: incoherent multiple scattering

  
  
  
  

  
  
  
  

ALICE =5.02 TeVNNsPb, p

ALI−PUB−321155

0 5 10 15 20 25 30 35
)c (GeV/

T
p

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

pP
b

R

+, D*+, D0Average D
0D

 < 0.04
cms
y0.96 < Prompt D mesons, 

Duke
POWLANG (HTL)
POWLANG (lQCD)

ALICE =5.02 TeVNNsPb, p

ALI−PUB−321159

FIGURE 2.6: Nuclear modification factor RpPb of prompt non-strange
D mesons in p–Pb collisions at

√
sNN = 5.02 TeV. In the left panel,

the data are compared with calculations of theoretical models that
include only CNM effects: CGC [100], FONLL [101] with EPPS16
nPDFs [127], a LO pQCD calculation (Vitev et al.) [132], and a cal-
culation based on incoherent multiple scatterings (Kang et al.) [133].
In the right panel, the predictions of the Duke [134] and POWLANG
[135] transport models are compared with the measured D-meson

RpPb. Figure from [136]

Another CNM effect contributing to the modification of heavy-flavour produc-
tion in p–A collisions with respect to pp is the Cronin effect, which was firstly ob-
served at Fermilab [131]. This effect consists in a slight increase of the measured
nuclear modification factor above unity in intermediate-pT region. A possible inter-
pretation is a shift towards larger transverse momenta of the parton pT distribution,
usually called kT broadening. This broadening may result from the multiple elastic
scattering among the projectile partons and the target ones before a hard scattering.
As explained in Sec. 1.4, a similar shift towards higher pT values in the particle
spectra is ascribed to radial flow effects in the presence of QGP. Following the mea-
surement of flow-like effects in p–A collisions which are observed to be larger for
protons, some hypothesis of a “small QGP” formation in small systems has been
proposed, but at the moment this possibility is still largely debated.

The observable usually adopted experimentally to study the CNM in p–A col-
lisions is the nuclear modification factor RpPb. The measured RpPb for non-strange
D-mesons in p–Pb collisions at

√
sNN = 5.02 TeV from the ALICE experiment is
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shown in Fig. 2.6. The experimental data are compared with several model calcula-
tions [100,101,127,132–135], which are able to describe the data within 2σ only when
including CNM effects. This is still not enough for the model prediction by Kang et
al. [133], where a higher-twist calculation based on incoherent multiple scatterings is
implemented without being able to match the data for pT < 4 GeV/c (left panel). In
the right panel, the measurement is compared with the calculations of two transport
models, Duke [134] and POWLANG [135], both assuming that a small-size QGP is
formed in p–Pb collisions. These models are both based on the Langevin approach
for the transport of heavy quarks in an expanding deconfined medium described by
relativistic viscous hydrodynamics, including both collisional and radiative energy
loss in the former case and only collisional processes with two choices for the trans-
port coefficients in the latter one. According to this comparison, the experimental
data disfavour the presence of a suppression of high-pT D-mesons spectrum due to
the QGP formation in p–Pb collisions.

2.2.2 Parton energy loss in the QGP

As explained in the introduction to this Chapter, the heavy quark production in
heavy-ion collisions takes place in hard scatterings (∆τc,b = 0.08, 0.03 fm/c) within a
characteristic timescale that is lower than the typical QGP formation time (∆τQGP =
0.2÷ 1 fm/c). For this reason, heavy quarks witness the whole evolution of the QGP.
The traversing quark undergoes several interactions with the medium constituents.
In particular, elastic (“collisional”) and inelastic (gluon radiation) processes cause
medium-high pT quarks to lose energy, depending on the parton mass m and its
initial energy E, on the medium thickness L and the strength of the parton-medium
coupling, given by αS(Q2) and the colour charge. At low pT the multiple interactions
of heavy quarks with the medium constituents cause a push to higher transverse mo-
menta, given the radial flow of the bulk (Sec. 1.4.4). In particular, the typical ther-
mal momentum of low-pT heavy quarks of mass mQ corresponds to pth

Q =
√

3mQT,
which is significantly higher than the typical momentum exchange with the medium
Q ∼ T. Therefore, the motion of heavy quarks inside the medium can be described
as a Brownian one among the plasma constituents, which work as scattering cen-
tres giving several small kicks providing a typical momentum transfer of order T.
The transverse momentum distribution of resulting heavy-flavour hadrons is sig-
nificantly influenced by these interaction processes, making heavy quarks unique
probes to investigate the medium properties.

Energy loss in QCD cannot be compared with the QED one, due to the deep
differences characterising the strong and the electromagnetic interactions. The cou-
pling constants αS and αem follow different trends as a function of the process energy
scale Q and their values αS(Q2) and αem(Q2) must be taken into account in theoret-
ical calculations. Moreover, the non-abelian structure of the SU(3) colour group of
QCD introduces the possibility for gluons to self-interact and differentiates the cou-
pling strengths for quarks and gluons. These properties derive from the structure
of the QCD lagrangian density (Eq. 1.1), where different couplings emerge in case
of gluon-gluon or gluon-quark vertices. As a consequence, the probability of gluon
radiation for a quark (q→ qg) is different from that of a gluon (g→ gg) considering
that the related cross sections are proportional to the Casimir factors CF,A, defined
as [137]:

σ(q→ qg) ∝ CF =
N2

c − 1
2Nc

=
4
3

, (2.7)
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FIGURE 2.7: Interplay between radiative and collisional energy loss
for charm (left) and beauty (right) quarks in QGP created in central
Pb–Pb collision at

√
sNN = 2.76 TeV at the LHC, as calculated in [138].

The quantity in abscissa corresponds to the quark energy. Figures
taken from [138].

σ(g→ gg) ∝ CA = Nc = 3 , (2.8)

where Nc = 3 is the number of colours in the theory. For this reason, the probability
for a gluon to irradiate another gluon is 9/4 times larger than for a quark. The gluon
radiation at low angles is further suppressed for massive partons by the dead-cone
effect, as discussed in the next Sections.

The interplay between radiative and collisional energy loss for charm and beauty
quarks in central (0-7.5%) Pb–Pb collisions at

√
sNN = 2.76 TeV as a function of

the initial quark energy E is shown in Fig. 2.7 [138]. According to these calcula-
tions, high-pT quarks are mostly subject to energy loss via gluon radiation, while the
relative importance of collisional processes increases with decreasing pT, becoming
dominant at low transverse momenta. In the following Sections, more details about
collisional and radiative energy loss are provided.

Collisional energy loss

Multiple elastic collisions with the medium constituents is the main source of energy
loss affecting low-pT heavy quarks traversing deconfined matter. The average loss of
energy caused by elastic collisions between the parton and the plasma constituents
can be expressed as [139–141]:

〈∆Ecoll〉 =≈
1

σT

∫
t
dσ

dt
dt , (2.9)

where t = Q2 is the transferred momentum squared, T is the system temperature
and σ refers to the parton-parton cross section, where in particular dσ/dt quantifies
the parton probability to interact with plasma constituents per unit of momentum
transfer. The main contribution to the parton-parton differential cross section is pro-
vided by the gluon-quark t-channel processes, bringing to the approximation:

dσ

dt
≈

4πCiα
2
S

t2 , (2.10)

where the Ci factor depends on the gg, gq and qq vertices involved in the scatterings.
In the ultra-relativistic limit ET � m2

q, one obtains that the collisional energy loss
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per unit length ( dEcoll
dx ) corresponds to:

−dEcoll

dx

∣∣∣∣
q,g

= CRπT2
[(

1 +
n f

6

)
αS(µ

2)αS(ET) ln
(

ET
µ2

)
+O(α2

S)

]
(2.11)

−dEcoll

dx

∣∣∣∣
Q
= − dEcoll

dx

∣∣∣∣
q
− CFπT2

[
2
9

αS(m2
Q)αS(ET) ln

(
ET
m2

Q

)
+O(α2

S)

]
(2.12)

where CR ≡ CF, CA correspond to the colour factors mentioned above and µ is an
effective infrared cut-off that can be taken as the Debye screening mass in the QGP,
namely µ ∼ gT [139]. Eq. 2.11 represents the in-medium energy loss for light quarks
and gluons, while in Eq. 2.12 the same quantity for the heavy quarks is reported,
which differs due to the significantly larger mass of the considered quarks. Accord-
ing to these equations, the total collisional energy loss increases linearly with the
medium thickness and logarithmically with the initial energy of the parton. The
typical energy loss per unit length of a heavy quark traversing the QGP produced
at RHIC in Au–Au collisions at

√
sNN = 200 GeV is of the order of dE/dx ' 0.6

GeV/fm [140].
The multiple elastic collisions with the medium constituents transfer to the heavy

quark the radial and anisotropic flow carried by the QGP bulk. A description of
the heavy quark dynamics with the transport formalism is mandatory, given that
the transport coefficients are related to the matrix elements describing the elastic
scattering with the light partons in the QGP, allowing for a direct comparison of
microscopic models of the heavy-quark interaction. The heavy quark dynamics in
the QGP and its space-time evolution can be formally described by the Boltzmann
equation, as usually done in kinetic theory, namely [142]:[

∂

∂t
+

~p
Ep

∂

∂~x
+ ~F

∂

∂~p

]
fQ(t,~x,~p) = C[ fQ] , (2.13)

where Ep =
√

m2
Q + p2 corresponds to the quark energy. The term fQ denotes the

heavy-quark phase-space distribution function, whose space-time evolution is gov-
erned by the first two terms of the left-hand side of Eq. 2.13. For a static medium
in thermal equilibrium the distribution function tends to the Boltzmann distribution

fQ ∼ e−
Ep
T . The third term of the left-hand side describes the total mean-field force

that acts on the heavy quark. The right-hand side of the equation corresponds to
the collisional term, where the scattering amplitude between the considered heavy
quark and the parton in the medium enters. As discussed above, the condition
mQ � T holds for charm and beauty quarks, and the typical momentum transfer
from the heat bath to the heavy quark should be small with respect to the heavy
quark momentum, implying that they undergo multiple incoherent collisions typi-
cal of a Brownian motion. The scattering rate in the right-hand side can be expanded
in powers of the momentum transfer by neglecting mean-field effects and by as-
suming a rather uniform medium. The Boltzmann equation is approximated by the
Fokker-Planck equation:

∂

∂t
fQ(t,~p) =

∂

∂pi

{
Ai(~p) fQ(t,~p) +

∂

∂pj

[
Bij(~p) fQ(t,~p)

]}
, (2.14)

where the key ingredients of the equation become the transport parameters Ai and
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Bij. The Ai coefficient represents the average momentum change per unit time of
the heavy quark, thus describing the friction induced by the medium, while the
Bij coefficient describes the average momentum broadening per unit time, namely
the diffusion in space-momentum. In the non-relativistic limit, the Fokker-Planck
equation further simplifies in the form:

∂

∂t
fQ(t, p) = γ

∂

∂pi
[pi fQ(t, p)] + Dp∇~p fQ(t, p) . (2.15)

The new equation only depends on two coefficients γ and Dp, which correspond re-
spectively to the drag or friction coefficient and to the momentum-diffusion constant
related to momentum fluctuations. Since in thermal equilibrium heavy quarks are
in equilibrium with the bath, the drag and diffusion coefficients satisfy the Einstein
dissipation-fluctuation equation:

D = mQγT , (2.16)

where mQ is the heavy quark mass and T is the medium temperature. Moreover, the
drag coefficient is related to the spatial diffusion coefficient Ds, which quantifies the
broadening of the spatial distribution with time:

Ds =
T

mQγ
=

T
mQ

τr
Q , (2.17)

where the drag coefficient is written as the inverse of the heavy quark thermaliza-
tion time τr

Q. Typical values for charm and beauty quarks are 5-15 fm/c, which
corresponds approximately to the QGP lifetime reproduced in central heavy-ion col-
lisions at RHIC and the LHC [142].

Radiative energy loss

The radiation of gluons is the main source of energy loss for a high-pT parton that tra-
verses the QGP. This phenomenon is similar to the electromagnetic Bremsstrahlung
and it is sometimes called gluonsstrahlung. The calculation of the emitted gluon
energy distribution is performed by several theoretical groups, where different as-
sumptions are made. As an example, in the case of the BDMPS model [143] the
average energy loss of a parton traversing the medium can be calculated as:

〈∆Erad〉 =
∫ ωc

0
ω

dN
dω

dω , (2.18)

where ω is the energy of a single gluon, dN/dω is the gluon energy distribution and
ωc is the characteristic energy of an emitted gluon, given L the path length travelled
by the emitting parton. In this model the deconfined matter is considered as a set of
static scattering centres that the traversing parton encounters during its path. The
emission of a gluon takes place when the transverse momentum transferred by the
kick kT is large enough to decohere the gluon from the wave function of the emitting
parton. Given 〈kT〉 the average transverse momentum transfer and L the path length
covered by the emitting parton, the quantity:

q̂ =
〈k2

T〉
L

(2.19)
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is called transport coefficient, and it quantifies the average squared transverse mo-
mentum transferred by the medium to the projectile per unit path length. The char-
acteristic energy for the emitted gluons corresponds to [144]:

ωc =
1
2

q̂L2 . (2.20)

The energy distribution of emitted gluons can be expressed as [144]:

dN
dω
' αSCR

ωπ

√
ωc

ω
, (2.21)

where CR is the colour factor introduced in previous Section. As explained in Ref.
[144], the angular distribution of emitted gluons is concentrated at a characteristic
energy- (and medium-) dependent emission angle:

θ ' kT

ω
∼
(

q̂
ω3

)1/4

, (2.22)

where Eq. 2.19 and Eq. 2.20 are used in the last step to rewrite kT. Using Eq. 2.21
into Eq. 2.18, the average radiative energy loss can be then written as:

〈∆Erad〉 '
∫ ωc

0

αSCR

π

√
ωc

ω
dω ∝ αSCRωc ∝ αSCRq̂L2 , (2.23)

where Eq. 2.20 is used in the last step. According to Eq. 2.23, the average energy lost
by a parton via gluon radiation inside the QGP only depends on medium properties
(q̂) and it does not depend on its kinematic properties, such as the initial parton
energy E. The radiation energy loss increases quadratically with the path length L
covered by the parton and depends linearly on the colour factor described in Eq.
2.8 and Eq. 2.7, therefore the average energy loss for a gluon in 9/4 times larger
than for a quark. On top of this, the gluon radiation for different quark flavours
does not coincide. As explained in Refs. [144, 145], the gluon emission in vacuum
depends on the quark mass, and this dependence becomes more relevant for heavier
quarks. In particular, the gluon emission is forbidden for angles θ < θ0 ≡ m/E
around the parton direction of motion, defining then a solid angle where the gluon
emission is suppressed. This phenomenon is called dead-cone effect and the angular
coverage of the forbidden region linearly increases with the emitting parton mass.
For charm and beauty quarks, this effect implies a harder fragmentation due to the
reduction of the radiation phase space already in vacuum and it is also assumed to
influence the heavy quark dynamics in QGP [146]. As a matter of fact, being the
gluon emission angle in QGP quickly decreasing for increasing emitted energy (Eq.
2.22), the high-momentum part of the radiation spectrum is strongly suppressed by
the dead cone effect. Given all these considerations, the radiative energy loss in the
QGP is expected to follow a clear hierarchy: ∆E(g) > ∆E(q) > ∆E(c) > ∆E(b).

As already explained in Sec. 1.4.7, the nuclear modification factor RAA is an
observable sensitive to parton energy loss in the QGP. In the left panel of Fig. 2.8
the average RAA of prompt D0, D+ and D∗+ as a function of pT in central (0–10%),
semicentral (30–50%) and peripheral (60–80%) Pb–Pb collisions at

√
sNN = 5.02

TeV are shown [147]. The experimental measurements show a significant suppres-
sion with respect to unity, which reaches a minimum of about 0.2, 0.4 and 0.7 in
central, semicentral and peripheral collisions, respectively, for D mesons with 5 .
pT . 10 GeV/c, where the hierarchy follows that of the collision centrality. On
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FIGURE 2.8: Left: average RAA of prompt D0, D+ and D∗+ as a func-
tion of pT in central (0–10%), semicentral (30–50%) and peripheral
(60–80%) Pb–Pb collisions at

√
sNN = 5.02 TeV. Figure from [147].

Right: average RAA of prompt D0, D+ and D∗+ as a function of col-
lision centrality, expressed in term of Npart, in Pb–Pb collisions at√

sNN = 2.76 TeV from the ALICE Collaboration [148] compared with
the non-prompt J/ψ one collision system and energy from the CMS
Collaboration [149] compared with model calculations implementing

charm and beauty energy loss [150]. Figure from [148].

the right panel, the average RAA of prompt D0, D+ and D∗+ in Pb–Pb collisions at√
sNN = 2.76 TeV from the ALICE Collaboration [148] is compared with the non-

prompt J/ψ one in the same collision system and energy from the CMS Collabo-
ration [149]. These results are obtained via the reconstruction of D mesons in the
range 8 < pT < 16 GeV/c and of J/ψ with 6.5 < pT < 30 GeV/c to match as much
as possible the pT intervals of D and B mesons. The measurements are performed in
six different centrality classes, expressed in terms of average number of participant
nucleons 〈Npart〉 and the RAA of prompt D mesons shows a higher suppression from
unity with respect to non-prompt J/ψ in all centrality classes. This hierarchy is in
line with the expected radiative energy loss and with the fact that the dead cone ef-
fect suppresses the loss of energy for the beauty quark due to its higher mass. The
energy loss processes of the charm and beauty quarks in the deconfined medium are
implemented in theoretical calculations [150], which are able to describe the 〈Npart〉
dependence of the nuclear modification factor for both mesons (dashed lines). For
the non-prompt J/ψ, an alternative prediction is provided (dotted lines). In this case,
where the beauty mass is set to that of the charm quark, the calculations significantly
underestimate the experimental data.

2.2.3 Anisotropic flow

The geometry of a semicentral heavy-ion collision induces a spatial anisotropy on
the transverse plane that quickly translates into an expansion process. The particles
thermalised within the produced QGP are dragged by the expanding medium and
the flow processes as described in Sec. 1.4.4 and 1.4.6. The study of the anisotropy
for heavy quarks provides fundamental information on the coupling strength of the
quarks to the system, namely how effective the elastic and radiative processes de-
scribed in Sec. 2.2.2 are in bringing the heavy quarks towards equilibrium. Being
produced in the initial hard scattering processes that precede the QGP formation,
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FIGURE 2.9: Average elliptic (top row) and triangular (bottom row)
flow coefficiencts v2 and v3 of prompt D0, D+ and D∗+ mesons as
a function of pT in central (0–10%) and semicentral (30–50%) central
Pb–Pb collisions at

√
sNN = 5.02 TeV. The same quantities for π±,

p + p̄ and inclusive J/ψ are reported for comparison. Figure from
[151].

in principle the heavy quarks are not expected to be in equilibrium with the light
partons in the expanding medium. However, heavy quarks receive part of the bulk
flow through multiple scatterings with the medium constituents and this may bring
to a non-null flow for charm and beauty. The experimental variables sensitive to
heavy quark flow are the azimuthal anisotropy coefficients introduced in Eq. 1.38
of charm and beauty hadrons. On top of the partonic interactions, another source
of azimuthal anisotropy can be the hadronisation, given that in a scenario where a
heavy quark coalesces with a lighter comoving one the elliptic flow can be ampli-
fied [156]. The v2 and v3 coefficients of heavy hadrons are also sensitive to the flow
of the light flavour content and only a close comparison with model calculations
including both light and heavy quark flow can help to quantify the contribution of
charm and beauty quarks. Moreover, further insights come from the comparison of
elliptic flow of identified hadrons, due to the different contents in terms of flavour
and number of constituent quarks. Such a comparison is shown in Fig. 2.9, where
the elliptic and triangular flow coefficients v2 and v3 of prompt D0, D+ and D∗+

mesons [151] as a function of pT in central (0–10%) and semicentral (30–50%) Pb–Pb
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FIGURE 2.10: Elliptic flow of π± [152], prompt D mesons [151], inclu-
sive J/ψ [153], electons from beauty hadron decays [154] and Υ(1S)
[155] in semicentral (30–50%) Pb–Pb collisions at

√
sNN = 5.02 TeV.

collisions at
√

sNN = 5.02 TeV are shown, together with those of π±, p + p̄ and in-
clusive J/ψ. The magnitude of the v2 coefficient is significantly larger in semicentral
collisions, reflecting the higher initial spatial anisotropy. For pT . 3 GeV/c a clear
ordering among the different species is present, namely v2(D) < v2(p) < v2(π±).
This behaviour can be explained as an interplay between the anisotropic flow and
the isotropic expansion of the medium (radial flow), that imposes an equal velocity
boost to all particles, dragging the heavier ones to higher transverse momenta [151].
In the intermediate pT region the ordering mentioned before is broken, because here
the protons have the largest elliptic flow. These results are in agreement with the v2
scaling with the number of constituent quarks, according to which baryons have a
larger v2 with respect to mesons due to one more constituent quark that undergoes
the flow, in agreement with the hypothesis of hadronisation via coalescence [157].
This aspect partially explains the lower v2 for J/ψ, since the D mesons benefit of the
larger flow of the constituent quark lighter than the charm. For higher pT, namely
pT & 8 GeV/c, the elliptic flow of all particles tends to the same value. This be-
haviour might be explained by the fact that in this regime p � m for all quarks
and the path length for all particles coincides (Eq. 2.19). For this reason, the path-
length dependence of the in-medium energy loss at high pT is similar among light
and heavy quarks, as well as gluons. The elliptic flow of D mesons is described
reasonably by theoretical calculations that use a spatial diffusion coefficient for the
charm quark within 1.5 < 2πDST < 7 at the critical temperature, corresponding to
a thermalisation time of τr

c = (mc/T) · Ds =3-14 fm/c (Eq. 2.17) at T = Tc = 155
MeV, which is comparable to the QGP lifetime [151].

Further insight on the heavy quark elliptic flow come from the comparison of
different open heavy-flavour hadrons and quarkonia. In Fig. 2.10 the elliptic flow
of π± [152], prompt D mesons [151], inclusive J/ψ [153], electrons from beauty
hadron decays [154] and Υ(1S) [155] in semicentral (30–50%) Pb–Pb collisions at√

sNN = 5.02 TeV is reported. This compilation suggests that the beauty quark is
less affected by flow effects. The b → e elliptic flow is around ∼ 0.05 without a
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significant dependence on pT and shows a hint of lower v2 with respect to J/ψ, even
if the experimental uncertainties do not permit a quantitative conclusion. The Υ(1S)
v2 reveals a null elliptic flow for pT < 12 GeV/c. This behaviour might be explained
by the scaling of the peak flow with the mass of the particle according to the hydro-
dynamic description of the QGP evolution. For Υ(1S) mesons this should be above
pT ≈ 10 GeV/c, where the uncertainties on the measurement are actually large [155].

2.3 Heavy quark hadronisation in hadronic collisions

The heavy quarks produced in the initial hard scattering processes generate hadrons
in the final state, which are colourless particles accessible to the experiments. In
the factorization approach the probability for a given quark to produce a hadron
with a fraction z of the original quark momentum is described by the fragmenta-
tion functions DHQ

Q (z, µ2
F). The presence of the QGP can in principle modify the

quark hadronisation, providing new mechanisms that involve the free partons in
the medium. Anyway, to completely understand the hadronisation in heavy-ion
collisions the comprehension of the mechanisms underlying the hadronisation in pp
collisions is a prerequisite. In this Section, the current knowledge of hadronisation
mechanisms of charm quark in ultra-relativistic hadronic collisions is reported. In
Sec. 2.3.1 the charm hadronisation in heavy-ion collisions is treated, while in Sec.
2.3.2 the theoretical models providing an explanation of the charm quark hadronisa-
tion in pp collisions at the LHC are discussed.

2.3.1 Charm hadronisation in the QGP

As discussed in Sec. 2.2, the dynamics of a heavy quark is significantly influenced by
the QGP. In addition to the energy loss and flow effects, the presence of surround-
ing free colour charges introduces the possibility for the heavy quark to produce
hadrons without fragmenting, but associating with lighter quarks that are picked-
up from the deconfined medium. This process is usually called recombination or
coalescence. According to this picture, the production of baryons with a given pT(H)
is favoured with respect to that of mesons with the same transverse momentum or,
at least, the baryon-over-meson ratio is enhanced at intermediate pT with respect
to a scenario with pure quark fragmentation. Considering that the quark pT dis-
tribution is quickly decreasing, low-pT quarks are more abundant. Therefore, it is
more probable to create a baryon by mixing three low-pT quarks with respect to
creating a meson, because in this case the two quarks need a larger pT to reach the
final pT(H). An enhancement of the relative abundance of baryons with respect to
mesons in heavy-ion collisions has been observed at RHIC [159] and the LHC [160]
firstly for the light-flavour sector. A similar behaviour has been recently observed
also for charm hadrons, as shown in the top panel of Fig. 2.11, where the Λ+

c /D0 ra-
tio is compared with p/π± and Λ/K0

S measured in Au–Au collisions at
√

sNN = 200
GeV at RHIC by the STAR Collaboration [158]. The result for the charm flavour
shows a similar magnitude with the other two measurements, given the experimen-
tal uncertainties. In particular, the ratios reach a maximum value around pT = 2
GeV/c, where the contribution of coalescence is significant. In general, the recombi-
nation mechanism is expected to contribute significantly to the production of low-pT
hadrons, while the fragmentation dominates at high pT. The interplay between these
two mechanisms is investigated by comparing the experimental results with model
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FIGURE 2.11: Measurement of Λ+
c /D0 ratio at midrapidity (|y| < 1)

in Au–Au collisions in the 10-80% centrality class at
√

sNN = 200 GeV
from the STAR experiment at RHIC. The measurement is compared
(a) with baryon-over-meson ratios from the light-flavour sector and
(b) with model calculations implementing the charm hadronisation

via coalescence. Figure from [158].

calculations based on different assumptions for the charm hadronisation. In the bot-
tom panel of Fig. 2.11 the Λ+

c /D0 ratio is compared with model predictions that
implement the charm coalescence with the light quarks in the QGP. On top of frag-
mentation, in the calculations provided by Ko et. al. [161] the production of heavy
baryons can occur via the coalescence of a heavy quark with the free light quarks
from the system, as well as with a bound light di-quark pre-existing in the medium.
A revised version of the model is provided by the authors in Ref. [162], where the
presence of collective flow is taken into account by letting a produced hadron to
have the same centre-of-mass velocity of the coalesced quarks. The predictions com-
ing from the latter model tend to overestimate the experimental results at high-pT,
which are instead better described assuming the charm coalescence with light di-
quarks from the deconfined medium. Also the predictions from He and Rapp [163]
overestimate the measurement at high pT. In this model a quark recombination with
four-momentum conservation for heavy-flavour hadrons is developed, recovering
the thermal and chemical equilibrium limits and accounting for space-momentum
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correlations of charm and beauty quarks with the partons of the hydrodynamically
expanding medium. Furthermore, the ground state baryons are foreseen to be fed
by strong decays of an augmented set of excited states with respect to those listed by
the PDG. Another model prediction that describes the data within uncertainties is
the Tsinghua one [164], where the two-body Dirac equation is solved with a lattice-
simulated quark-antiquark potential in order to determine the coalescence temper-
ature for charm mesons. In this model, the coalescence time for different hadrons is
obtained from the hydrodynamical equations describing the fireball evolution, dur-
ing which the charm quantum number is assumed to be conserved. Another predic-
tion that successfully describes the data comes from the Catania theory group [165],
where the hadronisation via fragmentation is combined with a coalescence process
governed by the Wigner functions, which describe the probability for a hadron to be
produced from quarks with given phase-space coordinates. In particular, this model
shows the importance of the interplay between fragmentation and recombination,
highlighting that a pure coalescence picture overestimates the data by about a factor
×2, as shown in Fig. 2.11. From these comparisons one can conclude that the re-
combination process covers a key role to understand the hadronisation in the QGP,
where the only fragmentation does not justify the observed abundances. This is also
suggested by PYTHIA predictions [166, 167] based only on fragmentation, which
strongly underestimates the data.

2.3.2 Charm hadronisation in pp collisions

To disentangle and understand the hadronisation processes in the QGP a complete
comprehension of the heavy quark hadronisation in pp collisions, where no decon-
fined medium is expected, is required. The recent results in pp collisions at the LHC
clearly show that the conventional picture based on the factorization theorem is not
able to correctly quantify the abundances for all particles produced in hadronic colli-
sions. In particular, this approach fails for the baryon production description, which
is significantly larger with respect to what is expected assuming universal fragmen-
tation functions constrained by e+e− and e−p data (see Fig. 2.2).

The interest for the internal structure of hadrons arose in the scientific commu-
nity during the 70’s of the twentieth century, when the first models about the hadron
formation were proposed. One of them is the Bag Model [168,169], in which the con-
finement as well as the asymptotic freedom are built with a simple phenomenologi-
cal description. In this model a hadron is considered as a “bag” of massless valence
quarks surrounded by a perturbative QCD vacuum, which differs from the normal
QCD vacuum outside the bag. The difference between them is characterized by the
Bag constant defined as B = εpert. − εvac., which quantifies the energy density differ-
ence between the perturbative (εpert.) and the normal QCD vacuum (εvac.). The value
of the bag constant is∼ 200 MeV, obtained by minimizing the total energy of the bag
as a function of its radius, and with this approach the critical temperature Tc for the
deconfinement is estimated to be ∼ 150 MeV.

In the same years, the quark formation and hadronisation started to be treated
with different approaches. Among them, those based on colour strings to account for
the uū, dd̄ and ss̄ pair production became the most used [171,172]. The most widely
used today is the Lund string model [173–175], which is implemented in Monash, the
default tune of PYTHIA event generator [166].
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FIGURE 2.12: “yo-yo” modes characterizing a qq̄ pair with quark and
antiquark moving apart from each other. This is shown in the qq̄ rest

frame (left) and in a boosted frame (right). Figure from [170].

The Lund model: a dynamical picture of fragmentation

In the Lund model, only the linear component of the Cornell potential (Eq. 1.9) con-
fining a qq̄ pair in a meson is considered. As soon as the two involved quarks move
one away from the other, the linear part is the dominant one, therefore the Cornell
potential is approximated with V(r) ' κr, where the typical values assumed for the
string tension are κ ∼ 1 GeV/fm, implying a constant force dp/dt = ±κ. Consider-
ing a qq̄ massless pair with the quark and antiquark flying apart at the speed of light,
a colour string arises between them with a constant tension until the stored potential
in the string encodes all their kinetic energy. At that point, the colour string turns the
quark and antiquark around, accelerating them towards each other until they meet
back and they start to move away again, repeating the sequence. This is the so-called
“yo-yo” motion, shown in Fig. 2.12 and consisting in the basic ingredient to under-
stand the structure of hadrons coming out from a high-energy e+e− collision, where
the two leptons annihilate in a qq̄ pair [170]. The light cone for the high-energy qq̄
pair is shown in Fig. 2.13 in the 1+1 dimension description of the Lund model. In the
high-energy limit, the quarks are considered massless: their back-to-back trajectory
is represented by the 45 degrees diagonals of the light cone. In principle, the qq̄ pair
is supposed to undergo the “yo-yo” modes, but the intense colour field causes a dif-
ferent dynamics. The gradual distancing between the original quark and antiquark
provokes a stretching of the colour string due to the linear increase of the energy
stored in the string. When it exceeds the amount required to produce an additional
qq̄ pair, the string can break into two qq̄ pairs. The new qq̄ pair, q1q̄1, created in the
space-time point (x1, t1) starts then moving on parallel direction with respect to the
original light cone. If another q2q̄2 is produced in the point (x2, t2), then a hadron
can be formed by the new available pair q̄1q2. Multiple additional string breaks may
happen and produce new qq̄ pairs, giving then new qiq̄j systems which are either
hadrons or else that further fragments, until only hadrons remain. In the latter case,
the qq̄ pairs are subject to “yo-yo” modes within the produced meson, being more
elongated due to the Lorentz boost with respect to the original qq̄ centre-of-mass
frame. No time ordered sequence is supposed to rule the string breaks, which are
causally disconnected, but additional breaks happen in specific space-time points to
ensure the formation of a meson with a specific mass m. Considering the q1q̄1 and
q2q̄2 pairs, the energy of the q̄1q2 meson is κ(x2− x1) and its momentum is κ(t2− t1).
The invariant mass of the q̄1q2 system is m2 = κ2

[
(x2 − x1)

2 + (t2 − t1)
2
]
, therefore



2.3. Heavy quark hadronisation in hadronic collisions 51

FIGURE 2.13: Picture of string fragmentation in the Lund model for a
massless qq̄ pair move with large energy in opposite directions. The
string colour field is broken in several places by the production of qq̄
pairs and the hatched areas indicate where the colour field does not

vanish. Figure from [173].

the production point (x2, t2) of the q2q̄2 pair must lie on the hyperbola:

(x2 − x1)
2 − (t2 − t1)

2 = m2/κ2 , (2.24)

which can be parametrized to:

(x2 − x1, t2 − t1) =
m
κ
(cosh y, sinh y) , (2.25)

where y is the rapidity of the produced meson in the original frame3. According to
this parametrization, the produced hadrons are ordered in rapidity, which increases
linearly, as soon as the field lengths in the non-vanishing areas decrease. In this treat-
ment, the colour field does not carry any momentum, which is fully carried by the
endpoint quark and antiquark [173]. In this framework, the production of a meson
with transverse mass mT originating from a quark with flavour α that combines with
an antiquark with flavour β is described by the following fragmentation function:

fαβ(z) = Naα

1
z
· zaα

(
1− z

z

)aβ

e−bm2
T/z , (2.26)

where z is the fraction of the original energy-momentum carried by the produced
meson, Nαβ is a normalization factor, b is a parameter equal for all vertices and aα,β
are free parameters related to the involved quark flavours, which are usually con-
sidered all equal. This relation, which is evidently symmetric with respect to the
origin of the spatial coordinates, indicates that the fragmentation into a meson is
exponentially suppressed with the square of the meson transverse mass.

A similar discussion can be done for massive quarks, namely for cc̄ and bb̄ pairs
produced in the hard scattering. However, the finite and non-negligible quark mass
mQ forbids the trajectories to stay along the light cone bisectors and the kinematics

3Here the energy and the longitudinal momentum are expressed in term of the hadron rapidity y
according to the following formulas, which derive from Eq. 1.27 and 1.30:

E = mT · cosh y , pL = mT · sinh y .
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FIGURE 2.14: Light cone of a massive qq̄ pair (left), compared with
the equivalent system constituted by massless quarks (right). Figure

from [175].

of the process forces the motion along the hyperbola:

(x− x1)
2 − (t− t1)

2 = m2
Q/κ2 . (2.27)

In this case, the space-time plane bisectors constitute the asymptotes of the mas-
sive systems hyperbolic trajectories and the “yo-yo” modes for a heavy QQ̄ pair are
squashed according to mQ, as shown in Fig. 2.14. Similarly to what concluded for a
massless qq̄ pair, the produced meson satisfies Eq. 2.24 and 2.25, but now the hadron
mass is necessarily m > 2mQ. Up to now, we have assumed that the qiq̄i pairs gen-
erated from string breaking are massless and do not carry momentum. Both qi and
q̄i are then created as real particles at a common space–time location, with vanishing
energy–momentum. However, if the pair is massive or carries transverse momen-
tum the qq̄ pair cannot be produced in the same space-time point. Using a classical
picture, they must be produced at a distance 2l apart so that the field energy in the
middle is able to produce the mass: 2κ · l = 2mT,q. The qq̄ pair production is there-
fore a quantum mechanical process in which each quark of the pair needs to tunnel a
distance l = mT,q/κ in the colour string in order to acquire enough energy from it to
correspond its transverse mass mT,q. In other words, the string breaking corresponds
to a quantum mechanical tunneling process, whose probability is:

P(string breaking) ∝ exp

(
−

πm2
T,q

κ

)
= exp

(
−

πm2
q

κ

)
exp

(
−

πp2
T,q

κ

)
. (2.28)

The string breaking probability is subject to a Gaussian suppression factor that in-
creases exponentially with the square of the transverse mass of the quarks that are
produced by the string breaking. According to this, the probability for the colour
field to produce a cc̄ pair is extremely smaller than the one for lighter particles. Using
the string tension value κ ' 0.2 GeV2 introduced before, the following suppression
for ss̄ and cc̄ pairs is estimated with respect to uū and dd̄ pairs [173, 175]:

u : d : s : c ' 1 : 1 : 1/3 : 10−11 . (2.29)

The main consequence of this property is that the soft production of heavy-flavour
quarks in the string breaking is extremely suppressed, therefore cc̄ and bb̄ pairs
mainly come from the hard scattering between e+e− (or partons, in case of hadronic
collisions).
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FIGURE 2.15: qq̄ string stretching (a) and consequent (b) meson-
antimeson and (c) baryon-antibaryon formation as concept in the

Lund model. The popcorn topology is shown in panel (d).

The prescriptions for the baryon formation in the Lund model are pretty simi-
lar to those ruling the meson production [173]. According to the SU(3) algebra, the
quark is considered as a colour triplet that combines with an antiquark in a colour
antitriplet to form a singlet that is identified as the meson of the final state. In a
completely similar way, the baryon formation can be described as a quark combin-
ing with a diquark, taken to be a colour antitriplet just like a simple antiquark. In
this way, a baryon-antibaryon pair is produced by the string breaking, as shown in
Fig. 2.15. In this case, the di-quark formation substitutes that of a single antiquark
and this process is ruled by different features. In particular, the a exponents in the
fragmentation functions (Eq. 2.26) become flavour dependent and the larger forma-
tion time of di-quarks is expressed in terms of aqq > aq. Another possibility for the
hadron formation is given by the popcorn picture [176], as shown in panel (d) of Fig.
2.15. In this case, the production of several mesons and baryons may happen due to
multiple string breaks.

Hadronization models in pp collisions

The conventional string fragmentation described in the Lund model had been suc-
cessfully used for the description of hadron production in e+e− and e−p collisions.
However, the results in hadronic collisions at the LHC energies are not in line with
the predictions of the model, especially for what concerns the production of charmed
baryons. In the upper panel of Fig. 2.16 the Λ+

c /D0 ratios in pp collisions at
√

sNN =
5.02 [109] and 7 TeV [178] measured by the ALICE experiment are reported. The ex-
perimental results are hugely underestimated by the predictions from Monash, the
PYTHIA tune where the conventional fragmentation is implemented. In particular,
the data are higher than the models by about a factor 5 at low pT. In order to under-
stand this behaviour, other theoretical approaches need to be considered and several
models different from the Lund one have been proposed.

1. PYTHIA CR Mode 0, 2, 3 [179]. Traditionally, Monte Carlo generators make
use of the leading-colour (LC) approximation, which traces the colour flow on
an event-by-event basis. This approach assumes that each quark is connected
only to another coloured parton in the event, similar to a leading-colour QCD
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FIGURE 2.16: Λ+
c /D0 ratio in pp collisions at

√
sNN = 5.02 and 7 TeV

compared with predictions from Pythia predictions with Monash and
colour reconnection beyond leading colour approximation (CR) (up).
The experimental results in pp collisions at

√
s = 5 TeV are compared

also with predictions from Catania model, SHM+RQM model and
Herwig [177] (low). Figures from [109].

dipole [181], where the gluons carry a colour and an anticolour charge, being
then connected to two other partons. In terms of strings, this can be inter-
preted as gluons forming transverse “kinks” on strings whose endpoints are a
quark and an antiquark, as dictated by the Lund model [174]. This approach,
which provides a good approximation to describe the hadronisation in e+e−

collisions, is challenged when moving to hadronic collisions systems, such as
pp. In this case, the initial state is no more insensitive to the strong force, but
the partons inside protons carry colour charge and coloured beam remnants
remain after the collision. Moreover, in such a collision system multiple par-
ton interactions (MPI) can occur and they are crucial to explain the underlying
event and soft-inclusive physics, especially in high-multiplicity events, and the
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FIGURE 2.17: Illustration of a multi-parton state, with a leading-
colour string topology (left) and with a junction-antijunction string
topology, allowed by cyclically matching “2” and “5” indices. Figure

from [179].

possibility of phase-space overlaps among particles produced in different MPI
events is non negligible. Earlier works [182, 183] already considered the pos-
sibility for the different MPI systems to be colour-connected within a colour
“chain”, in order to minimise the total colour charge of the remnant and there-
fore the number of strings stretched to it. However, the effect of this basic
colour reconnection was estimated to be small, without significant changes in
the per-particle spectra in high-multiplicity events (many MPI’s) with respect
to low-multiplicity ones (low MPI’s). In particular, the average pT of charged
particle for such events is estimated by this approach to be flat as a function of
particle multiplicities, but the experimental data [184–186] ruled out this possi-
bility, remarking the need to introduce non-trivial colour reconnection effects.
The pure SU(3) group structure of QCD already provides some sub-leading
combinations among different partons that, in particular, may create colour
singlet before the single parton fragmentation. For example, considering three
uncorrelated colour triplets (i.e. quarks) the Lie algebra of the SU(3) group
foresees:

3⊗ 3⊗ 3 = 10⊕ 8⊕ 8⊕ 1 . (2.30)

In this equation, the decuplet corresponds to the LC topology, where for each
MPI initiating parton one or two strings4 are added to be stretched to the cor-
responding beam remnant. This is done incoherently, namely no strings are
stretched among different MPI systems. The other multiplets describe addi-
tional sub-leading topologies that are not affected by fragmentation and, in
particular, one of them already produces a colour singlet, corresponding to a
baryon. However, these additional combinations are insufficient to describe
the measured baryon production in hadronic collision. Therefore, a revis-
ited colour reconnection beyond leading colour approximation (CR-BLC) has been
implemented. This model [179] assumes a “simplified QCD” framework, in
which parton combinations are ruled by 9 colour indices, leading to 9 possi-
ble states for quarks and 72 for gluons, which allow recombinations among
partons in different MPIs and from beam remnants. In this new framework,
all the possible combinations among partons in the whole event are consid-
ered and this enriches the string topology that will undergo the hadronisation.
The additional combinations introduced in this framework are the so-called
junctions and are reported in the right panel of Fig. 2.17 and augment the set

4A quark carries just a (anti-)colour charge, then this is connected to just a colour string. On the
other hand, the gluons carry a colour and an anti-colour charges, therefore it connects with the corre-
sponding beam remnants with two strings, each of them carrying either the colour or the anti-colour
charge.
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FIGURE 2.18: Λ/K0
S ratio in pp collisions at

√
s = 7 TeV as a function

of rapidity y measured by the CMS collaboration [180] compared with
predictions from PYTHIA 8 tunes Monash, Mode 0, Mode 2, Mode 3.

Figure from [179].

of possible string topologies that would be available with the LC structure5.
The possible topologies that can be realised in a specific event are dictated by
the minimization of the λ string-length measure, which corresponds to the area
spanned by the string before the hadronisation, namely the potential energy of
the string. A necessary condition for a colour string to be suitable for a recon-
nection is that its invariant mass must overcome a certain threshold m0, whose
value evidently influences the amount of possible reconnections. The parame-
ter Cj ≡ m0j/m0, where to a high m0j corresponds a low λ and Cj > 1 translates
in an enhancement of junctions, finally governs the amount of reconnections.
Another ingredient that influences the string topology is the causal connection
among the strings themselves. In particular, if either string has already hadro-
nised before the formation of the other, there is no space-time region available
for the reconnection among them to occur. In particular, to make sure that two
strings are able to reconnect, they must resolve each other between the string
formation and its hadronisation, taking into account the time dilation occur-
ring due to the relative boost. Calling τform. ∼ 1/mstring the proper formation
time of a string and τhad. = rhad./c ∼ 1/ΛQCD its proper hadronisation time,
the causal contact between the two strings can be expressed in terms of the

5In this CR framework, two colour indices can coherently sum to form an anticolor index within
three separate groups, that are [1, 4, 7], [2, 5, 8] and [3, 6, 9]. Considering the right panel of Fig. 2.17,
the combination of the “5” index in q′5 with the “2” index in g12 gives “8̄” and equivalently the sum of
the “5̄” and “2̄” in q̄5 and q̄2 respectively gives “8”, which finally permits the shown junction.
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Particle New CR model (with junctions) Old CR model

Λ+
c /# events 1.2× 10−2 6.6× 10−3

Σ++
c /# events 1.3× 10−2 5.4× 10−4

Σ+
c /# events 1.5× 10−2 5.2× 10−4

Σ0
c/# events 1.3× 10−2 5.1× 10−4

TABLE 2.2: Primary particle production in PYTHIA 8, using the old
CR model (Monash) or the new CR one (Mode 0, Mode 2, Mode 3).

Numbers taken from [179].

following relation for the relative boost parameter γ:

γτform. < Ctimeτhad. ⇒
γc

mstringrhad.
< Ctime , (2.31)

where Ctime is a tunable parameter. The different “modes” of this model de-
pend on the requirement and the strength of this causal contact criterion. In
the Mode 0 no time-dilation constraint is applied, but the amount of colour
reconnection is dictated only by the invariant-mass threshold m0. In Mode
2 the strictest condition is applied, since the causal contact is required to be
valid among all the dipoles involved in a reconnection. In Mode 3, the con-
straint is relaxed by requiring only the first reconnection between two dipoles
to satisfy Eq. 2.31, even if further reconnections take place later. The parame-
ters of the model were tuned using existing experimental results: for example,
the Cj parameter that rules the amount of junctions was tuned to reproduce
the Λ/K0

S data in pp collisions at
√

s = 7 TeV by the CMS experiment [180], as
shown in Fig. 2.18. Thanks to these tunings the model then acquires prediction
power and the comparison with further experimental results becomes crucial
to understand the nature of hadronisation in hadronic collisions. According
to this model, the junction topology significantly enhances the production of
open charmed baryons in pp collisions at the LHC energies, as reported in Tab.
2.2. For example, an increase of about a factor 20 is expected for the produc-
tion of the Σ0

c baryon with respect to what foreseen according to the ordinary
string fragmentation, where a dd-diquark must be produced from the parton
shower to have a Σ0

c . These diquark states must have spin 1 due to symmetry,
being then strongly disfavoured with respect to the ud ones that can exist in
the lighter states with spin 0. On the contrary, in the junction framework no
penalty factor is expected for the dd-diquarks and in addition a charm quark
can combine with another d quark as end-point of a junction leg, forming a
cd-diquark which then connects to another d quark. This explains the men-
tioned enhancement for the Σ0

c production. Similar arguments are valid for
the Σ++

c as well as for the production of the analogous b-baryons, motivating
an effort from the experimental side to provide precise measurements of their
production rates in pp collisions at the LHC.

2. Statistical Hadronization Model with Relativistic Quark Model states [187].
In the statistical hadronisation model (SHM) [38] the complexity of the hadro-
nisation processes is treated with the usage of thermo-statistical weights, only
governed by the mass of the producible hadrons at a given hadronisation tem-
perature TH. This approach has been successfully adopted to describe the light
and strange hadron production in heavy-ion collisions and in smaller systems,
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ni(×10−4fm−3) D0 D+ D∗+ D+
s Λ+

c Ξ0,+
c Ω0

c

PDG (TH = 170 MeV) 1.161 0.5098 0.5010 0.3165 0.3310 0.0874 0.0064
RQM (TH = 170 MeV) 1.161 0.5098 0.5010 0.3165 0.6613 0.1173 0.0144

TABLE 2.3: Thermal densities estimated by the SHM model for
prompt ground state charmed hadrons at the hadronisation temper-
ature TH = 170 MeV either including only hadrons listed in the
PDG or adding also the ones foreseen by the RQM. Numbers taken

from [187].

with the introduction in the latter case of a strangeness suppression factor
γS < 1 (see Sec. 1.4.3). However, the description of the baryon-to-meson ratio
using a statistical approach based only on the charm-hadron states reported
in the PDG [3] cannot describe the Λ+

c /D0 ratio measured by the ALICE ex-
periment in pp collisions at

√
s = 7 TeV [178], which exhibits larger values

with respect to the predicted ones. The model in Ref. [187] provides a revisited
framework that includes an augmented set of charm-baryon states foreseen by
the Relativistic Quark Model (RQM [188]). They consist in 18 extra Λ+

c states,
42 Σc’s, 62 Ξc’s and 34 Ωc’s up to a mass of 3.5 GeV/c2. All the considered
hadron states are governed by thermal densities ruled by specific weights that
depend on the hadron mass mi and their spin degeneracy di = 2J + 1, namely:

ni =
di

2π2 m2
i THK2

(
mi

TH

)
, (2.32)

where K2 is the modified Bessel function of second order and TH is the hadro-
nisation temperature. The upper estimate of TH is assumed to be 170 MeV, ac-
cording to the results in Ref. [189]. The thermal densities in Eq. 2.32 are used to
assign the proper normalization to the charm-quark fragmentation functions,
which are deduced from those assumed in the FONLL framework, employed
to compute the charm pT spectrum produced in pp collisions. All the addi-
tional excited charmed baryons mentioned above are forced to decay into a
ground state one. This process does not alter the abundances of the ground
state D mesons, but it results in a significant enhancement of the ground state
charmed baryons, as explicitly reported in Tab. 2.3.

3. Catania coalescence model [190]. Recent measurements in pp collisions at
the LHC [51, 108, 109, 191], where the centre-of-mass energy is of the TeV or-
der, show a phenomenology similar to that observed in AA collisions, such
as strangeness and baryon-over-meson enhancement, especially when particle
yields are studied as a function of event multiplicity. Different theoretical stud-
ies [192–195] performing hydrodynamical and transport-based calculations are
able to provide reasonable description of pT spectra and two-particle correla-
tions, pointing to a possible formation of a hot QCD matter with a lifetime
τ ≈ 2 fm/c. Based on this, the Catania model assumes the presence of a ther-
malized system of gluons and u, d, s quarks and antiquarks already in pp col-
lisions, characterised by a lifetime τ = 2.5 fm/c, a transverse radius R = 2 fm
and a temperature T = 165 MeV, according to what provided by the hydrody-
namical simulations in Ref. [192]. The bulk does not contain free charm quarks,
since the charm thermalization time is larger (see Sec. 2.2.3) therefore no ther-
malized charm quarks are expected. The presence of a deconfined medium
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FIGURE 2.19: Charm coalescence probability as a function of the
charm pT for pp collisions at the LHC. The coloured lines correspond
to the probability of the charm quark to coalesce in a given hadron
species, while the black solid line represents the total coalescence

probability. Figure from [190].

is crucial for this model, where a hybrid hadronisation via fragmentation and
coalescence is assumed for the charm quark. The interplay between these two
processes is ruled by requiring that a charm quark can hadronise only with ei-
ther one of these ways, therefore the probability for a charm quark to coalesce
with a light parton of the bulk is complementary to the fragmentation prob-
ability, namely Pfragm. = 1 − Pcoal.. In this model, the coalescence is treated
with the Wigner formalism, according to which the momentum spectrum of a
hadron produced by the charm coalescence can be described as:

d3Ncoal.
H

dyd2 pT
= gH

∫ Nq

∏
i=1

d3 pi

(2π)3Ei
pi · dσi fqi(xi, pi)

× fH(x1, . . . , xNq , p1, . . . , pNq)δ
(2)

(
pT −

n

∑
i=1

pT,i

)
.

(2.33)

In Eq. 2.33, gH indicates the statistical degeneracy factor to form a colourless
hadron from quarks and antiquarks with spin 1/2 and corresponds to 1/36
for mesons and 1/108 for baryons. The quantity dσi denotes an element of
a space-like hypersurface and fq,i corresponds to the (anti)quark phase-space
distribution for the i-th (anti)quark. Finally, fH(x1, . . . , xNq , p1, . . . , pNq) corre-
sponds to the Wigner function, which describes the probability for a hadron to
be produced from quarks with given phase-space coordinates. The Eq. 2.33 de-
scribes the production via coalescence of mesons and baryons in case of Nq = 2
and 3 respectively. The Wigner function is assumed to follow a Gaussian shape
in space and momentum:

fH(x1, . . . , xNq , p1, . . . , pNq) =
Nq−1

∏
i=1

AW exp

(
−

x2
ri

σ2
ri

− p2
ri

σ2
ri

)
, (2.34)
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where AW is a normalization factor fixed to assure that for p → 0 a charm
quark certainly hadronises via coalescence. This is imposed by requiring that
the total coalescence probability satisfies limp→0 Ptot.

coal. = 1. The Wigner func-
tion depends on xri and pri , which are the relative phase-space coordinates
among the valence quarks in the hadron and σri are covariant widths, related
to the root-mean-square charge radius of the hadron: 〈r2〉ch = ∑N

i=1 Qi〈(xi −
XCM)2〉, with N = 2, 3 for mesons and baryons respectively. The hadron radii
considered in this model are taken from the quark model [196, 197]. The mo-
mentum spectrum for a hadron produced from the charm fragmentation can
be written as:

d3Nfragm.
H

dyd2 pT
= ∑

∫
dz

dNfragm.

d2 pTdy
DH/c(z, Q2)

z2 , (2.35)

where DH/c(z, Q2) corresponds to the fragmentation function, linked to the
probability for the charm quark to produce a hadron H with a fraction z of the
original charm momentum, given Q2 = (phad./2z)2 the momentum scale of the
fragmentation process. These functions correspond to the Peterson ones [198],
taken from Ref. [199] for the charm quark. The interplay between fragmenta-
tion and coalescence depends on the charm pT. In Fig. 2.19 the coalescence
probability of the charm quark to the different hadron species (coloured lines)
is shown as a function of the charm pT. The total probability tends to unity for
p → 0 as required in the definition of AW in Eq. 2.34 and quickly decreases
with increasing charm pT, meaning that at low pT the charm quark only co-
alesces, while at high pT the fragmentation contribution grows with pT. It is
important to notice that for pT < 2 GeV/c the coalescence probabilities into
Λ+

c and Ξc are compatible and higher than the probability to coalesce into a
D0. This implies an enhancement of the Λ+

c /D0 and Ξc/D0 ratios. In particu-
lar, the model foresees Pfragm. > Pcoal. for the charm mesons and Pfragm. < Pcoal.
for baryons given a hadron pT lower than 10 GeV/c. Furthermore, the Catania
model predicts a Λ+

c (← Σ0,+,++
c )/Λ+

c ratio in pp collisions at the LHC energies
higher by about a factor 2 with respect to the fragmentation in e+e− collisions,
where the Σ0,+,++

c strong decays is observed to contribute only to 10% of the
Λ+

c production.

4. Quark (re-)Combination Mechanism (QCM) [200]. In this model, the produc-
tion of low-pT charm hadrons is conceived as the coalescence of a perturbatively-
created charm quark with equal-velocity light flavour ones deriving from frag-
mentation. The charm mesons and baryons are produced with a characteristic
momentum pH = pc + pq̄,qq from a charm quark (pc) that picks up a co-moving
light antiquark (pq̄) or two co-moving light quarks (pqq) respectively. The mo-
mentum distribution of a single-charm meson Mcl̄ and baryon Bcll′ , with l and
l′ indicating two light-flavour quarks among u, d and s, is written as:

fMcl̄
(p) =

∫
dp1dp2 fcl̄(p1, p2)RMcl̄

(p1, p2; p) , (2.36)

fBcll′ (p) =
∫

dp1dp2dp3 fcll′(p1, p2, p3)RBcll′ (p1, p2, p3; p) . (2.37)

The quantity fcl̄(p1, p2) is the joint momentum distribution for charm quark
and light antiquark and RMcl̄

(p1, p2; p) corresponds to the probability density
for the c and l̄ with momenta p1 and p2 respectively to be combined into a
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(A) (B)

FIGURE 2.20: Left: normalised pT distribution of charm quarks from
FONLL (blue) compared with the one used in the QCM model (red).
Right: Λ+

c /D0 ratio in pp collisions at
√

s = 7 TeV measured by the
ALICE experiment [178] compared with the prediction of the QCM

model. Figures from [200].

meson Mcl̄ with momentum p. The same description is valid for baryons Bcll′ .
The combination functionsRMcl̄

andRBcll′ are defined as:

RMcl̄
(p1, p2; p) = κMcl̄

2

∏
i=1

δ(pi − xi p) , (2.38)

RBcll′ (p1, p2, p3; p) = κBcll′

3

∏
i=1

δ(pi − xi p) , (2.39)

so that the combination takes place only if the i-th quark carries a given frac-
tion xi of the final hadron momentum p. The momentum fraction xi is defined
under the co-moving approximation, which assumes that a charm quark com-
bines with a light antiquark moving at the same velocity to form a meson.
Considering that under the assumption of equal velocity the momentum is
proportional to the mass, namely pi = γvmi ∝ mi, the momentum fraction xi
is defined as:

xi := mi/ ∑
j

mj , (2.40)

where the considered values for the quark masses are mu = md = 0.33 GeV/c2,
ms = 0.5 GeV/c2 and mc = 1.5 GeV/c2. Assuming uncorrelated probability
distributions for quarks of different flavours, Eqs. 2.36 and 2.37 can be written
as:

fMcl̄
(p) = κMcl̄

fc(x1 p) f l̄(x2 p) , (2.41)

fBcll′ (p) = κBcll′ fc(x1 p) fl(x2 p) fl′(x3 p) . (2.42)

Rewriting these distributions as:

fMcl̄
(p) = NMcl̄

f (n)Mcl̄
(p) , (2.43)
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fBcll′ (p) = NBcll′ f
(n)
Bcll′

(p) , (2.44)

where f (n)Mcl̄
(p) and f (n)Bcll′

(p) are introduced, corresponding to the normalised

distribution functions so that
∫

dp f (n)Mcl̄
(p) = 1 and

∫
dp f (n)Bcll′

(p) = 1, then the
momentum integrated yield for the charm meson Mcl̄ is:

NMcl̄
= κMcl̄

∫
dp fc(x1 p) f l̄(x2 p) = NcNl̄

κMcl̄

AMcl̄

= NcNl̄Rcl̄→Mcl̄
, (2.45)

where at the second step the same logic of Eq. 2.43 is used to introduce 1/AMcl̄
:=∫

dp f (n)c (x1 p) f (n)l̄ (x2 p). The quantity Rcl̄→Mcl̄
:= κMcl̄/AMcl̄

corresponds to the

momentum-integrated probability for a c and l̄ quarks to produce a meson
Mcl̄ . With the same arguments, the momentum-integrated yield for the charm
baryon Bcll′ is:

NBcll′ = NcNl Nl′
κBcll′

ABcll′
= NcNl Nl′Rcll′→Bcll′

. (2.46)

Introducing the probability Pl̄ := Nl̄/Nq̄ of an antiquark q̄ to be of flavour l̄
and the total number of single-charm mesons NMc , the momentum-integrated
yield of the charm meson Mi,cl̄ , where the index i denotes a particular cl̄ spin
state, is:

NMi,cl̄
= CMi,cl̄

Pl̄ NMc . (2.47)

The quantities CMi,cl̄
denotes the probability to form the i-th spin state and they

are ruled by the thermal weights used in [201–203], representing the ratio be-
tween ratio and pseudo-scalar mesons with the same quark flavours. With a
similar logic, the momentum-integrated yield of the charm baryon Bi,cll′ in the
i-th spin state is:

NBcll′ = Niterll′CBi,cll′Pl Pl̄ NBc , (2.48)

where Niterll′ is equal to 1 if l = l′ and equal to 2 if l 6= l′. The pT distribu-
tions of the quarks at hadronisation are inputs of the model. The light-quark
spectra are obtained from the light-flavour hadron production in pp collisions
at
√

s = 7 TeV, as explained in [204], while the pT distribution of charm is
reversely obtained from the D∗+ production measurements in pp collisions
at
√

s = 7 TeV and p–Pb collisions at
√

sNN = 5.02 TeV [205, 206]. This is
shown in the panel (A) of Fig. 2.20, where it is compared with the prediction
from FONLL. The two spectra are very similar in the range pT & 1.5 GeV/c,
while the QCM one is higher for lower transverse momenta with respect to the
FONLL one, even if they are compatible within the theoretical uncertainties.
Given these inputs, the QCM model provides predictions for the production
of pseudo-scalar JP = 0− (D+, D0 and D+

s ) and vector JP = 1− (D∗+, D∗0

and Ds
∗+) D mesons as well as the triplet (Λ+

c , Ξ+
c and Ξ0

c) with JP = (1/2)+,
sextet (Σ0

c , Σ+
c , Σ++

c , Ξ
′0
c , Ξ

′+
c and Ω0

c) with JP = (1/2)+ and sextet (Σ∗0c , Σ∗+c ,
Σ∗++

c , Ξ∗0c , Ξ∗+c and Ω∗0c ) with Jp = (3/2)+ charm baryons. In the panel (B) of
Fig. 2.20 the Λ+

c /D0 ratio measured by the ALICE experiment in pp collisions
at
√

s = 7 TeV [178] is compared with the prediction from the QCM model,
which correctly describes both the magnitude and the pT dependence within
the experimental uncertainties, differently from other models not including the
charm quark coalescence that significantly underestimate the data.
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The theoretical predictions mentioned above are compared to the Λ+
c /D0 ratio mea-

sured in pp collisions at
√

s = 5 TeV in the lower panel of Fig. 2.16. The PYTHIA
8 predictions including the updated colour reconnection topologies well describe
the pT dependence of the measured ratio and catch its magnitude over the whole
range when the Mode 2 is adopted. The SHM also describes the data, but only
if the augmented set of charm baryons predicted by the RQM is included, while
the Λ+

c /D0 ratio is significantly underestimated at low pT if only the PDG states
are taken into account. Finally, also the Catania model describes the measurement
within uncertainties. This comparison indicates that different scenarios are plausible
for the charm hadronisation in pp collisions and the actual experimental precision
does not permit a discrimination among the different models. Moreover, additional
baryon-over-meson measurements, like Ξ0,+

c /D0, Σ0,+,++
c /D0 and Ω0

c/D0, as well as
baryon-over-baryon ratios, like Ξ0,+

c /Σ0,+,++
c , are fundamental to further test the va-

lidity of the models. Such results, corresponding to the ratio of the charm fragmen-
tation fraction ratios in different hadron species, cover a crucial role to understand
the hadronisation mechanisms of the charm quark in hadronic collisions.
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Chapter 3

ALICE: A Large Ion Collider
Experiment

3.1 The LHC collider

The Large Hadron Collider (LHC) is placed in the Conseil Européen pour la Recherche
Nucléaire (CERN), in the vicinity of the borders between France and Switzerland,
next to the city of Geneva. The ring is installed at an average of 100 m underground
and it has a ∼ 27 km long circumference. The tunnel that now hosts LHC was built
in 1984 in order to host the Large Electron Positron collider (LEP [207]), dismantled
in 2001 to leave place to the actual accelerator, where proton-proton (pp), proton-
lead (p–Pb) and lead-lead (Pb–Pb) collisions are studied 1. The LHC collider was
designed to accelerate proton beams and provide collisions at the maximum centre-
of-mass energy of

√
s = 14 TeV with the luminosity peak of L = 1034 cm−2 s−1,

as well as lead nuclei beams providing collisions at
√

s = 5.02 TeV/nucleon with a
peak luminosity of L = 1027 cm−2 s−12.

In Fig. 3.1 an LHC overview and the position of the four main experiments con-
nected to the collider are shown. ATLAS (A Toroidal Lhc ApparatuS [208]), experiment
placed in site 1, and CMS (Compact Muon Solenoid [209]), placed in site 5, are opti-
mized for pp collisions measurement with the highest interaction rate and designed
for new physics research. Their work brought to the experimental discovery of the
Higgs boson in 2012 [210, 211]. The LHCb (Large Hadron Collider beauty [212]) ex-
periment, placed in site 8, is specialized in the study of heavy flavour physics, in
particular of hadrons with beauty quarks. Finally, in site 2 there is ALICE (A Large
Ion Collider Experiment [213]), specialized in the measurement of events with a high
multiplicity of produced particles, obtained through heavy-ion collisions. This ex-
periment is conceived for the study of QGP. In Fig. 3.1 the LHC injection system is
shown. This collider is only the last step of a long chain of devices used to accelerate
protons and lead ions to higher and higher energy [214,215]. Protons, extracted from
hydrogen atoms, are subject to the action of the LINear ACcelerator 2 (LINAC2 [216]),

1In the LHC collider 208 Pb82+ ions are accelerated.
2Proton energy and 208 Pb82+ ion nucleons energy are different due to the rigidity parameter:

R =
p
q
= rLHCBLHC , (3.1)

where p and q are respectively momentum and charge of the particle, while rLHC is the LHC radius
and BLHC = 8.33T is the applied magnetic field. Since the product at last member is constant, protons
and lead nuclei have the same rigidity, then:

pproton =
ptot(Pb82+)

q(Pb82+)
=

Apnucleon
Z

⇒ pnucleon =
Z
A

pproton < pproton .
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FIGURE 3.1: Injection system of LHC. Image taken from [221].

which brings them to ∼ 50 MeV. Then they are injected in the Proton Synchrotron
Booster (PSB [217]), that accelerates them up to the energy of ∼ 1.4 GeV and send
them to the Proton Synchrotron (PS [218]), where they reach the energy of ∼ 25 GeV.
Before entering the LHC collider, protons are accelerated in the Super Proton Syn-
chrotron (SPS) until the energy of ∼ 450 GeV. The led ions follow a different path.
They are produced through metallic lead evaporation and following ionization, then
they are initially accelerated into the LINear ACcelerator 3 (LINAC3 [219]) to the en-
ergy of ∼ 4.2 MeV/nucleon. Later they go into the Low Energy Ion Ring (LEIR [220]),
which brings them to the energy of ∼ 72 MeV/nucleon. Finally, the ions follow
the same path of the protons, namely passing through PS (∼ 5.9 GeV/nucleon) and
through SPS (∼ 177 GeV/nucleon) before being injected into the LHC.

3.2 The ALICE experiment

ALICE [213] is a general purpose experiment conceived to study heavy-ion collisions
at ultra-relativistic centre-of-mass energies. The main goal of this experiment is the
characterization of QGP at extreme values of energy and densities, produced with
Pb–Pb collisions in order to investigate the QCD phase diagram, and the study of the
physics regarding the strongly-interacting matter. To address this kind of physics,
the apparatus must succeed in reconstructing charged particles in a wide momen-
tum range (down to ∼ 100 MeV/c) in a high-multiplicity environment, given that
the charged particle multiplicity at mid rapidity reaches values of several thousands
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FIGURE 3.2: ALICE experiment. Image taken from the ALICE Figure
Repository ©.

per unit of figure in central Pb–Pb collisions. For this reason, in the region sur-
rounding the interaction point only detectors with a high-granularity and with a
low material budget to reduce multiple scattering are adopted, like the Inner Track-
ing System and the Time Projection Chamber, as described below. Moreover, the
different subsystems provide excellent PID capabilities, which permit the identifica-
tion of charged particles in a wide momentum range.

The full apparatus, shown in Fig. 3.2, is 26 m long, 16 m wide and 16 m high,
weighting more than 10000 tons. The experiment is divided in two main parts, ac-
cording to the covered acceptance: a central barrel, covering the range −0.9 < η <
0.9, and a muon spectrometer, which covers the acceptance range −4.0 < η < −2.4.
The detectors of the central barrel are designed with a cylindrical geometry and
they are embedded inside the L3 solenoid magnet, which is capable of a longitudi-
nal magnetic field of 0.5 T and was previously equipped the L3 experiment at the
LEP collider. The nominal interaction point is surrounded by cylindrical systems
with increasing radii, namely the Inner Tracking System (ITS), the Time Projection
Chamber (TPC), the Transition Radiation Detector (TRD) and the Time Of Flight
(TOF). On top of them, additional detectors with a limited azimuthal acceptance
are installed, namely a Ring Imaging Cherenkov (HMPID) detector and two elec-
tromagnetic calorimeters (PHOS and EMCal). A spectrometer at forward rapidity,
specialised for the muon detection, is composed of a dedicated dipole magnet and
a heavy absorber apparatus, followed by fourteen layers of Resistive Plate Cham-
bers (RPC) used to trigger on events with muons and to reconstruct them. The ex-
periment is then equipped with several smaller detectors at backward and forward
rapidity (V0, T0, FMD, PMD and ZDC), which main purposes are the characteriza-
tion of the global event properties. Finally, an array of scintillators (ACORDE) is
installed outside the L3 solenoid to trigger on then remove cosmic rays, which can
also be used for alignment purposes.

ALICE experiment uses a right handed Cartesian coordinate system, centred in
the middle of the central barrel. The ẑ identifies the beams direction of motion and
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FIGURE 3.3: ITS detector structure. Image taken from [222].

goes towards the opposite way respect to the muon spectrometer, while the trans-
verse plane is defined by x̂ and ŷ axis, where the x̂ axis goes towards the centre of
the LHC ring and the ŷ axis towards the top (see figure 3.3). In addition, ALICE
uses a spherical coordinates system, based on the azimuthal angle ϕ, defined on the
transverse plane xy, and the polar one θ, which is used to define the rapidity and
pseudorapidity parameters (see Eq. 1.27, 1.32).

3.2.1 Inner Tracking System (ITS)

The Inner Tracking System (ITS) [222] is the most internal tracking detector in ALICE.
It is made of six layers of silicon detectors, based on different technologies during
Run 1 and 2 at the LHC. The first two layers constitute the Silicon Pixel Detector
(SPD), based on a five cells bi-dimensional sensors matrix formed by 256× 160 pix-
els, with dimensions 50 µm(rϕ)× 425 µm(z). Two matrices are mounted together
along the longitudinal direction to form a 141.6 mm long half-stave. Two of them,
mounted head-to-head along the z direction on a carbon-fibre support sector that
also provides the cooling services, form a stave. The SPD detector includes ten az-
imuthal sectors, each of them mounting two staves in the innermost layer and four
staves in the outermost one. The two layers are at a distance of about 3.9 cm and 7.6
cm from the beam pipe, with a pseudorapidity acceptance of |η| < 2.0 and |η| < 1.4
respectively. Their position is designed so that the whole coverage in the azimuthal
angle is ensured. The spatial resolution of the pixel matrix, measured during the
preliminary tests, is ∼ 12 µm in the radial direction and ∼ 100 µm along z. The two
intermediate layers constitute the Silicon Drift Detector (SDD). The basic module is a
silicon volume sized 72.5×75.3 mm divided into two drift regions by a high voltage
central cathode, where the electrons move in opposite directions due to the presence
of a∼ 500 V/cm electric field. These modules are mounted on linear supports called
ladders: the inner layer, placed at 15 cm from the beam pipe is made of 14 ladders
with six moduli each, while the outer one, 24 cm from the beam pipe, is made of
22 ladders with 8 moduli each. The spatial resolution ensured by the SDD device
is ∼ 35 µm along the radial drift direction and ∼ 25 µm along ẑ. Both SDD layers
have a pseudorapidity acceptance of |η| < 0.9. The last two layers constitute the
Silicon Strip Detector (SSD). The basic building block of this detector corresponds to a
double-sided module, where each side represents the p- and n-junction side, that are
both segmented in 768 parallel strips with a pitch of 95 µm. The stereo angle among
the strips in the two halves is 35 mrad, chosen to reduce the ambiguities deriving
from a high particle density environment. The detecting modules are mounted on
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Layer r (cm) ±z (cm)
Material
budget
(%X0)

Active area per
module rφ× z

(mm2)

Resolution
rφ× z (µm2)

SPD 3.9 14.1 1.14 12.8×70.7 12×100
SPD 7.6 14.1 1.14 12.8×70.7 12×100
SDD 15.0 22.2 1.13 70.17×75.26 35×25
SDD 23.9 29.7 1.26 70.17×75.26 35×25
SSD 38.0 43.1 0.83 73×40 20×830
SSD 43.0 48.9 0.86 73×40 20×830

TABLE 3.1: Properties of ITS layers [213].

supports with the same technology of those used for the SDD. In particular, the in-
ner layer, placed at 38 cm from the beam pipe, is made of 34 ladders with 22 moduli
along the beam axis, while the last ITS layer, 43 cm from the beam pipe, is made of
38 ladders, each of them with 25 moduli, ensuring a spatial resolution of∼ 20 µm in
the radial direction and ∼ 830 µm along ẑ. Both SSD layers have a pseudorapidity
acceptance of |η| < 0.9 Few relevant numbers of the ITS layers are reported in Tab.
3.1.

The ITS detector was designed to ensure a precise track and secondary vertex
reconstruction close to the interaction point, in condition of high charged particles
multiplicity, typical for heavy-ion collisions at ultra-relativistic energy. In particular,
this detector was originally build in order to:

• improve spatial, angular and momentum resolution for tracks reconstructed
inside the Time Projection Chamber (TPC);

• identify secondary decay vertices for particles with a short lifetime, for exam-
ple heavy-flavour hadrons (cτ(D0) = 122.9 µm, cτ(Λ+

c ) = 60 µm), distin-
guishing them from the primary one [3];

• reconstruct the primary vertex with a resolution better than 100 µm;

• reconstruct and identify charged particles with pT . 200 MeV/c;

• enhance the PID capabilities of the apparatus, thanks to the analogical readout
equipped on the SDD and SSD layers;

• offer additional trigger opportunities through the SPD detector, the first silicon
vertexer able to provide this feature.

3.2.2 Time Projection Chamber (TPC)

The Time Projection Chamber (TPC) [223] is the main tracking detector of the ALICE
experiment. It is optimized to measure the momentum of charged particles, to iden-
tify them and to find the interaction vertex, together with the ITS. The azimuthal
acceptance is 360o, while the covered pseudorapidity range is |η| < 0.9 for particles
able to reach the TOF detector. The pseudorapidity acceptance for slower particles
is |η| < 1.5. The TPC has a cylindrical shape, with an internal radius of ∼ 85 cm, an
external one of ∼ 247 cm and a length of ∼ 510 cm, for a total active volume of ∼ 88
m3, being currently the largest TPC mounted on an experimental apparatus. It is
divided in two sectors by the presence of a central cathode kept at the high negative
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FIGURE 3.4: Left: TPC detector structure. Image taken from [213].
Right: Bases azimuthal sections of TPC detector. Every trapezoidal
section is divided in inner region (Inner ReadOut Chamber, IROC)
and outer region (Outer ReadOut Chamber, OROC). Image taken from

[224].

potential V ∼ −100 kV, which generated a constant electric field of E ' 400 V/cm
thanks to the action of the external field cage. The internal volume is divided in
two sections ∼ 2.5 m long, filled with a Ne/CO2/N2 mixture (90/10/5) which, in
these conditions, guarantees a maximum drift time for electrons of ∼ 90 µs. The
disadvantage of this mixture is the strong velocity dependence on the temperature,
consequently the TPC needs a proper thermal stability (∆T ≤ 0.1 K [225]). Electrons
produced in the gas ionisation from traversing charged particles are subject to a drift
motion towards the cylinder basis, which are azimuthally segmented in 18 trape-
zoidal sections, divided in an inner and an outer region, each of them equipped with
a Multi-Wire Proportional Chamber (MWPC), for a total of 36. (see right panel in Fig.
3.4). The two MWPC together count 159 readout pad rows, the cathodes collecting
the avalanche originated by the primary electrons. This signal is used to reconstruct
the x-y projection of the particle trajectory while the spatial information along the
beam direction is provided by the drift time, measured thanks to a buffering of the
collected charge with a fixed frequency. In this way, the TPC detector ensures a
tridimensional track reconstruction for charged particles and delivers with a mag-
netic field of 0.5 T a resolution of 1% for low-momentum particles (pT ∼ 1 GeV/c)
growing up to∼ 3.5% for pT ∼ 100 GeV/c. The other fundamental TPC goal is to
identify charged particles measuring their energy loss per unit length while passing
through the gas using the amplitude of the MWPC signal (see the right panel of Fig.
3.19 and Sec. 3.7 for more details.).

3.2.3 Time Of Flight (TOF)

The Time Of Flight (TOF) [226] detector has a cylindrical geometry ensuring an az-
imuthal acceptance of 360° and a pseudorapidity coverage in the |η| < 0.9 range,
with internal and external radius of ∼ 370 cm and ∼ 399 cm respectively. The basic
constituent of this detector is a strip of Multi-gap Resistive-Plate Chamber (MRPC)
in double-stack configuration, with an active area of 120×7.4 cm2 (see right panel
of Fig. 3.5). This device is composed by two cathodes and a central anode and the
space among them is filled by a stack of fine glass plates separated by a 250 µm gap.
In the full volume a uniform electric field of the order of ∼ kV/cm is applied. As
a consequence, when a charged particle interacts with the gas in the active volume
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FIGURE 3.5: Left: TOF detector structure. Right: MRPC used in AL-
ICE. Images taken from [213].

producing ionisation charges, an electron avalanche is produced in every vacuum
space between two plates. The plates themselves stop the formed avalanches, but
they are transparent to the fast signals induced on the electrodes by the ionisation
electrons movement. Therefore, the final signal detected on the electrodes is the sum
of the signals coming from every vacuum space between two plates. A detecting
module is built placing the strips transversally oriented respect to the beam direc-
tion and tilted in order to suppress the number of very oblique transversal paths,
which can create sharing effects of the signal among adjacent pads. In order to cover
the full cylinder along the ẑ direction, 5 modules of different lengths are used, in
order to superimpose the junction regions with the dead areas of other detectors, so
that the interference with external devices is reduced. For this reason, the central
module is ∼ 117 cm long, the intermediate ones ∼ 137 cm and the external ones
∼ 177 cm, altogether making up one of the 18 supermodules composing the barrel.

The TOF detector is a PID dedicated system, which identifies charged particles
measuring their time of flight on a fixed length L and with a given momentum p
measured by the TPC. More details are reported in Sec. 3.7. The time of flight reso-
lution reached by the TOF detector during the LHC Run 2 is about 56 ps [227].

3.2.4 ElectroMagnetic Calorimeter (EMCal)

The ElectroMagnetic Calorimeter (EMCal) [228] is positioned approximately oppo-
site in azimuth with respect to the Photon-Spectrometer (PHOS) [229] and covers
|η| < 0.7 and 80o < ϕ < 187o (∆ϕ = 107o). It has a cylindrical geometry and it is lo-
cated close to the ALICE magnet coil at a radius of ∼ 4.5 m from the beam pipe. The
chosen technology is a layered lead-scintillator sampling calorimeter with a longitu-
dinal pitch of 1.44 mm lead and 1.76 mm scintillator with longitudinal wavelength-
shifting fibre light collection. The detector is segmented into 12288 towers, grouped
into 12 Super Modules (Fig. 3.6) of two different types: 10 “full size” super modules
(12 × 24 modules), spanning ∆η = 0.7 and ∆ϕ = 20o, and 2 “one-third size” super
modules (4× 24 modules), which span ∆η = 0.7 and ∆ϕ = 7o. Each module is made
of 2× 2 towers.

The EMCal detector is focused on the measurement of high-pT photons, neutral
mesons and electrons. It enables the full jet reconstruction in all collision systems
from pp to Pb–Pb, by measuring the neutral energy component of jets. The energy



72 Chapter 3. ALICE: A Large Ion Collider Experiment

FIGURE 3.6: Array of EMCal Super Modules on the support structure.
Figure from [228].

FIGURE 3.7: VZERO detector modules. Image taken from [230].

resolution provided by the EMCal can be parametrised as:

σ(E)
E

=

√( a
E

)2
+

b
E
+ c2 , (3.2)

where a, b, c are parameters determined from a fit of the energy resolution as a func-
tion of the incident energy determined with test beam runs using electrons with
known energy. The energy resolution is better than 4% for pT > 10 GeV/c. The EM-
Cal detector also provides a fast trigger (L0, L1 levels) for jets, photons and electrons,
allowing the ALICE experiment to exploit the full luminosity of the LHC.

3.2.5 VZERO

The VZERO detector [230] is composed by two modules placed asymmetrically re-
spect to the nominal interaction position (z = 0), covering the pseudorapidity ranges
2.8 < η < 5.1 (VZEROA) and −3.7 < η < −1.7 (VZEROC) respectively (see Tab.
3.2). They are segmented in 4 rings in the radial direction and each of them is divided
in 8 sectors 45° wide, for a total of 32 plastic scintillators for each module (see Fig.
3.7). The VZERO detector is used to select collisions between the two beams inside
the central barrel and to distinguish them from background events due to the beam
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Ring VZEROA VZEROC
ηmin/ηmax rmin/rmax

(cm)/(cm)
z (cm) ηmin/ηmax rmin/rmax

(cm)/(cm)
z (cm)

0 5.1/4.5 4.3/7.5 329 -3.7/-3.2 4.5/7.1 -86
1 4.5/3.9 7.7/13.7 329 -3.2/-2.7 7.3/11.7 -87
2 3.9/3.4 13.9/22.6 329 -2.7/-2.2 11.9/19.3 -88
3 3.4/2.8 22.8/41.2 329 -2.2/-1.7 19.5/32.0 -88

TABLE 3.2: Geometric properties of VZEROA and VZEROC. Num-
bers from [230].

interaction with the gas inside the beam pipe. In addition, this detector measures ba-
sic physical quantities, like luminosity, charged-particles multiplicity used to define
the centrality, and reaction plane direction in case of nucleus-nucleus collisions.

3.3 The ALICE offline framework

The raw data collected by the ALICE experiment in the last years sum to more than
160 PB. This huge amount of data requires a solid framework, able to process and
analyse the stored collision events efficiently and to optimize the available comput-
ing resources. The complex of procedures to achieve this goal is referred to as a
“computing model”. The ALICE computing model is based on the Worldwide LHC
Computing Grid (WLCG [231, 232]), a global infrastructure coordinated by CERN
that connects 170 computing centres spread in 42 different countries in order to han-
dle, store and process the data collected by the LHC experiments. The WLCG is
the largest computing grid in the world, which provides near real-time access to
LHC data regardless to the physical location. This is used for the reconstruction
and analysis of collected data, as well as the processing of Monte Carlo simulations
and it guarantees the storage and backup of LHC stored data, which totally amount
to about 1 EB. The WLCG is hierarchically organised according to the MONARC
model [233] in three “Tiers”, which provide different levels of data collection and
processing. The Tier 0 is located at the CERN computing centre and that at the
Wigner Research Centre for Physics in Budapest, which keeps one replica and per-
forms the first reconstruction of the raw data. A second replica of the raw and re-
constructed data is stored in the Tier 1 centres, which are also involved in the re-
processing of the data and partially in the reconstruction. Finally there are the Tier
2 centres where the Monte Carlo simulations and the data analyses are performed.
During a standard data taking year, when about 109 pp collisions and 108 Pb–Pb col-
lisions are collected respectively, the storage of raw and reconstructed data, as well
as the associated simulations and the information for detector calibration require
about 12 PB [213]. The access to the ALICE collected and simulated data from ev-
erywhere in the WLCG is ensured by Alien (ALICE Environment [234]), a software
that provides an interface dedicated for data access, analysis and simulation task
execution on the grid and their status monitoring. The ALICE data are converted
in the file format used in the ROOT framework [235], an object-oriented C++ coded
tool designed for data manipulation and statistical analysis. ROOT is the core of the
ALICE offline framework, which is organised in two main parts:
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• AliRoot: this software is used for detector alignment and calibrations, Monte
Carlo simulations and data reconstruction. It provides an interface to several
event generators, such as PYTHIA [236] for pp collisions, used for Monte Carlo
simulations. AliRoot includes a detailed description of the detector geometry
and material budget, implemented in independent modules dedicated to the
different subsystems. The detector response to the passage of charged particles
is simulated with the help of different transport codes, such as GEANT3 [237],
GEANT4 [238] and FLUKA [239];

• AliPhysics: this software contains all the code dedicated to the physics anal-
ysis. This is based on multiple tasks with a predefined structure, which are
designed to process the collected and simulated events stored in the grid.

The ALICE offline framework will be completely renewed in view of the data taking
campaigns in Run 3 and 4 at the LHC, being fully replaced by the O2 framework
[240] (see Chapter 6). The physical information about the collisions from real data
and Monte Carlo simulations are stored in Event Summary Data (ESD) files. This
format is mainly used for detector calibrations and performance studies and only
the information relevant at the analysis level are kept in the Analysis Object Data
(AOD), the data format typically processed by the analysis tasks. The latter format
is lighter by about a factor 6 with respect to the ESD one, where the average size is
about 400 kB/event and 2.2 MB/event for pp and Pb–Pb collisions respectively.

3.4 The trigger system and data acquisition

The ALICE experiment collects pp, p–Pb and Pb–Pb collision events with several
trigger requirements. The trigger decision is produced in the Central Trigger Pro-
cessor (CTP) [241] according to the signals from detectors and the LHC bunch filling
scheme [242]. The CTP manages different trigger classes, which are mainly defined
in terms of logical conditions demanded for the inputs and the set of detectors, called
“clusters”, required in the readout. According to the trigger class, events with dif-
ferent topologies are stored for the offline processing. In particular, the several hard-
ware trigger classes are subdivided in two categories, Level 0 (L0) and Level 1 (L1),
which are subsequently called during the events processing. The CTP evaluates the
trigger inputs every ∼ 25 ns, which corresponds to a LHC clock cycle, and produces
a L0 trigger decision ∼ 0.9 ns after the beam collide, exploiting the signal from fast
detectors, namely SPD, V0, T0, EMCal, PHOS and muon trigger. The event selected
by the L0 trigger is further processed by the L1 algorithm in the CTP, whose deci-
sion is made ∼ 6.5 µs after the L0 one, corresponding to a delay of 260 LHC clock
cycles. The latency between L0 and L1 decisions is provoked by the computing time
needed by some trigger detectors (for example TRD and EMCal), which generally
depends on the events size, therefore on the collision system and background condi-
tions. The L0 and L1 decisions are transmitted to the detectors with a further latency
of ∼ 300 ns and trigger the event buffering in the detector front-end electronics. Af-
ter that, the event is processed by the Level 2 decision (L2). This happens with a
global delay with respect to the collision time of∼ 100 µs, corresponding to the drift
time of electron in the TPC. This time interval also includes the time required by the
past-future protection circuits (∼ 88 µs), which are employed in order to avoid the
collisions selected for the readout to be spoilt by pile-up events. Finally, the several
detector signals for the L2 accepted events are sent to the Data Acquisition System
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FIGURE 3.8: Time of flight of the particles detected in V0C versus
V0A arrays. The dashed line intersection represents the time of the
collisions at the nominal interaction point, or the crossing time of the
background tracks at the vertical plane z = 0. Figure taken from [245].

(DAQ) [243] and the High Level Trigger (HLT) system [244], where the event build-
ing and online data compression are performed. The whole busy time is mainly
determined by the CTP waiting for all detectors completing the readout. As an ex-
ample, the busy time necessary for the electron drift and ion collection in the TPC is
about ∼ 300 µs.

3.4.1 The Minimum Bias trigger

The Minimum bias (MB) trigger, defined by the less biasing conditions for the data
acquisition, is driven by the top ALICE physics goals, which mainly involve mea-
surements at low transverse momenta for which demanding trigger selections can-
not be applied. During the 2009 and 2010 data taking, a MBOR trigger was built by
requiring a hit in the SPD or in either one of the V0 arrays, ensuring a high event
selection efficiency for both pp and Pb–Pb collisions. In the following years, with
the increase of LHC luminosity and background amount, the MB trigger definition
underwent several adaptations. The high-purity MBAND trigger requires the coinci-
dence between the V0A and V0C arrays and this is exploited also in the MBZ trigger
scheme for Pb–Pb events, where a further coincidence with signals in both the ZDC
modules is required to suppress the contamination from the electromagnetic inter-
actions between lead ions [230, 242].

In all the hadronic collision systems studied at LHC, a non-negligible background
comes from the interaction of the beam with the residual gas inside the beam pipe, as
well as the interactions of the beam halo with the several LHC components, such as
beam collimators [230]. This beam-induced background is removed exploiting the
timing of the V0 signal, reflecting the different arrival time to the V0 arrays of parti-
cles produced either by a beam-beam (BB) interaction of a beam-gas (BG) one. Given
the instant time t0 of the bunch crossing at the nominal interaction point, provided to
the V0 detector from the LHC clock, three categories of events can be distinguished
according to signal timing on the V0 arrays:
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1. BB collisions: by definition, these events develop after the start provided by
the t0 instant, therefore particles coming from a physics event arrive at the
V0A and V0C arrays approximately after 11.3 ns and 3.0 ns, respectively;

2. BG collisions behind V0C: if a beam-induced background event takes place
at z < −90 cm with respect to the nominal interaction point, the produced
particles arrive at the V0C counter 3.0 ns before the starting instant t0, while
they will be tagged at the opposite counter after 11.3 ns with respect to t0;

3. BG collisions behind V0A: the symmetrical situation may happen in a spatial
point with z > 340 cm with respect to the nominal interaction point and in this
case the produce particles arrive at the V0A array about 11.3 ns before the t0
instant, while they reach the V0C counter 3.0 ns after the t0.

The V0 triggers use these different arrival times to define four interaction windows
for each channel. They are called BBA, BBC, BGA and BGC, where BB stands for
beam–beam (i.e. pp) and BG for beam–background interactions. The windows are
centred at +11.3, +3.0, −11.3 and −3.0 ns with respect to t0 for BBA, BBC, BGA
and BGC respectively. The trigger is built with logical combinations of the status
(hit or empty) of the windows [245]. In Fig. 3.8 the scatter plot between the two V0
array times is shown for particle produced in BB and BG events. Thanks to the time
correlation between the two counters, the three categories of events described above
can be clearly distinguished, since they lie on different quadrants. In particular,
BB collisions are the only ones with a positive time for both the counters. These
events can be still contaminated by BG interactions taking place between the two
V0 counters, producing entries around the main correlation core, due to the random
instant when these beam induced background events can happen.

3.5 Centrality determination in Pb–Pb collisions

The QGP is reproduced in the laboratory using collisions between lead beams accel-
erated at ultra-relativistic energies. In this way, energy-density values larger than 1
GeV/fm3 are reached and the conditions for the QGP formation are met [242]. The
topology of a single Pb–Pb collision is unknown a priori. Being the Pb nucleus a
compound object with a radius r = r0 ·A1/3 = 1.2 fm ·2081/3 ≈ 7.1 fm, the event is
characterised by the non-null impact parameter b between the colliding nuclei. This
is defined as the distance between the centres of the two colliding ions on the trans-
verse plane xy, where the ions move along the longitudinal direction ẑ. The impact
parameter b and the ẑ axis define the reaction plane of the collision. As one can see
in Fig. 1.13, the amount of nucleons that participate (Npart) in the collision, as well
as the number of binary interactions among nucleons (Ncoll), directly depend on the
impact parameter. This quantity influences the fraction of nuclear volume and the
energy-density involved in the collision, determining the event centrality. The cen-
trality is defined as the fraction of event characterised by an impact parameter up
to a certain value b (percentile) and it is expressed as a fraction of the total hadronic
cross section σAA:

c(b) =

∫ b
0

dσ
db′db′∫ +∞

0
dσ
db′db′

=
1

σAA

∫ b

0

dσ

db′
db′ . (3.3)
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FIGURE 3.9: Distribution of the sum of signals registered by VZERO
scintillator of ALICE experiment in Pb–Pb collisions at

√
sNN = 2.76

TeV. See the text for details. Image taken from [246].

The impact parameter cannot be accessed experimentally, therefore the collision cen-
trality is estimated according to the event activity, using the produced particle mul-
tiplicity (Nch). Under the assumption that the particle multiplicity grows monoton-
ically with the event centrality, this quantity can be experimentally computed as:

c ≈ 1
σAA

∫ +∞

Nch

dσ

dN′ch
dN′ch =

1
ntot

ev

∫ +∞

Nch

dnev

dN′ch
dN′ch , (3.4)

where ntot
ev is the total number of collisions and dnev is the number of events within

a certain event multiplicity dN′ch. The event multiplicity used to estimate the event
centrality is usually determined with the V0 detectors. The distribution of the sum
of signal amplitudes on the two V0 modules is used to determine the percentile of
the hadronic cross section for each event, associated to a given value of V0 signal am-
plitudes. The centrality percentile is determined with respect to a so called “anchor
point” that pinpoints the ∼ 90% of the total hadronic cross section, which deter-
mines the absolute scale of the centrality. This choice is driven by the fact that colli-
sions characterised by an event multiplicity lower than that of the “anchor point” are
strongly contaminated by electromagnetic events, which are not connected with the
strong interaction between the two colliding beams and therefore they are not used
for the centrality determination. Moreover, the low-multiplicity events are charac-
terised by a fast-decreasing trigger efficiency, implying a larger amount of rejected
events. In Fig. 3.9 the distributions of the sum of V0 signal amplitudes for Pb–Pb col-
lisions at

√
sNN = 2.76 TeV is reported [246]. The distribution of particle multiplicity

produced in Pb–Pb collisions is described by the analytical function:

g(n) = Pµ,k(n)× [ f · Npart + (1− f )Ncoll] , (3.5)
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where the particle multiplicity produced in a single nucleon-nucleon interaction is
described by the Negative binomial Distribution (NBD):

Pµ,k(n) =
Γ(n + k)

Γ(n + 1)Γ(k)
· (µ/k)n

(µ/k + 1)n+k . (3.6)

The Eq. 3.6 defines the probability that a single emitting source (called “ancestor”)
produces n particles in the final state, with µ the mean multiplicity produced per
ancestor and k a parameter governing the distribution width D :=

√
〈n2〉 − 〈n〉 =√

µ (1 + µ/k). To determine the multiplicity distribution probability produced in a
Pb–Pb collision, which is characterized by Npart participant nucleons and Ncoll bi-
nary collisions among them, the probability of Eq. 3.6 is multiplied by the number
of ancestors, parametrised by the second factor in Eq. 3.5. This linear combination
is inspired by two-component models [247, 248] that decompose a nucleus-nucleus
collision in soft processes, whose probability is proportional to Npart, and hard pro-
cesses, whose probability is proportional to Ncoll. The number of participant nucle-
ons (Npart) and the number of binary collisions among nucleons (Ncoll) derive from
calculations based on the Glauber model [28]. Thanks to this technique, the limits
of the centrality classes are defined in terms of percentiles of the total integral of the
distribution. The resolution on the determination of the centrality varies from 0.5%
in central events to 2% in peripheral Pb–Pb collisions.

3.6 Primary vertex and track reconstruction in the central bar-
rel

The determination of the primary vertex and the track reconstruction in the central
barrel follow a predefined workflow [242]. First of all, the signal released in the dif-
ferent detectors by charged particles are converted into “clusters”, characterized by
position, signal amplitudes, signal times and so on. After this procedure is repeated
separately for each detector, a first reconstruction of the primary vertex is performed
exploiting only the signal in the SPD, then the track finding and fitting are performed
in the TPC and ITS with a Kalman filter- based algorithm [249]. After that, the track
matching with the other central barrel detectors takes place and a final fit provides
the global reconstructed tracks, which are finally used to definitively determine the
primary vertex of the collision.

3.6.1 Preliminary determination of the primary vertex

The first step of the track reconstruction in the central barrel is a preliminary deter-
mination of the interaction vertex, which takes place exploiting the SPD “tracklets”,
namely lines that connect two clusters on the SPD, one cluster per layer. Candidate
vertices are searched as the space points where a large number of tracklets converge
and by definition the interaction vertex is identified as the one characterized by the
maximum number of converging tracklets.

3.6.2 Track reconstruction

The track finding and fitting procedure is characterized by three subsequent steps,
following the inward-outward-inward scheme shown in Fig. 3.10.

The first stage consists is a preliminary reconstruction of tracks in the TPC, which
are then matched with the ITS detector. The procedure starts at the outermost radius



3.6. Primary vertex and track reconstruction in the central barrel 79

of the TPC detector, where tracks seeds are firstly defined as the connection among
two clusters and the primary vertex, then among three consequent clusters without
any vertex constraint. The clusters in the TPC derive from the granularity of the
readout chambers, which are subdivided in 159 rows, therefore a track can produce
up to 159 clusters in the TPC readout system. The inward propagation of the seeds
takes place with a Kalman filter procedure, where at each step the track is updated
considering the closest cluster according to specific proximity criteria. In order to
avoid the same track to be reconstructed multiple times, due to the possibility for a
cluster to be reused in multiple seeds, a special algorithm is used to look for pair of
tracks that share a certain amount of clusters (between 25% and 50%), and according
to some quality parameters based on cluster number, cluster density and momen-
tum only one candidate track is kept. The track prolongation continues until the
inner TPC radius is reached and only the tracks with at least 20 out of 159 possible
clusters are accepted. The efficiency for the reconstruction of tracks in the TPC in
pp collisions at

√
s = 8 TeV and for central (0-5%) and peripheral (80-90%) in Pb–Pb

collisions at
√

sNN = 2.76 TeV as a function of the reconstructed transverse momen-
tum pT is shown in Fig. 3.11, showing no dependences on the detector occupancy.
For low-pT values, the trend of the efficiency is characterised by an evident drop,
caused by the multiple scattering and energy loss in the detector material of charged
particles that deflect the trajectory from the expected helix given by the magnetic
field bending. At larger values, the efficiency assumes a characteristic shape given
by the loss of clusters in the dead zones between consequent TPC end plate sectors.
The tracks reconstructed in the TPC are then propagated to the outermost radius of
the SSD detectors and are used as seeds for the track finding in the ITS. Similarly
to what happens in the TPC, the ITS seeds are prolonged inward adding cluters in

FIGURE 3.10: Principles of track reconstruction in ALICE, showing
the three main steps in which this procedure develops. Image taken

from [224].
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Pb collisions at
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sNN = 2.76 TeV. Image taken from [242].

the following ITS layer according to specific proximity criteria. For each TPC track,
all the possible inward propagations are buffered and at each prolongation step the
reduced χ2 from the Kalman-filter procedure is updated. Also in this case the track
finding is performed in two consecutive passes, with and without the primary vertex
constraint. Once all the candidates associated to a single seed are prolonged towards
the innermost ITS layer, they are sorted in according to the reduced χ2 and only the
highest quality track is maintained. At this stage, the chosen track is selected from
a bunch of high-quality candidates, which are inspected to look for cluster sharing:
if any, an additional attempt is done to find an alternative among the other candi-
dates. At this stage, the efficiency drop for low-pT particles shown in Fig. 3.11 is
counterbalanced by an ITS standalone tracking procedure. Helical seeds are built
using two clusters from the three innermost ITS layers and the primary vertex, then
each seed is propagated to the outer layers according to the proximity criteria cited
above. Also in this case, the final track is chosen to be that with the highest reduced
χ2 from the Kalman-filter fitting, and the tracking efficiency is maximised by repeat-
ing the procedure several times and enlarging the opening angle adopted for the
track prolongation. Only clusters not yet used for the global track reconstruction are
used at this stage. In this way, charged particles with transverse momenta down to
about 80 MeV/c are reconstructed, removing the efficiency drop mentioned above,
which for pions and protons takes place below the cutoff values of pT = 200 MeV/c
and pT = 400 MeV/c respectively3.

When the reconstruction in ITS is complete, the tracks are propagated to the point
of closest approach to the preliminary vertex found before using the SPD tracklets
only, then an outward refitting of the track starts. This procedure adopts the same
clusters of previous stages until the outer radius of the TPC is reached. At this stage,
an attempt to match the track with a TRD tracklet takes place, and in case of suc-
cess this procedure is repeated with the TOF and the outermost detectors, namely
EMCal, PHOS and HMPID. The kinematic properties of the tracks are not updated
by the detectors more external to the TPC, but their information is kept for particle
identification purposes (see 3.7).

3The different cutoff values are due to the mass dependence of the multiple scattering of charged
particles with the detector material.
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Finally, all tracks are re-propagated inwards with the Kalman-filter procedure
through the same clusters adopted at the previous stages. The track parameters and
the associated covariance matrix are finally determined.

In Fig. 3.12 the 1/pT resolution for reconstructed tracks either only with the TPC
or with the matching to the ITS detectors is shown as a function of 1/pT. This is
one parameter of the six-component vector defining a track in the Kalman filter al-
gorithm and it is proportional to the track curvature, therefore its resolution comes
directly from the covariance matrix of the track. This quantity is related to the trans-
verse momentum resolution by the following relation:

σpT = p2
T · σ1/pT ⇒

σpT

pT
=

σ1/pT

1/pT
. (3.7)

According to the measured curvature resolutions, the relative precision on the re-
constructed pT changes from a value of about 1% at pT = 1 GeV/c to about 10%
for tracks with pT = 100 GeV/c. In Fig. 3.12 the effect of the constraint to vertex
is shown for tracks reconstructed either with the TPC only or with the prolongation
to the ITS detector. In the former case, the curvature precision is strongly improved
and its almost comparable to that of the global tracks. This experimental constraint
may be helpful in case of significant ITS inefficiencies, which reduces the available
statistics due to a decrease of the matching efficiency for TPC tracks with the ITS.

3.6.3 Final determination of the interaction vertex

When the final set of global tracks is established, a new determination of the inter-
action vertex takes over the one performed with the SPD tracklets, described in Sec.
3.6.1. The global tracks are extrapolated inward to their point of closest approach
and a first determination of the interaction vertex takes place. At this stage, the
far outliers with respect to the nominal beam line are not taken into account. After
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that, a more precise vertex fitting is performed using the track-weighting procedure
described in Ref. [250], in order to suppress the contribution of the remaining out-
liers. The precision on the vertex determination increases with the number of tracks
involved in the vertex fitting procedure. For this reason, the transverse vertex po-
sition in low-multiplicity events is improved by adding in the fit the nominal beam
position, considered as an independent measurement with the transverse size of
the luminous region as associated uncertainties 4. A more sophisticated algorithm,
based on Tukey bisquare weights [251] is adopted in high-multiplicity events, where
a high pileup rate is expected, in order to further suppress outliers.

In Fig. 3.13 the resolution of the interaction vertex position as a function of the
charge particle multiplicity per unit of pseudorapidity in pp collisions at

√
s = 7

TeV is shown. As mentioned before, the precision in the interaction vertex determi-
nation with the global tracks fast improves as a function of track multiplicity and
its trend can be parametrized with the power law function α/

√
(dN/dη)β. The pri-

mary vertex determination described in this Section guarantees an improvement of
more than a factor 2 in resolution with respect to the SPD tracklet- based technique
mentioned in Sec. 3.6.1.

3.6.4 ITS-TPC matching efficiency

The propagation of the TPC reconstructed tracks towards the ITS detector is a crucial
step for the definition of global tracks, as described in Sec. 3.6.2. This operation con-
sists in matching a TPC track with clusters of the ITS detector. In case the matching

4The interaction region, also called “beam size”, is defined as the convolution of the particle dis-
tributions of the two colliding bunches. The interaction vertex lies within the luminous region with
dimensions σlumi

i = σbeam
i /

√
2, where i = x, y, z.
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FIGURE 3.14: Single track impact parameter dxy
0 distribution in dif-

ferent single-track transverse momentum intervals in a sample of pp
collisions at

√
s = 13 TeV collected in 2018 described with a template

fit, where the profiles of primary (blue) and secondary (red) particles
as well as that for particles produced in the interaction with the ma-

terial (green) are taken from MC simulations.

efficiency in Monte Carlo simulations is not representative of that in collected data,
the MC-based efficiency correction may introduce a bias in the measurement. Such
an effect is evaluated by looking at the ITS-TPC matching efficiency as a function
of particle pT separately in data and MC and quantifying a systematic uncertainty
according to the possible differences. The ITS-TPC matching efficiency is computed
as the number of tracks successfully fitted with the Kalman filter in the TPC and
ITS, with at least one hit in the SPD layers (NITS−TPC(pT)), divided by the number of
reconstructed tracks successfully fitted in the TPC (NTPC(pT)):

ε
matching
ITS−TPC(pT) =

NITS−TPC(pT)

NTPC(pT)
, (3.8)

where pT indicates the transverse momentum of the track. This procedure is per-
formed separately on the collected collision samples and the associated MC produc-
tions, independently for each data taking period. The discrepancy between data
(εData) and the MC simulation (εMC) is used to estimate a systematic uncertainty as:

syst.matching
ITS−TPC =

εData(pT)− εMC(pT)

εData(pT)
. (3.9)

The ITS-TPC matching efficiency is expected to be higher for primary particles,
namely those produced in the collision or coming from decays of charm and beauty
hadrons with a proper decay length of order of tens-hundred of microns, than for
secondary particles produced in the interactions with the detector material or in
decays of strange hadrons, which have a typical proper decay length of several cen-
timetres. This separation is not doable on data for tracks reconstructed in the TPC,



84 Chapter 3. ALICE: A Large Ion Collider Experiment

2 4 6 8 10 12 14
)c (GeV/

T
p

0.9

0.91
0.92
0.93

0.94
0.95
0.96

0.97
0.98
0.99

1

pr
im

ar
y

f

Data MC

 = 13 TeVspp, 

This work
LHC18m period

2 4 6 8 10 12 14
)c (GeV/

T
p

410

310

210

110

1

se
co

nd
ar

y
f

Secondary (Data) Material (Data)

Secondary (MC) Material (MC)

 = 13 TeVspp, 
LHC18m period

This work

FIGURE 3.15: Primary (left) and secondary (right) relative abun-
dances in a sample of pp collisions at

√
s = 13 TeV collected in 2018

compared with the values from MC simulations as a function of track
pT.

therefore the inclusive (primary + secondary tracks) ITS-TPC matching efficiency is
measured and compared between data and MC. The MC simulations with PYTHIA
+ GEANT3 may not reproduce correctly the relative abundances of particles pro-
duced in data and this introduces a bias in the matching efficiency estimation. There-
fore, the fractions of primary ( fprimary) and secondary ( fsecondary) particles measured
in data are used to calculate the inclusive ITS-TPC matching efficiency in MC (εMC),
namely:

εMC = fprimary(TPC) · εMC
primary + (1− fprimary(TPC)) · εMC

secondary , (3.10)

where εMC
primary and εMC

secondary correspond to the primary and secondary particle match-
ing efficiency estimated in MC simulations. The relative abundances of primary and
secondary particles in the analysed data sample are estimated with a template fit
of the single-track impact parameter dxy

0 distribution, as showed in Fig. 3.14 for a
sample of pp collisions at

√
s = 13 TeV collected in 2018. The distribution in data

(black) is well described by the global template (yellow), defined as the sum of the
templates of primary (blue) and secondary (red) particles, as well as those produced
by the particle interaction with the material (green), which are constrained by the
requirement fprimary + fsecondary + fmaterial = 1.

The template of primary particles is peaked at dxy
0 = 0 cm, while the contribution

of the tails in the templates of secondary particles and those produced in the interac-
tion with material increases significantly, reflecting the larger distances with respect
to the primary vertex where the conversions take place. The templates adopted in
these fits are defined by the dxy

0 distribution shape for each category of tracks as de-
scribed in the MC simulations. The fit procedure is performed separately in different
pT intervals, where the relative abundances are expected to change. In particular,
with increasing pT the amount of secondary particles is expected to significantly de-
crease, with a consequent increase of the primary particle fraction and a reduction
of the distribution tails. The primary and secondary particle fractions deriving from
these fits are shown in Fig. 3.15 as a function of single-track pT. The values from data
are compared with those from the simulations. A lower fraction of primary particles
is obtained from the template fit in data at all transverse momenta, with a maximum
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FIGURE 3.16: Left: single-track ITS-TPC matching efficiency esti-
mated in pp collisions at

√
s = 13 TeV collected in 2018 and in simu-

lated events. The values for the matching efficiency before and after
the relative abundance correction are reported and the efficiency for
primary and secondary particles separately in MC simulations is also
shown. Right: ITS-TPC matching efficiency ratio between MC and
data, with efficiency in MC measured before (blue) and after (red) the

primary and secondary fraction correction from data.

difference of about 2% at low pT. As a consequence, the secondary fraction from
data is slightly larger than that in MC in all the pT intervals. The fraction of parti-
cles produced in the interaction with material quickly decreases with pT, being fully
negligible for pT > 4 GeV/c. The particle abundances obtained with this procedure
represent the fractions of primary and secondary particles that satisfy the ITS-TPC
matching, since the impact parameter distribution fitted with the template method
is obtained considering particles that matched the ITS, so that a good pointing reso-
lution is granted and the different contributions can be distinguished. However, the
fractions of primary and secondary particles in the TPC are necessary to estimate the
εMC. For this reason, the fprimary obtained from the fits is further scaled before being
used in Eq. 3.10, namely:

fprimary(TPC) = fprimary(ITS− TPC) ·
[

fprimary(TPC)

fprimary(ITS− TPC)

]
MC

, (3.11)

where fprimary(ITS− TPC) is the fraction of primary particles obtained with the tem-
plate fits mentioned above. This is then scaled by a correction factor from MC so that
it refers to the fraction of primary particles in the TPC, without any requirement on
the matching to the ITS. An alternative procedure is used to avoid the need of scal-
ing the fprimary obtained from the fit by a factor determined from MC simulations.
The template fits on the impact-parameter distribution are referred to TPC tracks,
without any constraint from the ITS detector, and this would directly provide the
fprimary(TPC) quantity. However, in such a case the pointing resolution is much
poorer due to missing points close to the primary vertex for several tracks, there-
fore the first method is preferred. The ITS-TPC matching efficiency measured in
collected pp collisions at

√
s = 13 TeV and in simulated events is shown in the left

panel of Fig. 3.16, where the efficiency for all particles in MC simulations before and
after the relative abundance correction is reported. As a direct consequence of the
different primary and secondary particle fractions in data and MC, the matching ef-
ficiency after the relative abundance correction is slightly different from that before
such correction, especially for pT < 6 GeV/c. In the same plot, the ITS-TPC match-
ing efficiency for primary and secondary particles isolated in MC events are shown.
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The efficiency for primary particles is higher by construction and it is observed to
be flat with pT at about 95%, while the efficiency for secondary particles decreases
from about 60% at low pT to about 10% at pT = 14 GeV/c. These different trends
and magnitudes support the need of correcting the relative abundances in MC with
those from data, otherwise wrong values of primary and secondary particle frac-
tions would correspond to biased total efficiencies measured in MC events. In the
right panel of Fig. 3.16 the ITS-TPC matching efficiency ratio between MC and data
is shown before (blue) and after (red) the correction of primary and secondary parti-
cle fractions. The latter case is used to estimate the systematic uncertainty related to
the ITS-TPC matching efficiency, given that the efficiency measured in MC simula-
tions is systematically higher than that from data. This work is repeated separately
for each data taking period and the associated MC productions. From the analysis
of the 33 periods of pp collisions at

√
s = 13 TeV collected in 2016, 2017 and 2018

the overall mismatch in the ITS-TPC matching efficiency observed with the simula-
tions amounts to 2-4% depending on the single-track pT and the specific data taking
period.

3.6.5 Track impact parameter smearing in MC simulations

The efficiency times acceptance correction estimated with MC simulations is valu-
able only if the simulation well reproduces the detector performance and the data
taking conditions. Dedicated studies are done to quantify possible differences in the
track impact parameter reconstruction between data and MC simulations. For all the
analyses requiring a single-track impact parameter precision at the order of microns,
the efficiency calculation is forerun by a smearing of the impact parameter of each
reconstructed track, applied to reduce the systematic bias on the efficiency that a
possible discrepancy may cause. Such difference between data and simulations may
be related to residual misalignments of the ITS detector not well reproduced in MC
simulations. This smearing is particularly important in the analyses that identify
the decay vertices of charm particles, since the topological selections applied for this
purpose are particularly sensitive on the resolution of the track position in the vicin-
ity of the primary vertex. In panel (A) of Fig. 3.17 the impact parameter normalised
distribution of reconstructed tracks in a sample of pp collisions at

√
s = 13 TeV col-

lected by the ALICE experiment at the beginning of 2018 (period LHC18b) is shown.
The distribution is described with an analytical function that aims to parametrise the
contribution of primary particles peaking around 0 and that from secondary parti-
cles that populate the distribution tails:

f (dxy
0 ) =

p4√
2πp0

e
− (

d
xy
0 −p1)

2

2p2
0 +

1− p4

2p3
e−
|x−p1 |

p3 . (3.12)

The primary track contribution is parametrised with a Gaussian function, while
the tails of the distribution mainly populated by secondary tracks are described
with an exponential. The distribution shown in Fig. 3.17 is related to tracks re-
constructed on the whole azimuth at midrapidity and with transverse momentum
within 0.47 < pT < 0.59 GeV/c. This procedure is repeated in narrow pT inter-
vals and the pT-dependence of the Gaussian mean and resolution is evaluated for
reconstructed tracks in both collected and simulated pp collisions. Moreover, the
whole procedure is repeated separately for each data taking period and associated
MC samples. The impact parameter of each reconstructed track in MC simulations
is corrected with the following relation:
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single track smearing.

dxy
0, reco. MC, corr.(pT) = dxy

0, gen. MC(pT)

+
(

dxy
0, reco. MC(pT)− dxy

0, gen. MC(pT)
)
· σData(pT)

σreco. MC(pT)

+
(
〈dxy

0, reco. MC〉(pT)− 〈d
xy
0, Data〉(pT)

)
.

(3.13)

The value assigned to a reconstructed track in simulated events is calculated starting
from the generated impact parameter (dxy

0, gen. MC(pT)). The term in the second line of
Eq. 3.13 scales the impact parameter residual between the reconstructed and gener-
ated values (dxy

0, reco. MC(pT)− dxy
0, gen. MC(pT)) in the simulation by the ratio between

σData(pT) and σreco. MC(pT). This correction term is introduced to adapt the impact
parameter resolution in the simulation σreco. MC(pT) to that present in data σData(pT).
The values of σreco. MC(pT) and σData(pT) come from the impact parameter distribu-
tion fit performed with the function reported in Eq. 3.12, as shown in the example
plot in the panel (A) of Fig. 3.17. In the panel (B) the impact parameter resolution
as a function of pT of reconstructed tracks in data (red) and in simulations is shown.
The resolution in simulated events derives from the fit to the impact parameter dis-
tribution of reconstructed tracks before (black) and after (green) the application of
the smearing of Eq. 3.13 on each single track. The resolution in MC simulations is
systematically lower than that in data, but the application of the smearing procedure
ensures a better matching between the two cases. The same resolution correction is
applied to all tracks, namely no distinction among different azimuthal angle ranges
is considered, since no significant dependences on ϕ are observed. The impact pa-
rameter resolution in the considered pp collision sample decreases from about∼ 240
µm at pT = 0.3 GeV/c to about ∼ 20 µm at pT = 20 GeV/c. The third row of Eq.
3.13 refers to the correction of the impact parameter mean, consisting in a shift by
〈dxy

0, reco. MC〉(pT)− 〈d
xy
0, Data〉(pT) thought to centre the dxy

0, reco. MC, corr.(pT) distribution
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FIGURE 3.18: Impact parameter mean as a function of pT for recon-
structed tracks in collected pp collisions at

√
s = 13 TeV and for

reconstructed tracks in simulated events before and after the single
track smearing. The four quadrants refer to the four azimuthal angle

intervals where the smearing procedure is separately performed.

around 〈dxy
0, Data〉(pT). The impact parameter mean of reconstructed tracks as a func-

tion of pT in data (red) and simulated events before (black) and after (green) the
single-track smearing is shown in Fig. 3.18. For the mean a more granular approach
with respect to what done for the resolution correction is required, given that the
pT-trend of the impact parameter mean in data and MC is observed to be different
in several azimuthal angle intervals. The four panels are related to four different
azimuthal angle regions where the impact parameter distributions in narrow pT in-
tervals are evaluated separately: ϕ > 7π

4
⋃

ϕ < π
4 , π

4 < ϕ < 3π
4 , 3π

4 < ϕ < 5π
4 and

5π
4 < ϕ < 7π

4 . Also in this case, after the application of the single-track smearing on
reconstructed tracks in simulated events the impact parameter mean well matches
that measured in data and the procedure successfully cures differences up to 20 µm.

Also the uncertainty on the impact parameter in simulations is corrected to match
that in data, via the scaling by σData(pT)/σreco. MC(pT) described above. On top of
this, the data/MC ratio of the impact parameter pulls dxy

0, reco(pT)/σreco.(pT) is used
to smear the covariance matrix entries, given that the resolution correction does not
correct them. The correction of the mean is even more granular in Pb–Pb events,
where the comparisons between data and simulations evidence discrepancies in the
impact parameter values up to 60 µm. In this case, the 〈dxy

0 〉 correction is performed
in 24 azimuthal sectors.
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3.7 Particle identification

The ALICE apparatus can praise unique particle identification (PID) capabilities in a
wide momentum range, due to the several techniques exploited by the different sub-
systems. The charged particle identification can be performed via the measurement
of specific energy loss in ITS and TPC detectors, as well as through the measurement
of their time of flight, measured by the TOF detectors. The usage of the HMPID
pushes the particle identification capabilities in the central barrel to higher momen-
tum values, thanks to the measurement of the Cherenkov angle emitted by charged
particles traversing the apparatus. Specific electron identification is also provided by
the TRD detector, which exploits the light emitted by high-energy particles crossing
the boundary between two different dielectric materials, and the PHOS and EM-
Cal calorimeters, where the energy deposit is compared to the particle momentum
(E/p). In the following sections, a brief description of the particle identification
in ITS, TPC and TOF, used in the analyses concerning this thesis, is reported. The
electron identification capabilities of the ALICE apparatus in the central barrel are
exploited to isolate a pure sample of electrons, necessary to extract the signal from
charm and beauty hadron decays. Moreover, the proton, kaon and pion identifica-
tion provided by the TPC and TOF detectors are exploited to enhance the signal-to-
background ratio in the Λ+

c → pK−π+ reconstruction. The practical usage of such
PID techniques in the analyses will be explained in Chapters 4 and 5.

3.7.1 Particle identification in the ITS

The charged particle identification in the ITS detector is performed by measuring
the atomic electrons extracted via ionization from the material of the four outer-
most layers (SDD, SSD), where the analogical readout systems are able to collect
the ionization charge. The dE/dx of each track is calculated as a truncated mean
of the measured values in each layer, if at least three of them returns a non-null re-
sponse. If four points are available, the average of the lowest two is considered,
otherwise in case of only three points the dE/dx estimate consists in the weighted
sum of the lowest and the second-lowest, with a weight of 1 and 1/2 respectively.
This measurement is useful to identify low momentum particles. In the left panel of
Fig. 3.19 charged particle dE/dx measurement as function of momentum is shown,
made by the only ITS in Pb–Pb collisions at

√
sNN = 5.02 TeV. In a short momen-

tum range, this detector is useful to distinguish, for example, electrons from kaons
(p . 500 MeV/c) or from protons (p . 1.5 GeV/c).

3.7.2 Particle identification in the TPC

The TPC detector is crucial for the identification of charged particles traversing the
central barrel over a wide momentum range. The PID is performed by collecting the
ionization charge produced by a charged particle on the 159 pad rows of the TPC
end plates, as mentioned in Sec. 3.2.2. The final estimate of the released energy by
the single track consists in a truncated mean among the 65% of lowest-amplitude
signals, in order to reject the contribution of secondary ionizations. Measuring this
quantity for each track and reconstructing its momentum p, the particle identifica-
tion takes place through the comparison between the measured dE/dx value and the
expected one for each particle species with a momentum p. The expected dE/dx for
each particle species, rigorously described by the Bethe-Block equation, is obtained
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FIGURE 3.19: Charged particles dE/dx as a function of momentum
measured by the only ITS (left) and the TPC detector in (right) in Pb–
Pb collisions at

√
sNN = 5.02 TeV. Figures taken from the ALICE

Figure Repository ©.

with a data-driven approach, using the following parametrisation:

f (βγ) =
P1

βP4

[
P2 − βP4 − ln

(
P3 +

1
(βγ)P5

)]
(3.14)

In the formula, P1–P5 are free parameters, β is the particle velocity and γ = 1/
√

1− β2

is the Lorentz boost factor obtained from the particle momentum p = mγβ. The
measured dE/dx in the TPC as a function of momentum in Pb–Pb collisions at√

sNN = 5.02 TeV is shown in the right panel of Fig. 3.19. The solid lines rep-
resent the expected trends for different particle species, parametrized according to
the Eq. 3.14. The largest separation power is achieved at low momenta (p < 0.7
GeV/c), where the particle can be identified on a track-by-track basis. At higher
momenta, where the expected relativistic rise is observed and a nearly constant sep-
aration among the several species is visible on a wide momentum range, the identi-
fication can be still obtained with a statistical approach, based on multi-Gaussian fit
of the dE/dx distribution in a given momentum range. This possibility is guaran-
teed by an overall good dE/dx resolution, which amounts to 5.2% and 6.5% in pp
and most central Pb–Pb collisions respectively [242].

3.7.3 Particle identification in the TOF

As suggested by the name itself, the TOF detector identifies charged particles mea-
suring the time of flight on a fixed length L. Given a particle with mass m and
knowing its momentum p, the time of flight is:

t =
L
v
= L · E

pc2 = L ·
√

m2c4 + p2c2

pc2 . (3.15)

In the equation, the dependence on the particle momentum p, given by the tracking
procedure described in Sec. 3.6.2, and the assumed particle mass m is highlighted.
The measurement of the time of flight for charged particles takes place with respect
to a given start time, which is provided either by the T0 detector or with a com-
binatorial analysis of arrival times at TOF. The latter method is particularly useful
in case the T0 signal is absent. More details on the start time determination can be
found in [252]. The overall TOF resolution, which includes the contribution from
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FIGURE 3.20: Charged particles β as a function of momentum, mea-
sured by the TOF detector in Pb–Pb collisions at

√
sNN = 5.02 TeV

(left) and pp collisions at
√

s = 13 TeV (right). Note that primary
charged particles revealed by the TOF have to own p & 300MeV/c.

Images taken from the ALICE Figure Repository ©.

calibration and electronics, the resolution on the start time, the intrinsic detector res-
olution and the momentum precision from the tracking, is estimated to be around
80 ps for charged pions of momentum p = 1 GeV/c produced in Pb–Pb collisions in
the centrality range 0–70% [242].

The velocity of charged particles measured by the TOF detector in pp collisions
at
√

s = 13 TeV and Pb–Pb collisions at
√

sNN = 5.02 TeV is shown in Fig. 3.20.
The higher amount of background in the Pb–Pb case comes from tracks that are not
correctly matched to TOF detector, due to the typically larger multiplicity in Pb–Pb
collisions. The TOF detector is useful for the PID in the intermediate momentum
range, ensuring a kaon versus pion separation better than 3σ up to p ' 2.5 GeV/c,
and a kaon versus proton separation until p ' 4.5 GeV/c.
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Chapter 4

Measurement of electrons from
charm and beauty hadrons in
Pb–Pb collisions at

√
sNN = 5.02

TeV

As discussed in Sec. 2.2.2, charm and beauty quarks produced in heavy-ion colli-
sions lose energy either via multiple elastic scatterings with the QGP constituents
or via the radiation of soft gluons induced by the deconfined medium. The nuclear
modification factor RAA, introduced in Eq. 1.39, is an observable sensitive to the
in-medium energy loss. It corresponds to the ratio of particle production yield in
Pb–Pb to that in pp collisions scaled by the number of binary nucleon-nucleon colli-
sions of the considered Pb–Pb centrality class. Any deviation from unity is driven by
cold and/or hot nuclear-matter effects. RAA < 1 at intermediate pT is a signature of
the medium-induced energy loss of high-pT partons. Experimental measurements
of the nuclear modification factor of charm and beauty hadrons are necessary to
study the heavy quark dynamics in the QGP. The most direct method to measure the
heavy hadron production is to reconstruct them via their decay products, for exam-
ple D0 → K−π+ or B+ → J/ψK+. This kind of measurements requires an excellent
tracking system, able to reach spatial resolutions of a few tens of microns, corre-
sponding to the typical cτ of heavy-flavour hadrons. Such a precision is mandatory
to reconstruct the secondary decay vertices and resolve them from the beam inter-
action point, so that the decay signal can be separated from the huge combinato-
rial background. Indeed, the exclusive measurements of heavy-flavour hadrons are
usually affected by low signal-to-background ratios, motivating the measurement
of heavy-flavour hadron production via the reconstruction of single leptons coming
from semileptonic decays of charm and beauty hadrons, exploiting the relatively
large branching ratios (∼ 10%) and the fact that this inclusive measurement does
not require track resolutions of order of tens-hundred microns. High-pT electrons
in hadronic collisions were first observed in the 1970s in pp collisions at

√
s = 52.7

GeV at the CERN ISR [255], then the UA1 experiment measured the beauty hadron
production via single muons in pp̄ collisions at

√
s = 630 GeV [256] and with the

same data sample the UA2 experiment reported the charm cross section from single
electron reconstruction [257]. Similar measurements were performed in pp̄ collisions
at
√

s = 1.8 TeV at the Tevatron collider by the CDF [258] and D0 [259] experiments.
The first measurements in pp, Au–Au and Cu–Cu collisions were performed by the
STAR [260] and PHENIX [253,261,262] experiments at RHIC, where the RAA of elec-
trons from semileptonic decays of heavy-flavour hadrons (HFe) has been measured
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FIGURE 4.1: Nuclear modification factor RAA of electrons from
semileptonic decays of heavy-flavour hadrons in central (0–10%) Au–
Au collisions at

√
sNN = 200 GeV measured by the PHENIX ex-

periment at RHIC (top) and Pb–Pb collisions at
√

sNN = 2.76 TeV
measured by the ALICE experiment at the LHC (bottom). Figures

from [253] and [254].

in different centrality classes. The nuclear modification factor in central (0–10%) Au–
Au collisions at

√
sNN = 200 GeV measured by the PHENIX experiment is shown

in the upper panel of Fig. 4.1 and a significant suppression with respect to unity is
observed, with a value of RAA ≈ 0.2 at pT ≈ 5 GeV/c. In absence of further effects
that modify the charm and beauty production or their hadronisation, the RAA is ex-
pected to increase towards lower pT to compensate the depletion at high pT and this
is observed in the PHENIX result. A similar suppression of the RAA is observed also
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in Pb–Pb collisions at
√

sNN = 2.76 TeV, as measured by the ALICE experiment at
the LHC (bottom panel of Fig. 4.1). In this case the expected rise at low pT does
not overcome unity, reaching a maximum value of about ∼ 0.8. In this case, the low
Bjorken-x values probed with the heavy quarks at such collision energies (see Tab.
2.1) make the RAA sensitive to the shadowing effect, as explained in Sec. 2.2.1. The
ALICE measurement is compared with theoretical predictions from TAMU [263],
POWLANG [264] and MC@sHQ+EPOS2 [265] models and the experimental data at
low pT are well described only when the PDFs modification in the lead nucleus are
taken into account. In all the other cases, the nuclear modification factor reaches
unity and overestimates the measured RAA.

In this work, the RAA of electrons from semileptonic decays of charm and beauty
open hadrons in central (0–10%), semicentral (30–50%) and peripheral (60-80%) Pb–
Pb collisions at

√
sNN = 5.02 TeV with the ALICE experiment at the LHC was mea-

sured. In particular, the work described in this Chapter, using the Pb–Pb data sample
collected by the ALICE experiment in 2015, was published in Ref. [266] and concerns
the range pT < 3 GeV/c (low-pT), where the analysis is sensitive to the shadowing
effects on charm and beauty hadron production. The measurement is performed at
midrapidity (|y| < 0.8) and the electrons are identified using the ITS, TPC and TOF
detectors. For pT > 3 GeV/c (high-pT) the electron identification is performed using
the signal in the TPC and EMCal detectors. The main aspects that differ from the
work discussed in this thesis are briefly addressed in Sec. 4.6.

The analysis starts from the isolation of a pure sample of electrons, obtained with
the track selections reported in Sec. 4.2. The electron identification is then performed
with the ITS, TPC and TOF detectors, then the residual amount of hadrons is quan-
tified from the distributions of the TPC signal in different momentum ranges, as ex-
plained in Sec. 4.2.2. The amount of electrons from charm and beauty hadron decays
is obtained by subtracting the contribution of the background sources from the in-
clusive electron sample, as described in Sec. 4.3. The raw signal is then corrected for
the selection efficiencies and properly normalised to provide the corrected invariant
yield, as explained in Sec. 4.4. The pT-differential invariant yield is measured up to
pT = 6 GeV/c, overlapping with the TPC+EMCal measurement for pT > 3 GeV/c.
The nuclear modification factor RAA is finally measured as the ratio to the produc-
tion cross section in pp collisions at

√
s = 5.02 TeV and it is compared with model

predictions, as discussed in 4.7.

4.1 Event selection

The Pb–Pb collision events used for the low-pT analysis are selected with MBAND
trigger (see Sec. 3.4.1) and are required to have at least two reconstructed global
tracks and a primary vertex within ±10 cm with respect to the nominal beam in-
teraction point. Moreover, the events affected by pile-up given by different bunch
crossing, corresponding to less than 1% of the recorded sample, are rejected. As in-
dicated above, the work described in this thesis is completed by another analysis
performed at higher transverse momenta, namely pT > 3 GeV/c, which takes ad-
vantage from a sample of Pb–Pb collisions triggered with the EMCal detector, used
to measure the electrons with pT > 12 GeV/c (see Sec. 4.6). Moreover, a similar
analysis is performed on a sample of pp collisions recorded with a MB trigger at
the same collision energy, in order to provide the reference necessary for the nuclear
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Centrality MB trigger EMCal trigger(†) 〈TAA〉 (mb−1)

pp(†) - 881× 106 - -

Pb–Pb
0–10% 6× 106 1.2× 106 23.26± 0.17
30–50% 12× 106 0.3× 106 3.92± 0.07
60–80% 12× 106 - 0.42± 0.01

TABLE 4.1: Number of events and average nuclear overlap func-
tion used in the current work at pT < 3 GeV/c as well as for the
complementary analysis with the EMCal trigger at higher pT and in
pp collisions at

√
sNN = 5.02 TeV. The entries labelled with “†” are

not directly related to the work presented in this thesis. Numbers
from [29, 267].

Variable Selection

|y| < 0.8
Number of clusters in TPC ≥ 120

Number of TPC clusters in dE/dx calculation ≥ 80
Number of clusters in ITS 4
Number of clusters in SPD 2

|DCA|xy < 1 cm
|DCA|z < 2 cm

Found / findable clusters in TPC > 0.6
χ2/clusters in TPC < 4

TABLE 4.2: Track selections used to select candidate electrons.
“DCA” stands for “distance to closest approach” of a track to the pri-

mary vertex.

modification factor measurement. The number of events analysed in the two col-
lision systems with the two trigger configurations and the average nuclear overlap
functions 〈TAA〉 used for the RAA measurements are reported in Tab. 4.1.

4.2 Track selection and electron identification

The first necessary step for the measurement of electrons from semileptonic decays
of heavy-flavour hadrons is the isolation of an inclusive electron sample, from which
the signal is extracted via the subtraction of all background sources. In Tab. 4.2
the track selections adopted to select candidate primary particles are reported. The
tracks are required to be reconstructed with at least 120 clusters in the TPC. The en-
ergy loss of each charged particle in the TPC is estimated as the truncated mean of
the distribution of dE/dx from each ionisation process, where the tail at high values
is dominated by the emission of δ-electrons. The minimum number of clusters in
the TPC employed for the electron identification is 80. These selections suppress the
contribution of short tracks, which are unlikely to originate from the primary ver-
tex [268]. The analysis is performed with “global” tracks and at least 4 clusters in
the ITS tracker are required. Furthermore, 2 out of the ITS clusters are asked to be
in the SPD detector, namely in the two tracking layers closest to the primary vertex.
This request helps to increase the fraction of primary electrons and, in particular, to
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(A) nTOF
σe

as a func-
tion of momentum.

(B) nITS
σe

as a function
of momemntum af-
ter the application of
the |nTOF

σe
| < 3 selec-

tion.

(C) nTPC
σe

as a func-
tion of momentum
after the application
of the |nTOF

σe
| < 3

and −4 < nITS
σe

< 2
selections.

FIGURE 4.2: nσ distributions as a function of momentum around the
electron signals in TOF, ITS and TPC in central (0–10%) Pb–Pb events.

reject electrons from late photon conversions taking place in the detector material.
The electrons coming from long lived decay particles are further rejected requiring
a maximum value for the distance to closest approach (DCA) with respect to the
primary vertex, which is set to 1 cm on the transverse plane and to 2 cm along the
z direction, where the two different values reflect the better spatial resolution of the
ITS in the transverse plane than in the longitudinal direction (see Sec. 3.1). More-
over, a high track-quality is required by asking at least 60% of the clusters that can
belong to it according to the track geometry, called “findable clusters” [269], and the
χ2/clusters in the TPC detector is required to be lower than 4.

From the sample of primary particles obtained with the selections described
above, only candidate electrons are isolated by exploiting the particle identification
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Pb–Pb centrality TOF ITS TPC

0–10% −0.16 < nTPC
σe

< 3
30–50% −3 < nTOF

σe
< 3 −4 < nITS

σe
< 2 0 < nTPC

σe
< 3

60–80% 0.2 < nTPC
σe

< 3

TABLE 4.3: PID selections applied for the electron identification in
central (0–10%), semicentral (30–50%) and peripheral (60–80%) Pb–

Pb collisions.

(PID) capabilities of the ALICE apparatus. According to the expected signal released
in the detectors, the different particle species can be distinguished. Considering the
species X and being SX(p) the expected signal at a given momentum p, the identifi-
cation is performed through the variable:

ni
σX
(p) =

si(p)− SX(p)i

σi
X(p)

, (4.1)

where si(p) corresponds to the measured signal for a given particle with momen-
tum p and σi

X(p) is the experimental resolution on the signal in the given detector i.
This variable is defined for ITS and TPC, where the signal corresponds to the dE/dx
released by a charged particle traversing the detectors, as well as for the TOF, where
in this case the signal corresponds to the time-of-flight of the particle from the in-
stant of the collision measured with TOF (see Sec. 3.7.3). The variable defined in
Eq. 4.1 quantifies the “number of sigmas” of compatibility for the measured signal
si(p) with the expected one Si

X(p) for a particle of species X at that momentum. The
nσe distributions as a function of momentum are shown in Fig. 4.2 for TOF, ITS and
TPC detectors in central (0–10%) Pb–Pb events. Considering that the nσ variables are
defined around the electron expected signal, a real electron places around nσe = 0
in all the cases. As visible in panel (A), in the TOF several bands related to different
particle species are clearly distinguishable and intersect the region around nσe = 0
at different momenta. This situation happens also in the ITS and the TPC, there-
fore a combination of selections on the nσe variables for these detectors is applied to
increase the purity of the electron sample. In panel (C) the nσe distribution in the
TPC is reported after the further selections |nTOF

σe
| < 3 and −4 < nITS

σe
< 2. Despite

these additional requirements, the electron sample at p . 1.5 GeV/c is contaminated
mainly by kaons and protons, while for higher momenta the pion band approaches
the region around nσe = 0. For this reason, when an additional selection is applied
on the nTPC

σe
variable the residual amount of contaminating hadrons needs to be esti-

mated. The PID selections adopted in this analysis are reported in Tab. 4.3. The nTPC
σe

selection is determined to provide a 50% efficiency in data, on the basis of the low
edge value that is fixed accordingly. This edge changes with the event centrality due
to a shift of the electron distribution observed in data, not well reproduced by the
MC simulations. Similarly, the mean of the ITS distribution in data and MC shows
an evident shift with respect to nσe = 0. A deep investigation was done to define a
selection on nITS

σe
in order to be safe from biases that such a shift could introduce (see

Sec. 4.2.1). In both cases, the shifts in the nσe distributions are caused by an imper-
fect parametrization of the expected electron signal Si

X(p) in the Pb–Pb data, mainly
due to the high-track multiplicity. No mismatch is observed between data and MC
simulations for what concerns the TOF signal.
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FIGURE 4.3: Examples of nITS
σe distributions in different momentum

intervals from collected and simulated central (0–10%) Pb–Pb colli-
sions.
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FIGURE 4.4: Electron identification efficiency in data and MC for dif-
ferent nITS

σe selection criteria.

4.2.1 Studies on the ITS electron signal

As reported in Tab. 4.3, the ITS detector is used to identify electrons thanks to the
analogue readout of SDD and SSD sub-detectors (see Sec. 3.7.1). The efficiency re-
lated to the applied nITS

σe
selection is estimated from the MC simulations. This re-

quires a good description of data in order to avoid introducing biases with the MC
correction. The nITS

σe
signal has been studied in data and MC in different momen-

tum intervals. Some examples in central (0–10%) Pb–Pb collisions are reported in
Fig. 4.3. The blue points describe the distribution of electrons in data, identified ap-
plying the PID selections on nTOF

σe
and nTPC

σe
reported in Tab. 4.3, while the red ones

represent the electron distribution from MC, populated only with true electrons. The
distribution in data is contaminated by kaons and protons, whose distributions are
centred around different nITS

σe
values depending on the considered momentum. This

comparison between data and MC is performed in different momentum intervals of
width ∆p = 0.40 MeV/c. The agreement between the two samples is studied by
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comparing the Gaussian fits of the electron distributions. The fits in data are per-
formed in the interval −4 < nITS

σe
< 1, so that they are not biased by the shoulder at

large nITS
σe

values given by the contaminating hadrons. For a pure electron sample,
ideally the nITS

σe
distribution would be centred around 0 with σ = 1 in both data and

MC. A resolution close to unity, compatible between the two samples, is observed at
all momenta. The distributions in data are centred between nσe ∼ −0.7 and nITS

σe
∼ 1,

depending on the momentum. This behaviour in data, not reproduced in MC simu-
lations, could bias the calculation of the PID selection efficiency. As clearly visible in
the left panel of Fig. 4.4, the electron identification efficiency in data and MC show
a difference of 10% at pT = 0.5 GeV/c that increases to 30% at pT = 2 GeV/c if the
selection −1 < nITS

σe
< 1 is applied. This discrepancy is gradually cured as soon as

the selection criterion is loosened, since the mean discrepancies between data and
MC have a smaller effect when integrating over a large range, for example when
more than 90-95% of the Gaussian integral is considered. The discrepancy between
data and MC becomes negligible for looser selections such as −3 < nITS

σe
< 3 and

4 < nITS
σe

< 2. For these reasons, such looser selections are preferred in this analysis,
since they do not require any further correction to account for the discrepancy be-
tween data and MC. Moreover, they ensure an electron identification efficiency close
to 100%, still helping to remove a relevant amount of contaminating hadrons. In par-
ticular, the asymmetric selection −4 < nITS

σe
< 2 is applied in the analysis, since it

helps more to remove part of the kaon and proton contamination, which preferably
centre around positive values of nITS

σe
.

4.2.2 Estimation of the residual hadron contamination

The sample of candidate electrons isolated with the track selections reported in Tab.
4.2 and with the PID criteria listed in Tab. 4.3 still contains a residual amount of
hadrons. This contamination is subtracted statistically in each pT interval in which
the analysis is performed. The following sources of contamination need to be taken
into account:

1. pions (π±), which consists in the most abundant hadron species, mostly placed
in the region −10 < nTPC

σe
< 1;

2. kaons (K±), which populate the region nTPC
σe

> 0 for momenta p . 500 MeV/c,
then they cross the electron distribution around 500 . p . 600 MeV/c and
finally they get placed in the region nTPC

σe
< 0 at higher momenta, as shown in

Fig. 4.7;

3. protons (p, p̄), which behave analogously to the kaons, crossing the electron
distribution in the interval 0.9 . p . 1 GeV/c;

4. “others”: this contribution, placed in the region nTPC
σe

> 0, represents particles
that are not correctly reconstructed. This behaviour is observed for p . 4
GeV/c, where clusters of low-p particles with a large dE/dx in the TPC are
wrongly associated. In particular, this background component is related to
the wrong reconstruction of two particles as a unique one, with a consequent
overestimation of the dE/dx in the TPC.

The hadron contamination is estimated in each momentum interval via a fit of the
nTPC

σe
distribution, where the contribution of each particle species is described with

a dedicated analytical function. Some examples of nTPC
σe

distribution fits in the inter-
vals 0.46 < p < 0.48 GeV/c, 0.66 < p < 0.68 GeV/c, 0.70 < p < 0.72 GeV/c and
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FIGURE 4.5: Examples of nTPC
σe distributions for the momentum inter-

vals 0.46 < p < 0.48 GeV/c, 0.66 < p < 0.68 GeV/c, 0.70 < p < 0.72
GeV/c and 0.80 < p < 0.82 GeV/c obtained with the application of
the selection criteria reported in Tab. 4.2 and 4.3 in central (0–10%)

Pb–Pb collisions at
√

sNN = 5.02 TeV.

0.80 < p < 0.82 GeV/c in central (0–10%) Pb–Pb collisions are shown in Fig. 4.5. In
the region p < 1 GeV/c the behaviour of Bethe-Bloch curves for kaons and protons
is strongly dependent on p and they cross the electron distribution, so it is necessary
to evaluate the nTPC

σe
distribution in momentum intervals narrower than in the higher

momentum region. In the region (A) (p < 1 GeV/c) the projections are performed
in momentum intervals ∆p = 20 MeV/c wide, then the width is incremented to
∆p = 100 MeV/c in the region (B) (1 < p < 1.5 GeV/c) and finally to ∆p = 300
MeV/c in the region (C) (p > 1.5 GeV/c). The fit function and procedure differ in
these intervals. In the regions (A) and (B) the pion sample is described with a Landau
function multiplied by an exponential. This shape is also used to describe the kaon
and proton distributions, while the electrons and “others” ones are parametrized
with a Gaussian. The pion contribution (light green) stays in the region nTPC

σe
< 0,

while the electron Gaussian is centred around nTPC
σe
≈ 0. The kaon (orange) and pro-

ton (yellow) samples at low momenta are placed in the region nTPC
σe

> 0, then they
move towards lower nTPC

σe
values as soon as the particle momentum increases. After

crossing the electron sample, the kaon and proton peaks are hidden by the electron
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(A) nTPC
σe

as a function of momentum for candidate kaons (left) and protons
(right), selected with a PID requirement on the TOF detector (see details in

the text).
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(B) Examples of nTPC
σe

distributions of candidate kaons and protons selected
in different momentum intervals, in the region 1 < p < 1.6 GeV/c.

FIGURE 4.6

and pion distributions. However their abundances need to be estimated to be later
removed from the candidate electron sample. A dedicated study about the shape
and position of kaon and proton distributions is performed. The nTPC

σe
distributions

of a sample of candidate kaons and protons are obtained by requiring the tracks to
be compatible within 3σ in the TOF either with the kaon or the proton hypothesis,
as shown in Fig. 4.6. The shape of the kaon and proton samples is parametrised and
used in the fits of Fig. 4.5. This approach is fundamental to fix position and shape of
kaon and proton distributions, even in those momentum intervals where their pro-
file cannot be appreciated from the full nTPC

σe
distribution. Also in this case, the kaon

and proton samples are not pure, due to the contamination of other particle species.
For example, in the kaon sample a residual amount of electrons emerges around
nTPC

σe
∼ 0, while in the proton one the contamination due to a residual pion peak

at nTPC
σe

. 4 GeV/c is present. For this reason, the kaon and proton distributions
are described through a fit with a Landau times exponential function, rather than
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FIGURE 4.7: Left: hadron contamination percentage as a function of
momentum in the electron sample selected in central (0–10%) Pb–Pb
collisions using TOF, ITS and TPC detectors for PID. Right: compari-
son among the residual hadron contamination percentages in central
(0–10%), semicentral (30–50%) and peripheral (60–80%) Pb–Pb colli-

sions.

using a template-based technique. The fit function is then used in the fits of Fig. 4.5,
leaving only the normalization as a free parameter. The “others” distribution, which
is always placed at nTPC

σe
& 5, is described with a Gaussian function (dark green).

In the regions (A) and (B) the hadron contamination is mainly due to kaons and
protons and in smaller amount to the “others” contribution. In the region (C) the
kaons and protons become almost indistinguishable because of the full overlap of
the dE/dx bands both placed at nTPC

σe
< 0. With increasing momentum, the amount

of reconstructed electrons decreases and the hadron contamination is dominated by
the pion sample, whose tail at higher nTPC

σe
becomes more and more relevant in rela-

tive terms. The contribution from “others” quickly decreases with increasing pT and
finally disappears around p = 4 GeV/c.

The result of this procedure is shown in Fig. 4.7. In the left panel the estimated
hadron contamination in each considered momentum interval in central (0–10%)
Pb–Pb collisions is reported. The evolution as a function of p is parametrised as:

H(p) = Gauss(p) + Landau · Exp(p) + pol6(p) . (4.2)

The first Gaussian describes the crossing of the kaon sample with the electron one,
which takes place around p = 0.5 GeV/c, the Landau·Exp term describes the proton
crossing occurring around p = 1 GeV/c and the 6-order polynomial (pol6) is used to
parametrise the hadron contamination trend for p > 1 GeV/c, where the contribu-
tions of “others” and pion sources are more relevant. The shown hadron contamina-
tion is measured after the application of the track and PID criteria mentioned before,
with a centrality dependent selection on nTPC

σe
that corresponds to −0.16 < nTPC

σe
< 3

in central (0–10%) Pb–Pb collisions. The lower edge is chosen in order to ensure a
50% efficiency for this specific selection, as described in Sec. 4.2. The parametrised
H(p) is necessary to properly evaluate the hadron contamination in the pT intervals
used to measure the yield of electrons from heavy-flavour decays. For each track
a probability H(p) to be a hadron is assigned and the transverse momentum dis-
tribution for the residual hadron contamination is built statistically. The inclusive
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electron sample Nincl.
raw (pT) is quantified as the difference between all the tracks se-

lected with the track and PID criteria listed in Tab. 4.2 and 4.3 (Ntot.
raw(pT)) and the

amount of contaminating hadrons (Nhad.(pT)):

Nincl.
raw (pT) = Ntot.

raw(pT)− Nhad.(pT) . (4.3)

The whole procedure is repeated independently in the three centrality classes. In
the right panel of Fig. 4.7 the hadron contamination in central (0–10%), semicentral
(30–50%) and peripheral (60–80%) Pb–Pb events are compared. The parametrisation
in the semicentral class is performed using the same function as for central events
(Eq. 4.2), while the function:

H(p) = Gauss(p) + pol5(p) (4.4)

is adopted in peripheral (60–80%) Pb–Pb events, considering that after the applica-
tion of the PID criteria a negligible amount of residual background is observed for
p . 4 GeV/c.

4.3 Background subtraction

The procedure described in the previous Section is used to measure the yield of
inclusive electrons. The goal of the analysis is to isolate those from semileptonic de-
cays of charm and beauty hadrons. Therefore, electrons from other sources need to
be rejected. For this reason, the pT distribution of background electrons is subtracted
from the inclusive one. The considered background sources are:

• electrons from Dalitz decays of light neutral mesons, mainly π0 and η, as well
as photons, also coming from hard scattering processes and electromagnetic
radiation of quarks in the medium (see Sec. 1.4.2) that later convert in the
detector material. Such electrons called photonic in the following;

• dielectron decays of quarkonia: J/ψ, Υ→ e+e−;

• electrons from weak decays of kaons K0± → e±π∓/0(−)
ν e (Ke3) and di-electron

decays of light vector mesons (ω, φ, ρ0 → e+e−);

• electrons from W and Z/γ∗.

The last background component becomes sizeable only for pT & 10 GeV/c, thus be-
ing completely negligible in the transverse momentum range treated in this analysis.
The J/ψ contribution was found to reach a maximum of 5% in 2 < pT < 3 GeV/c
in central (0–10%) Pb–Pb collisions at

√
sNN = 2.76 TeV [254], quickly decreasing

in semicentral (30–50%) and peripheral (60–80%) collisions and becoming negligible
for lower and higher transverse momenta. For these reasons, the subtraction of this
contribution is not performed, even if an effect related to the quarkonia contribution
is considered in the estimate of the total systematic uncertainty (see Sec. 4.5). More-
over, the Ke3 background source mentioned above is suppressed by the requirement
of hits on both SPD layers and it is found to be negligible. Finally, the only relevant
source of background to be removed from the detector sample is the photonic one.

4.3.1 Photonic background

The yield of photonic electrons is estimated using the photonic tagging method
[254,270–272]. Photonic electrons are identified by pairing an inclusive electron track
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Associated electron variable Selection

pT (GeV/c) < 0.1
|y| < 0.8

Number of clusters in TPC ≥ 60
Number of TPC clusters in dE/dx calculations ≥ 60

Number of clusters in ITS ≥ 2
|DCAxy| < 1 cm
|DCAz| < 2 cm

Found / findable clusters in TPC > 0.6
χ2/d.o.f. TPC < 4

nTPC
σe

[-3,3]
me+e− < 140 MeV/c2

TABLE 4.4: Selection criteria for associated electrons used to tag pho-
tonic background.
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FIGURE 4.8: Invariant mass distribution for ULS and LS pairs in dif-
ferent pT intervals measured in central (0–10%) Pb–Pb collisions.

with another one, called associated in the following. The associated tracks are selected
with the criteria reported in Tab. 4.4, which are imposed to be looser than the inclu-
sive track selections in Tab. 4.2 in order to maximise the efficiency of the photonic
pair reconstruction. This operation produces two separate samples of pairs:
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FIGURE 4.9: Weights for generated π0 and η mesons defined by the
ratio with the pT distribution from data in central (0–10%), semicen-
tral (30–50%) and peripheral (60–80%) Pb–Pb collision at

√
sNN =

5.02 TeV.

• e+e− pairs, formed by an electron and a positron, called unlike sign (ULS). This
subsample contains the true photonic pairs plus combinatorial background
pairs, produced by the pairing of opposite-sign charged particles randomly
picked from the set of reconstructed tracks;

• e+e+ and e−e− pairs, formed either by two equally-charged particles, called
like sign (LS). This subsample is used to describe the combinatorial background
present in the ULS sample.

The invariant mass me+e− distribution of the two samples is analysed and the pho-
tonic electron yield is estimated as the difference between the ULS and the LS ones.
As visible in Fig. 4.8, the nice agreement between the ULS and LS distributions for
high me+e− indicates that the latter sample well describes the amount of combina-
torial pairs present in the former one. At low me+e− the ULS distribution shows a
peak close to zero, typical of the photonic source. The subtraction of the LS from the
ULS one is used to retrieve the amount of photonic electrons in the considered pT
interval. This is done in the range me+e− < 140 MeV/c2, since for higher values the
reconstructed pairs are dominated by the combinatorial component. The photonic
electron yield estimation is strongly affected by statistical fluctuations for pT & 3
GeV/c, where the number of electrons identified with the ITS, TPC and TOF is low.

The reconstruction of photonic pairs is subject to several inefficiencies, given by
the selections of associated tracks (Tab. 4.4) as well as the limited acceptance of the
detector. For this reason, the raw spectrum of photonic electrons tagged with the
procedure described above needs to be corrected for the efficiency of the associated
track detection. This is the so-called tagging efficiency (εtag.), calculated using MC
simulations were the underlying Pb–Pb event is simulated with the HIJING [273]
generator and the particle transport is managed by the GEANT3 program, which
relies on an accurate implementation of the detector response. Using the MC in-
formation, the tagging efficiency is computed as the ratio between the number of
reconstructed inclusive photonic electrons (selected with criteria in Tab. 4.2 and 4.3)
tagged as belonging to an ULS pair thanks to the correct reconstruction of the asso-
ciated track coming from the same mother (Nphot.

ULS ) and the number of reconstructed
inclusive electrons coming from a photonic source (Nphot.) within |y| < 0.8, namely:

εtag.(pT) =
Nphot.

ULS (pT)

Nphot.(pT)
. (4.5)
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FIGURE 4.10: Tagging efficiency measured in central (0–10%) Pb–Pb
collisions at

√
sNN = 5.02 TeV. The efficiency for e+e− coming from

γ conversions as well as π0 and η Dalitz decays are also reported
separately.

In the tagging efficiency the generated light mesons are considered to count how
many photonic electrons are correctly reconstructed, but the efficiency risks to be in-
fluenced by the usage of an incorrect pT distribution of the electron-mother particles.
For this reason, the generated pT spectra of π0 and η mesons are rescaled to match
the shape in data. In lack of precise and differential π0 and η spectra measured at
midrapidity in Pb–Pb collisions at

√
sNN = 5.02 TeV, these correction weights are

derived by the measured charged pion spectrum in the same data sample [40]. In
particular, the π0 pT-spectrum from data is assumed to be equal to that of π±, while
the η one is obtained using a mT-scaling approach [274, 275], according to which the
mT distributions of π0 and η coincide modulo a constant factor. In particular, the
dN/dmT|π0 is obtained considering dpT = mT

pT
dmT, then the transverse mass ratio

is used to move to dN/dmT|η and finally this relation is reused to retrieve the pT
spectrum of η mesons. The weights used to correct the shape of the generated pT
distribution of π0 and η mesons in central (0–10%), semicentral (30–50%) and pe-
ripheral (60–80%) Pb–Pb collisions at

√
sNN = 5.02 TeV are shown in Fig. 4.9. The

tagging efficiency measured in central (0–10%) Pb–Pb collisions after the scaling of
the generated pT distribution of π0 and η mesons is shown in Fig. 4.10. The effi-
ciency for e+e− coming from γ conversions as well as π0 and η Dalitz decays are
also reported separately. The tagging efficiency related to electrons from γ is lower
than that of Dalitz decays of π0 mesons because the reconstruction of associated
electrons may suffer from fake cluster association in the SPD or cluster sharing that,
in the ITS, may prevent a complete tracking. This is not the case for the e+e− from
Dalitz decays, since they are typically produced within the first SPD layer. More-
over, the efficiency for electrons from Dalitz decays of η mesons is lower than the π0
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FIGURE 4.11: Left: raw non-photonic pT spectrum (red) obtained re-
moving the photonic contribution (orange) from the inclusive elec-
tron sample (light blue) after subtracting the residual hadron con-
tamination (green) from the candidate electron sample (blue) selected
with the track criteria in Tab. 4.2 and the PID ones listed in Tab. 4.3
in central (0–10%) Pb–Pb collisions at

√
sNN = 5.02 TeV. Right: ratio

between inclusive and photonic samples as a function of electron pT
in the same sample.

one due to the typical wider pair invariant mass distribution that implies a larger
rejection given the requirement me+e− < 140 MeV/c2. The total tagging efficiency
increases from about 34% at pT = 0.5 GeV/c to about 70% at pT = 6 GeV/c.

The photonic spectrum corrected for the efficiency of tagging an associated elec-
tron is calculated as:

Nphot.(pT) = Nphot.
raw (pT)/εtag.(pT) , (4.6)

then the raw pT distribution of the non-photonic electrons is obtained as follows:

Nnon−phot.
raw (pT) = Nincl.

raw (pT)− Nphot.(pT) . (4.7)

The spectra obtained from the analysis of central (0–10%) Pb–Pb collisions are re-
ported in the left panel of Fig. 4.11. The non-photonic raw spectrum (red) is ob-
tained using Eq. 4.7: the inclusive spectrum (light blue) derives from the subtraction
of the hadron contamination contribution (green) from the total sample of candi-
date electrons (blue), then the photonic spectrum (orange) obtained with Eq. 4.6 is
subtracted from the inclusive one. From this comparison, it is easy to see that the
photonic contribution dominates at low transverse momenta. This can be quantita-
tively appreciated from the ratio:

RNP−P(pT) =
Nnon−phot.

raw (pT)

Nphot.(pT)
=

Nincl.(pT)− Nphot.(pT)

Nphot.(pT)

⇒ 1 + RNP−P(pT) =
Nincl.(pT)

Nphot.(pT)
,

(4.8)

where Eq. 4.7 is used. The quantity 1 + RNP−P measured in central (0–10%) Pb–Pb
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FIGURE 4.12: Correlation matrix between reconstructed and gen-
erated electron pT in central (0–10%) Pb–Pb collisions from the en-

hanced MC simulations.

collisions is shown in the right panel of Fig. 4.11. This ratio shows that the photonic
component represents about 80% of the inclusive electron sample at pT = 0.5 GeV/c
and reduces with increasing pT, being about 25% at pT = 3 GeV/c. At higher pT the
contribution of photonic electrons is lower than 20%, though its estimate becomes
less precise because the ULS and LS pair distributions are subject to significant sta-
tistical fluctuations. In order to improve the quality of the electron sample at high pT
the usage of the EMCal calorimeter is beneficial (see Sec. 4.6) and it has been indeed
adopted to release the final results reported in [266], where the work presented in
this thesis contributes up to pT = 3 GeV/c.

4.4 Efficiency correction and normalization

After the subtraction of the hadronic contamination and the background from pho-
tonic electrons, the invariant corrected spectrum of electrons from semileptonic de-
cays of charm and beauty hadrons is measured as follows:

1
2πpT

· d2NHFe

dpTdy
=

1
2

1
2πpcentre

T

1
NMB

ev

1
∆y∆pT

NHFe
raw (pT)

(εgeom. × εreco. × εeID)
. (4.9)

The raw yield NHFe
raw (pT), which corresponds to Nnon−phot

raw of Eq. 4.7, divided by the
width ∆y = 1.6 of the rapidity interval covered in the analysis, the transverse mo-
mentum interval width ∆pT and its central value pcentre

T . The factor 1/2 accounts for
the fact that in this analysis both electrons and positrons are considered, therefore
the final spectrum is defined as the average between particle and antiparticle ones.
The factor 1/2πpT in the left side of Eq. 4.9 is included to write the corrected yield in
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a boost-invariant way. Furthermore, the measurement is normalised by the number
of triggered events Nev in the considered centrality class with an interaction between
beams within |z| < 10 cm. Finally, the reconstructed spectrum needs to be corrected
for the detector geometrical acceptance εgeom., the efficiency due to the track recon-
struction εreco. and that related to the electron identification εeID. These efficiencies
are determined using MC simulations with enhanced heavy-flavour signals. Every
event contains several cc̄ or a bb̄ pairs, which produce heavy hadrons that are forced
to decay semileptonically to electrons. The underlying Pb–Pb event is generated
using the HIJING package and the heavy-flavour signals are added using PYTHIA
6 [276] event generator. On top of the efficiency correction, the pT spectrum of the
reconstructed electrons needs to be further corrected to take into account the effect
of bremsstrahlung, that causes a softening of the pT spectrum. For this reason, a
Bayesian unfolding technique is adopted [277–279]. In this approach, the measured
spectrum from data is defined as a vector “M” containing the reconstructed counts
in each pT interval and the true spectrum is defined as a vector “T”, satisfying the
relation:

M = RT ⇒ T = R−1M , (4.10)

where R is the response matrix that parametrises the correlation of preco
T and pgen.

T . The
R matrix for central (0–10%) Pb–Pb collisions from the enhanced MC simulations is
shown in Fig. 4.12 and it shows that 〈preco.

T 〉 ≤ 〈pgen.
T 〉. Given the limited detector

resolution, some preco.
T values migrate to adjacent intervals. To retrieve the corrected

spectrum from the measured one, the inverse relation is needed, namely R−1. How-
ever, the generated pT distribution providing the measured one cannot be uniquely
determined with a simple matrix inversion, which can be also not ideal in case of
low counts, as explained in Ref. [278]. The unfolding procedure is based on the us-
age of a response matrix, built from a prior distribution U representing a reasonable
hypothesis for the true distribution. Using an iterative procedure, the measured dis-
tribution M is smeared to approximate at best the true one. At each iteration, the
Bayes theorem of probability is used:

P(A|B) = P(B|A) · P(A)

P(B)
. (4.11)

The elements involved in Eq. 4.11 are:

• P(B|A) is associated to the conditioned probability to reproduce the detector
measurement B knowing the true distribution A and it corresponds to the ij
element of the response matrix R, given i and j the considered reconstructed
and generated pT intervals respectively;

• P(A|B) is associated to the conditioned probability to get the physical distri-
bution A given the measured one B. It corresponds to the ji-th entry of the
“smeared matrix” R̄, which estimates the “inverse” response matrix;

• P(A) corresponds to the Uj entry of the prior pT distribution;

• P(B) is associated to the measured distribution, namely corresponding to Mi =

∑k RikUk.

In other words, the ji-th element of the “smeared matrix” R̄ derives from Eq. 4.11
and corresponds to:

R̄ji[U] =
RijUj

∑k RikUk
, (4.12)



4.5. Systematic uncertainty estimation 111

then the unfolded spectrum U
′

from the measured one M corresponds to:

U
′
= R̄[U]M , (4.13)

where R̄[U] is the “smeared matrix” given the prior distribution U from MC. If the
unfolded spectrum U

′
corresponds to the true distribution, then U

′
is equal to T,

otherwise it is in between U and T. The procedure is repeated by substituting U
′

in
place of U in Eq. 4.12 to obtain the unfolded spectrum U

′′
and update the “smeared

matrix” in R̄[U
′
], then this process is iterated as soon as a stable solution is obtained.

In this analysis 100 iterations are used and no variations in the final results are ob-
served when modifying the number of iterations around the default one. The total
correction amounts to about 5% at pT = 0.5 GeV/c and then it increases up to about
13% at pT = 3 GeV/c.

4.5 Systematic uncertainty estimation

Several systematic uncertainties related to the assumptions specific to the analysis
techniques adopted to perform the measurement as well as to possible imperfections
in the description of detector effects in the MC simulations are studied. The related
uncertainties are evaluated by repeating the analysis with different values for the
selections of the signal candidates, or with dedicated studies to test the robustness
of the analysis procedure.

The systematic uncertainties related to the reconstruction efficiency corrections
are estimated with the variation of the inclusive-track selections, in particular the
PID requirements on nITS

σe
, nTOF

σe
and nTPC

σe
and the number of clusters in the TPC and

ITS. The variations from the default values are reported in Tab. 4.5. The cases in
the top part of the Table refer to variations of a single parameter, while the cases in
the bottom part refer to simultaneous variations of more than one parameter. All
those cases are tested in order to study the effect of each parameter involved in the
reconstruction, as well as the possible interference when two or more of them are
modified. The corrected spectrum for electrons from semileptonic decays of heavy
hadrons is measured for each configuration reported in Tab. 4.5 and the variations
with respect to the default result are considered. The measurements obtained when
multiple variations are performed are reported in Fig. 4.13 for central (0–10%) Pb–
Pb collisions. Given the high number of cases analysed, the systematic uncertainty
is estimated as the mean + RMS of the residuals distributions in each pT interval.
With this choice, the 1σ systematic uncertainty is quantified by the spread of the
residual distribution and the estimate does not risk to be too much driven by the
presence of outliers. Though, a possible average shift with respect to the default case
is considered. According to these studies, this uncertainty reaches a maximum value
of 4% in the most central (0–10%) Pb–Pb events for pT . 1.5 GeV/c. It is important
to remark that in all the cases in which the PID criteria are modified, the hadron
contamination is estimated again repeating the procedure explained in Sec. 4.2.2.
When the nTOF

σe
is kept constant and the εTPC

PID is varied from 40% to 60%, the relative
amount of hadron contamination at low momentum decreases because the increase
of electrons is higher in relative terms than that of hadrons. Vice-versa, an increase
of hadron contamination is observed when enlarging the selection interval for nTPC

σe

at high p, due to the fact that the pion distribution is centred closer to nTPC
σe

= 0.
If the selection on nTOF

σe
is enlarged, the hadron contamination at low pT increases,

because in this case the amount of hadrons increases more in relative terms with
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Parameter Default value Varied selections

nTPC
σe

selection εTPC
PID = 50% εTPC

PID = 40%, 60%
nTOF

σe
selection [-3,3] [-2,2], [-2.5,2.5], [-3.5,3.5]

nITS
σe

selection [-4,2] [-3,3]
Number of clusters in
TPC

≥ 120 ≥ 110, 115, 125, 130

Number of TPC clusters
for dE/dx calculation

≥ 80 ≥ 70, 75, 85, 90

Number of clusters in
ITS

≥ 4 ≥ 2, 3, 5

Mixed variations (Num.
TPC clusters, Num.
TPC clusters for dE/dx,
Num. ITS clusters, nTOF

σe
)

(≥ 120,≥ 80,≥
4, [−3, 3])

(110, 70, 1, [−3, 3])
(115, 75, 3, [−3, 3])
(125, 85, 2, [−3, 3])

(110, 70, 4, [−2.5, 2.5])
(115, 75, 4, [−2.5, 2.5])
(125, 85, 4, [−2.5, 2.5])
(130, 90, 4, [−2.5, 2.5])
(110, 70, 4, [−3.5, 3.5])
(115, 75, 4, [−3.5, 3.5])
(125, 85, 4, [−3.5, 3.5])
(130, 90, 4, [−3.5, 3.5])

TABLE 4.5: Selection criteria variations on the inclusive track param-
eters studied for the systematic uncertainty estimation. The cases
above the midline refer to variations of single parameters, while the
cases below refer to simultaneous variations of more than one param-

eter.

respect to that of the electrons. At high momenta, the variation of the nTOF
σe

does not
cause a significant change in the amount of hadron contamination, given that in the
TOF detector the particle species are no more well distinguishable. By imposing the
selection −3 < nITS

σe
< 3, the residual contamination changes at low momenta. In

particular, the amount of selected kaons and protons increases, as discussed in Sec.
4.2.1. For momenta p & 2 GeV/c, the usage of ITS for the electron identification is
no more effective. The PID limits of ITS and TOF detectors at p & 2÷ 3 GeV/c is
the main reason that justifies the usage of the EMCal at pT > 3 GeV/c, where the
electron isolation with respect to hadrons is performed better (see Sec. 4.6).

In a similar way, the systematic uncertainty related to the photonic electron tag-
ging efficiency correction is estimated by varying the selection criteria on the param-
eters related to the associated track and photonic pair reconstruction. The selection
configurations adopted to quantify this effect, also in this case estimated as the mean
+ RMS of the residual distribution with respect to the default case in each pT inter-
val, are reported in Tab. 4.6. Given that the amount of photonic electrons reaches
the ∼ 80% of the inclusive sample at low pT in central (0–10%) collisions, the final
measurement is very sensitive to the photonic background subtraction and this is re-
flected in a systematic uncertainty of 13% at pT < 0.7 GeV/c, which amounts to 7%
in semicentral (30–50%) and peripheral (60–80%) Pb–Pb events. This effect decreases
at higher pT and in more peripheral Pb–Pb collisions.
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FIGURE 4.13: Corrected pT spectrum of electrons from semileptonic
decays of charm and beauty hadrons in central (0–10%) Pb–Pb colli-
sions at

√
sNN = 5.02 TeV measured with different configurations of

the inclusive track selection criteria.

As explained in Sec. 4.3.1, the efficiency of photonic electron tagging is evalu-
ated with MC simulations requiring that the spectrum of light mesons decaying into
electrons corresponds to that in data. In particular, the π0 transverse momentum dis-
tribution shape is assumed to be equal to that of the charged pions measured in the
same sample used for this analysis. The systematic uncertainty related to the weight-
ing of the generated π0 and η spectra is estimated by modifying the input spectrum.
Given the uncertainties on the measurement, all the points are tilted on the upper or
lower edge. Moreover, the pT shape is modified by applying a pT-dependent tilting,
that causes either a hardening or a softening of the measured spectrum. Given the
small uncertainties on the measured π± spectrum, the tagging efficiency changes by
less than 1%. Therefore, no systematic uncertainty is assigned.

In order to test further the robustness of the photonic electron tagging method,
the condition on the number of hits in the SPD is modified. In particular, the analysis
is repeated by requiring at least only one hit in the two innermost layers of the ITS.
This condition increases the probability to reconstruct electrons coming from pho-
ton conversions in the detector material close to the interaction point, changing the
amount of the photonic component. It influences also the yield of inclusive electrons.
The relative hadron contamination is expected to change. Repeating the measure-
ment with this different selection, a deviation of 10% in 0.5 < pT < 0.7 GeV/c and
5% up to pT = 4 GeV/c is observed in central (0–10%) Pb–Pb events. In more pe-
ripheral collisions, the effect looks less relevant and reaches a maximum value of 3%.
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Parameter Default Value Varied selections

Photonic pair me+e− ≤ 140 MeV/c2
≤

110, 120, 130, 150, 160, 170, 180
MeV/c2

Number of clusters in
TPC

≥ 60 ≥ 40, 50, 70, 80

Number of TPC clusters
for dE/dx calculation

≥ 60 ≥ 40, 50, 70, 80

Number of clusters in
ITS

≥ 2 ≥ 1, 3, 4, 5

passoc.
T > 0.10 GeV/c > 0.05, 0.15, 0.20, 0.25, 0.30

GeV/c

Mixed variations (passoc.
T

and me+e−)
(≥ 0.10 GeV/c,
≤ 140 MeV/c2)

All possible permutations
among values reported

above

Mixed variations (Num.
TPC clusters, Num.
TPC clusters for dE/dx,
Num. ITS clusters,
passoc.

T )

(≥ 60,≥ 60,≥ 2,≥
0.10 GeV/c)

(40, 40, 1, 0.10 GeV/c)
(50, 50, 3, 0.10 GeV/c)
(70, 70, 4, 0.10 GeV/c)
(40, 40, 2, 0.15 GeV/c)
(50, 50, 2, 0.15 GeV/c)
(70, 70, 2, 0.15 GeV/c)
(80, 80, 2, 0.15 GeV/c)
(40, 40, 2, 0.20 GeV/c)
(50, 50, 2, 0.20 GeV/c)
(70, 70, 2, 0.20 GeV/c)
(80, 80, 2, 0.20 GeV/c)

TABLE 4.6: Selection criteria variations on the associated track pa-
rameters studied for the systematic uncertainty estimation. The cases
above the midline refer to variations of single parameters, while the
cases below refer to simultaneous variations of more than one param-

eter.

The larger effect in central collisions is caused by the subtraction of a higher hadron
contamination accompanied by a huge photonic electron background, whose frac-
tion is significantly enhanced by asking only at least one hit in the SPD layer.

Further possible biases introduced by the MC corrections are evaluated by study-
ing the matching efficiency between TPC and ITS detectors in both data and MC
simulations. A detailed study taking into account primary and secondary particles
is performed, as explained in Sec. 3.6.4. The systematic uncertainty deriving from
the data and MC simulation mismatch in the description of this matching efficiency
ranges between 2% and 5%, depending on the pT interval and the Pb–Pb collision
centrality. Similarly, also the matching efficiency between TPC and TOF detectors is
studied separately in data and MC simulations. In this case, a maximum effect of
3% is observed.

The analysis is repeated in pseudorapidity (η) and azimuthal angle (ϕ) narrower
windows to further evaluate possible effects due to the presence of non-uniformity
in the correction for the space-charge distortions in the TPC drift volume or irreg-
ularities in the detector coverage. The considered intervals are |η| < 0.5, 0.6, 0.7,
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FIGURE 4.14: Examples of nTPC
σe distributions for different momen-

tum intervals between p = 1.0 GeV/c and p = 1.4 GeV/c in central
(0–10%) Pb–Pb collisions at

√
sNN = 5.02 TeV. The track selection is

performed applying the criteria reported in Tab. 4.2 and 4.3 and the
fit is performed by describing the pion sample with the function re-

ported in Eq. 4.14.

0 < η < 0.8, −0.8 < η < 0, 0 < ϕ < 1.4, 1.4 < ϕ < 3.26 (corresponding to the
EMCal azimuthal acceptance) and 3.26 < ϕ < 2π. A deviation of 10% is observed
in 0.5 < pT < 0.7 GeV/c in central (0–10%) Pb–Pb events when the pseudorapid-
ity interval is restricted to |η| < 0.5, 0.6, while no significant trends are observed at
higher pT. With the same variations, in semicentral (30–50%) and peripheral (60–
80%) Pb–Pb collisions an effect of 5% is observed on the full pT range. Analogously,
a deviation of 10% for pT < 1.1 GeV/c in central (0–10%) Pb–Pb events, that de-
creases to 5% at higher pT, is quantified when restricting the ϕ interval used to select
the electrons. In more peripheral events no significant variation is observed.

Further effects that may arise when the detector occupancy is higher are evalu-
ated by repeating the analysis in two subsamples containing collected Pb–Pb colli-
sions at low (< 5.5 kHz) and high (> 5.5 kHz) interaction rates. In the latter case,
the occupancy in the TPC detector is higher due to the ∼ 90 µs drift time of ionisa-
tion electrons during which tracks from past and future events with respect to the
triggered one may be detected [213]. This may increase the influence of distortions
as well as the contamination. The effect on the final result is of order of 5% in central
(0–10%) Pb–Pb collisions and of 4% at pT > 1.5 GeV/c in semicentral (30–50%) Pb–
Pb events, while in more peripheral (60–80%) Pb–Pb collisions no significant effects
are observed.

The robustness of the fitting routine described in Sec. 4.2.2 for the estimation
of the hadron contamination in the nTPC

σe
of the selected electron sample is tested

by modifying the function adopted to describe the distributions of different particle
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FIGURE 4.15: Comparison between the estimated hadron contamina-
tion in central (0–10%) Pb–Pb events describing the pion distribution
with a Landau·Exp function (default) or using the parametrisation

reported in Eq. 4.14 (alternative).

species. In particular, the main investigation concerns the pion and “others” distri-
bution, which in the default procedure are kept separate in the fit. For the estimation
of the systematic uncertainty, the “others” sample is considered as a prolongation of
the pion one, re-parametrised using the following formula:

f (p) = Landau(p) · Exp(p) · Landau(p) · Exp(p) ·Gaus(p) , (4.14)

where the additional pion tail is described by the Landau·Exp·Gaus. Some example
of the nTPC

σe
distribution fit with the parametrisation of pions performed using the

formula in Eq. 4.14 are shown in Fig. 4.14 for 1.0 < p < 1.4 GeV/c. In this range
the contribution of “others” is higher than in the other intervals and the contami-
nation below the electron peak is not negligible. The fact that the “others” sample
may belong to the pion one was checked also by looking at identified pion samples
centred around the electron signal isolated with further selections in the TRD detec-
tor. However, the pion nTPC

σe
templates that could be determined from this identified

pion sample cannot be used directly in the fit, due to a significant contamination of
electrons which evidently would bias the hadron contamination estimation below
the electron peak. Therefore, the mimic of the pion tail is provided by the usage of
the function reported in Eq. 4.14. The final spectrum of electrons from semileptonic
decays of charm and beauty hadrons is then measured by subtracting the hadron
contamination determined with this alternative procedure. The effect of subtracting
×1.5− 2 times this hadron contamination is also evaluated in the range 1.3 < p < 3
GeV/c, where the pions and “others” provide the highest contamination contribu-
tion. The new fitting function provides a higher hadron contamination than the de-
fault one. The case for the central (0–10%) events is shown in Fig. 4.15. These studies
are performed separately in the three centrality classes and the largest variations are
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observed in the most central (0–10%) Pb–Pb events, where the final corrected yield
undergoes a maximum variation of 8%. Given the lower amount of contaminating
hadrons, a maximum systematic uncertainty of 2% and 1% is quantified in semicen-
tral (30–50%) and peripheral (60–80%) Pb–Pb collisions.

As anticipated, the contributions of J/ψ and Ke3 electrons are not removed from
the electron sample, since the size of these backgrounds is small. Possible system-
atic uncertainties deriving from these sources are inherited from the same analysis
performed in Pb–Pb collisions at

√
sNN = 2.76 TeV and they amount to 2% up to

pT = 2.5 GeV/c and 4% at higher transverse momenta.
The systematic uncertainties on the corrected pT spectrum of electrons from semilep-

tonic charm and beauty hadron decays in central (0–10%), semicentral (30–50%) and
peripheral (60–80%) Pb–Pb collisions at

√
sNN = 5.02 TeV are reported in Fig. 4.16

and in Tab. 4.7. The systematic uncertainties deriving from all the sources mentioned
above are considered as uncorrelated, therefore the total systematic uncertainty cor-
responds to their sum in quadrature. A systematic uncertainty related to the deter-
mination of the centrality intervals, mainly reflecting the fraction of hadronic cross
section (anchor point) used in the Glauber fit on the V0M amplitude distribution to
determine the event centrality, also affects the spectra, as shown in Fig. 3.9 [147,280].
This uncertainty amounts to 3% in peripheral (60–80%) Pb–Pb collisions, 2% in semi-
central (30–50%) events and it is found to be negligible in central (0–10%) collisions.
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FIGURE 4.16: Systematic uncertainties on the corrected pT spectrum
of electrons from semileptonic charm and beauty hadron decays mea-
sured in central (0–10%), semicentral (30–50%) and peripheral (60–

80%) Pb–Pb collisions at
√

sNN = 5.02 TeV.
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FIGURE 4.17: Left: correlation between E/p and nTPC
σe for tracks with

pT > 3 GeV/c reconstructed in central (0–10%) Pb–Pb collisions at√
sNN = 2.76 TeV. Right: E/p distribution for electron (red) and

hadron (blue) candidates reconstructed in two transverse momentum
intervals in central (0–10%) Pb–Pb collisions at

√
sNN = 2.76 TeV. Fig-

ure from [281].

4.6 Electron reconstruction with the EMCal detector

The analysis described in this thesis contributes to the results published in [266] up
to pT = 3 GeV/c, as remarked in the next Section. For pT > 3 GeV/c, the electron
reconstruction and identification is performed by exploiting also the signal released
in the EMCal detector. Track selections similar to those listed in Tab. 4.2 are applied.
The electron identification is performed in the TPC with the selection−1 < nTPC

σe
< 3

accompanied by specific criteria on the EMCal signal. The tracks reconstructed in the
TPC are extrapolated outwards to be matched with clusters in the active volume of
the EMCal detector. This matching is performed in case the cluster-track residual
in azimuth and pseudorapidity is within

√
(∆ϕ)2 + (∆η)2 < 0.02. The electromag-

netic shower shape in the EMCal calorimeter is exploited to significantly reduce the
hadron contamination [281]. The shape can be characterised by the two eigenvalues
λ0 and λ1 of the covariance matrix built from the tower coordinates weighted by the
algorithms of the tower energies. These eigenvalues can be used to separate differ-
ent particle species. The selection 0.01 < λ2

1 < 0.35, where λ1 corresponds to the
short-axis of the shower shape projected along the EMCal surface, is applied. This
selection is rather loose and does not reduce the electron reconstruction efficiency
significantly, but it helps to remove a significant amount of hadron contamination,
being the characteristic shower of an electron peaked at λ2

1 ≈ 0.25 independently
on the cluster energy. The residual hadron contamination in the electron sample is
estimated using the E/p distributions, where E is the matched EMCal cluster en-
ergy and p is the track momentum. In Fig. 4.17 the correlation between E/p and
nTPC

σe
for tracks with pT > 3 GeV/c reconstructed in central (0–10%) Pb–Pb collisions

at
√

sNN = 2.76 TeV is shown in the left panel. The E/p distributions in the inter-
vals 3 < pT < 4 GeV/c and 6 < pT < 8 GeV/c for candidate electrons satisfying
−1 < nTPC

σe
< 3 (red) are shown in the right panel [281]. The electron distribution is

peaked around E/p = 1, then the selection 0.9 < E/p < 1.3 is applied. The resid-
ual hadron contamination is estimated using the E/p distributions of tracks selected
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with nTPC
σe

< −3.5 and normalised to match the electron candidate distributions in
0.4 < E/p < 0.7. The maximum amount of hadron contamination statistically sub-
tracted from the selected electron sample is about ∼ 10% for pT > 22 GeV/c in
central (0–10%) Pb–Pb collisions at

√
sNN = 5.02 TeV and it decreases at lower pT

and in more peripheral Pb–Pb collisions.
As anticipated in Sec. 4.3.1, the electrons from W and Z/γ∗ decays constitute a

significant source of background to be subtracted. These contributions are obtained
from calculations using the POWHEG event generator for pp collisions and scaling
the production yield by the 〈Ncoll〉 of the considered Pb–Pb collision centrality class,
assuming RAA = 1. The fraction of electrons from W decays increases from 1% at
pT = 10 GeV/c to about 20% for pT > 22 GeV/c in central (0–10%) Pb–Pb collisions,
while the Z contribution reaches about 10% in the same pT interval.

The measurement of electrons from semileptonic decays of charm and beauty
hadrons is pushed up to pT = 26 GeV/c in central (0–10%) and semicentral (30–
50%) Pb–Pb collisions at

√
sNN = 5.02 TeV thanks to the samples recorded with the

EMCal trigger, that requires an EMCal cluster energy summed over a group of 4× 4
calorimeter cells larger than a threshold of 10 GeV/c. This trigger is adopted for
the measurement above pT = 12 GeV/c. The measured per-event electron yield is
scaled to the minimum bias one by normalisation factors determined with a data-
driven approach based on the ratio of the energy distributions of the EMCal clusters
in the two triggers [281].

4.7 Results

The measurement of the pT-invariant yield of electrons from semileptonic decays of
charm and beauty hadrons in central (0–10%), semicentral (30–50%) and peripheral
(60–80%) Pb–Pb collisions at

√
sNN = 5.02 TeV is performed in the following pT in-

tervals: [0.5, 0.7) GeV/c, [0.7, 0.9) GeV/c, [0.9, 1.1) GeV/c, [1.1, 1.3) GeV/c, [1.3, 1.5)
GeV/c, [1.5, 2.0) GeV/c, [2.0, 2.5) GeV/c, [2.5, 3.0) GeV/c, [3.0, 4.0) GeV/c, [4.0, 5.0)
GeV/c and [5.0, 6.0) GeV/c. As already mentioned at the beginning of this Chapter,
the analysis described in the previous Sections contributes to the results published in
Ref. [266] up to pT = 3 GeV/c. At higher pT, a different analysis is performed with
the exploitation of the EMCal calorimeter, used both as trigger and PID detector,
granting a higher purity at high pT, as well as smaller statistical and systematic un-
certainties. As visible in Fig. 4.7, above p = 3 GeV/c the pion contamination in the
nTPC

σe
distribution quickly increases, reaching 15% or 25% at p = 8 GeV/c, depending

on the event centrality. The systematic uncertainty deriving from this contamination
increases accordingly. Moreover, at such transverse momenta the amount of elec-
trons surviving the track and PID selections reported in Tabs. 4.2 and 4.3 quickly
decreases. For these reasons, the measurement performed in the 3.0 < pT < 4.0
GeV/c, 4.0 < pT < 5.0 GeV/c and 5.0 < pT < 6.0 GeV/c are not included in the
final results.

4.7.1 Invariant pT- differential yield in Pb–Pb collisions

The invariant pT spectra of electrons from semileptonic decays of charm and beauty
hadrons in central (0–10%), semicentral (30–50%) and peripheral (60–80%) Pb–Pb
collisions at

√
sNN = 5.02 TeV are shown in Fig. 4.18. The statistical uncertainties

are reported as vertical lines, while the boxes around the central values represent
the systematic uncertainties. The results from the work described in this Chapter,
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FIGURE 4.18: Invariant pT spectra of electrons from semileptonic de-
cays of charm and beauty hadrons identified with ITS, TPC and TOF
at pT < 3 GeV/c (this work) and with EMCal at pT > 3 GeV/c in
central (0–10%), semicentral (30–50%) and peripheral (60–80%) Pb–Pb
collisions at

√
sNN = 5.02 TeV. Results for pT > 3 GeV/c from [266].

In the smaller bottom panels the ratio between the two analyses in
the interval 3 < pT < 6 GeV/c are reported. The statistical and sys-
tematic uncertainties are treated as uncorrelated in the propagation.

where the electron identification is performed using the ITS, TPC and TOF detec-
tors, are reported with filled markers and they are compared with the mentioned
measurement performed using the EMCal calorimeter for the electron identification
at pT > 3 GeV/c. The results from the two analyses are compatible in the common
range 3 < pT < 6 GeV/c given the statistical and systematic uncertainties (see the
smaller bottom panels). The spectra in central (0–10%) and semicentral (30–50%)
Pb–Pb collisions are measured in the range 0.5 < pT < 26 GeV/c, while the mea-
surement in peripheral (60–80%) Pb–Pb events is limited in the range 0.5 < pT < 10
GeV/c due to the more limited available statistics. The measured spectra show a
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FIGURE 4.19: pT-differential invariant production cross section of
electrons from semileptonic heavy-flavour hadron decays in pp col-
lisions at

√
s = 5.02 TeV. The measurement is compared with the

FONLL calculation [100]. In the bottom panel, the ratio with re-
spect to the central values of the FONLL calculation is shown. Figure

from [266].

clear hierarchy with the Pb–Pb event centrality, given that the production yields de-
crease from central to peripheral collisions.

4.7.2 Invariant production cross section in pp collisions

The production cross section of electrons from semileptonic decays of charm and
beauty hadrons measured in pp collisions at

√
s = 5.02 TeV is shown in Fig. 4.19

[266]. The measurement was performed with the ALICE experiment in the trans-
verse momentum range 0.5 < pT < 10 GeV/c and the results are reproduced by the
FONLL calculations, lying on the upper edge of the uncertainty band. For pT > 10
GeV/c, the reference is obtained by a pT-dependent

√
s-scaling of the measurement

at
√

s = 7 TeV by the ATLAS collaboration [282]. Given the agreement of the mea-
surements with the FONLL calculations, the scaling factor is calculated as the ratio
of the cross section at the two collision energies computed with the FONLL calcula-
tion [283]. This ratio is calculated taking into account the different rapidity coverage
of the ATLAS measurement (|y| < 2 excluding 1.37 < y < 1.52). The systematic
uncertainties on the extrapolated cross section at

√
s = 5.02 TeV range from 13%

to 18% depending on the pT interval. They are computed as the propagation of the
uncertainties on the

√
s-scaling factor, estimated by consistently varying the FONLL

parameters at the two energies, as explained in Ref. [283], and the systematic un-
certainties of the ATLAS measurement. The statistical uncertainties come from the
ATLAS measurement. This result is used as reference for the measurement of the
nuclear modification factor RAA.
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FIGURE 4.20: Nuclear modification factor of electrons from semilep-
tonic decays of charm and beauty hadrons in central (0–10%), semi-
central (30–50%) and peripheral (60–80%) Pb–Pb collisions at

√
sNN =

5.02 TeV. The work described in this thesis contributes in these results
up to pT = 3 GeV/c. Figure from [266].
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FIGURE 4.21: Nuclear modification factor RAA of electrons (blue)
[266] and muons (red) [284] from semileptonic decays of charm
and beauty hadrons measured in central (0–10%) Pb–Pb collisions at√

sNN = 5.02 TeV compared with the RpPb of electrons (grey) mea-
sured in p–Pb collisions at the same centre-of-mass energy per nu-

cleon pair [285].

4.7.3 Nuclear modification factor

In Fig. 4.20 the nuclear modification factor RAA of electrons from semileptonic de-
cays of charm and beauty hadrons in central (0–10%), semicentral (30–50%) and pe-
ripheral (60–80%) Pb–Pb collisions at

√
sNN = 5.02 TeV is shown. The statistical and

systematic uncertainties on the RAA are calculated by propagating the statistical and
systematic uncertainties on the invariant cross section and yields in pp and Pb–Pb
collisions, respectively, as fully uncorrelated. The boxes at unity correspond to the
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normalization uncertainties, given by the 〈TAA〉 uncertainty (see Tab. 4.1), the pp
luminosity uncertainty equal to 2.1% and the centrality determination uncertainty,
reported in Sec. 4.5. The measured RAA shows a dependence on the collision cen-
trality, considering that in most central events it reaches a minimum of about 0.3
around pT = 7 GeV/c, while in more peripheral Pb–Pb collisions it gets closer to
unity. Such a suppression is not observed in p–Pb collisions at the same energy [285]
where the QGP is not expected to be produced. In this case, the nuclear modifica-
tion factor is observed to be consistent with unity [285–287], as shown in Fig. 4.21.
The suppression of electron production for pT & 3 GeV/c in Pb–Pb collisions can be
then ascribed to final-state effects, such as partonic energy loss in the medium. Since
electrons from semileptonic beauty decays are expected to dominate the spectrum
at pT & 3 GeV/c while charm production dominates at pT . 3 GeV/c [286], the
measurements show that both charm and beauty quarks lose energy in the medium.
The centrality dependence of the RAA is compatible with the hypothesis of a par-
tonic energy loss dependence on medium size and density, being larger in hotter
and denser QGP, like that created in the most central (0–10%) Pb–Pb collisions. In-
deed, it reflects a path-length dependence of energy loss. Moreover, it has been
shown in Refs. [288,289] that a centrality selection bias is present in most peripheral
Pb–Pb collisions, reducing the RAA below unity even in the absence of any nuclear
modification effects. This effect is considered to be responsible for a significant part
of the apparent suppression seen in the measurement in peripheral (60–80%) Pb–
Pb collisions, where the RAA of electrons from semileptonic heavy-flavour hadron
decays is around 0.9. For pT < 7 GeV/c, the RAA of electrons from semileptonic
heavy-flavour hadron decays increases with decreasing transverse momentum as
a consequence of the scaling of the total heavy-flavour yield with the number of
binary collisions among nucleons in Pb–Pb collisions. However, the nuclear modifi-
cation factor at low pT does not rise above unity. This kinematic region is sensitive
to the effects of nuclear shadowing, which causes a depletion of parton densities
in nuclei at low Bjorken-x values compared to those in protons that can reduce the
heavy-quark production cross section per binary collision in Pb–Pb collisions with
respect to the pp ones [254]. Furthermore, the amount of electrons from semileptonic
heavy-flavour hadron decays might be reduced due to the presence of hadrochem-
istry effects. For example, Λ+

c baryons decay into electrons with a branching ratio
of about 5%, while for D mesons this is about 10%. Since in Pb–Pb collisions more
charm quarks might hadronize into baryons [290], this effect may reduce the total
amount of electrons from semileptonic charm hadron decays. Additional effects,
such as collective motion induced by the medium, also have an influence on the
measured nuclear modification factor. The radial flow can cause an additional yield
enhancement at intermediate pT [291–294]. According to models, in the case of elec-
trons from heavy-flavour hadron decays the radial flow pushes up slow particles to
higher momenta, causing a small increase in the nuclear modification factor around
pT = 1 GeV/c. It should be noted that the RAA measurements in the most central
(0–10%) collisions at

√
sNN = 2.76 TeV [254] and 5.02 TeV are compatible within un-

certainties, as shown in the left panel of Fig. 4.20. This similarity was predicted by
the Djordjevic model [295], and it results from the compensation of the effect of a
higher medium temperature at 5.02 TeV, which would increase the energy loss, de-
creasing the RAA by about 10%, with a harder pT distribution of heavy quarks at 5.02
TeV, which would increase the RAA by about 5% in case the medium temperature
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FIGURE 4.22: Nuclear modification factor of electrons from semilep-
tonic decays of charm and beauty hadrons in central (0–10%) and
semicentral (30–50%) Pb–Pb collisions at

√
sNN = 5.02 TeV compared

with model predictions. The work described in this thesis contributes
in these results up to pT = 3 GeV/c. Figure from [266].

were the same as at 2.76 TeV1. An analogous behaviour between the measured RAA
at the two energies is also observed for the D mesons [147]. The RAA of electrons
from semileptonic decays of heavy-flavour hadrons measured in Pb–Pb collisions
at
√

sNN = 5.02 at midrapidity is compared in Fig. 4.21 with that of muons from
semileptonic decays of heavy-flavour hadrons in the same collision system at for-
ward rapidity [284]. In the common pT range the two results are compatible within
uncertainties. Such agreement indicates that the nuclear modification factor of lep-
tons from charm and beauty hadron decays does not depend on y within a range
covering four units of rapidity.

The nuclear modification factor RAA of electrons from semileptonic decays of
charm and beauty hadrons measured in central (0–10%) and semicentral (30–50%)
Pb–Pb collisions at

√
sNN = 5.02 TeV are compared with the predictions from sev-

eral model calculations, which take into account different hypotheses about the mass
dependence of energy loss processes involving heavy quarks and their interactions
with the QGP constituents, as well as different prescriptions for the heavy quark
hadronisation in the QGP and their production in nucleus-nucleus collisions. The
theoretical models can be essentially classified into two separate groups: pQCD-
based models, which base their predictions on the high-pT heavy quark energy loss
in the QGP on pQCD-inspired calculations, and the transport models, which de-
scribe the QGP as a hydrodynamic expanding medium where heavy quarks can be
dragged according to their spatial diffusion coefficient (Eq. 2.17). The pQCD-based
models that are compared to the measured RAA are described below.

1. Djordjevic [295, 296]. In this model the heavy quark energy loss in the QGP
takes place through both elastic collisions and gluon radiation. In particular,
calculations related to the radiative energy loss are an extension of the DGLV
model predictions [297], taking into account the finite QGP dimensions and
the running value of αS. In this model, charm and beauty quarks fragment

1The final quark pT-differential spectrum, prior to hadronisation, derives from the convolution of
the original quark pT spectrum and the energy loss in the medium. Thus, in case of equal energy loss,
a harder initial pT spectrum results in a higher RAA than that obtained with a softer pT spectrum.
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into heavy-flavour hadrons according to the BCFY [298] and KLP [299] frag-
mentation functions respectively.

2. CUJET3.0 [300]. In this model both collisional and radiative energy loss pro-
cesses for jets are described, but no treatments of QGP hydrodynamic expan-
sion as well as heavy quark recombination with medium constituents are con-
sidered. The 3.0 version is an update of the CUJET2.0 pQCD-based calcula-
tions [301], where the major news consist in the treatment of non-perturbative
features to describe the cross-over of the QCD phase transition, such as the
possible birth of chromo-magnetic monopoles and the parton degrees of free-
dom suppression.

The measured nuclear modification factors are compared also to the predictions
from several transport models, which are described below.

3. Boltzmann Approach to MultiParton Scatterings (BAMPS) [302]. It consists
in a parton transport model based on the Boltzmann equation (Eq. 2.13), where
both collisional and radiative processes are considered to describe the 3+1D
space-time evolution of gluons, light quarks, and heavy quarks in ultra-relativistic
heavy-ion collisions. The quark hadronisation is implemented through the us-
age of Peterson [198] fragmentation functions.

4. Parton-Hadron-String Dynamics (PHSD) [303]. It is a microscopic transport
model which describes the entire evolution of the heavy-ion collision. The
charm quarks are produced through initial binary nucleon-nucleon collisions
by using the PYTHIA event generator taking into account the (anti-)shadowing
incorporated in the EPS09 package. The produced charm quarks are then sub-
ject to interactions with off-shell massive partons, assumed to be the degrees
of freedom of the QGP medium, undergoing both collisional energy loss. The
masses of the dynamical quarks and gluons in the QGP are distributed ac-
cording to spectral functions whose pole positions and widths, respectively,
are defined by the real and imaginary parts of their self-energies. The latter
are defined in the dynamical quasiparticle model (DQPM [304]), in which the
strong coupling and the self-energies are fitted to lattice QCD results. Heavy
quarks are hadronized via both fragmentation and coalescence. The final-state
charm hadrons are then supposed to interact with the hadrons in the final
hadronic stage, where the interaction cross section is calculated in an effective
Lagrangian approach implementing heavy-quark spin symmetry.

5. MC@sHQ+EPOS2 [265]. In this model the Boltzmann equation rules the evo-
lution of the heavy quarks in QGP, described as a 3+1D hydrodynamic ex-
panding medium from the initial conditions provided by the EPOS framework.
Both collisional and radiative energy loss processes are included and the heavy
quark hadronisation is ruled either via fragmentation or coalescence. In this
model the possible existence of hadronic bound states above the deconfine-
ment transition temperature Tc and the influence on the heavy quark dynam-
ics given a non-negligible amount of hadronic degrees of freedom in the QGP
are studied.

6. POWLANG [305]. This models includes a viscous hydrodynamic expansion
of the QGP and describes the heavy quark energy loss via the Langevin equa-
tion. The transport coefficients are evaluated with a pQCD approach for hard
scatterings and using hard-thermal-loop calculations for soft processes. The
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heavy quark energy loss is implemented only through collisional processes.
The hadronisation is assumed to occur via the fragmentation of strings with a
heavy (anti-)quark and a thermal (anti-)quark in the medium as endpoints.

7. TAMU [263]. In this transport model, the interaction between the heavy quarks
and the QGP takes place through resonance formation, with momentum trans-
fer performed only via collisional processes. The hydrodynamical description
of the QGP evolution implemented with a Langevin approach is bound by the
knowledge of light hadron spectra and elliptic flow measurements. Moreover,
the heavy quark hadronisation is expected to take place also via coalescence.

Most of the models provide a fair description of the data in the interval pT < 5
GeV/c in both centrality classes, except for BAMPS calculations. The predictions
from the MC@sHQ+EPOS2, PHSD, TAMU and POWLANG models include nuclear
modification of the parton distribution functions, which is necessary to predict the
observed suppression of the RAA at low pT, while the BAMPS model does not con-
sider it and consequently overestimates the measured RAA. The nuclear modifi-
cation factor for central (0–10%) Pb–Pb collisions is well described by the TAMU
predictions at pT < 3 GeV/c within the uncertainty band, related to the shadowing
effect on charm quarks. However, this model tends to overestimate the RAAfor pT >
3 GeV/c, probably due to the missing implementation of the radiative energy loss,
which may become the dominant mechanism at high pT. On the other hand, the
agreement with TAMU predictions at low pT confirms the dominance of elastic col-
lisions at low transverse momenta, together with the need of including shadowing
effects, which reduce the total heavy-flavour production in Pb–Pb collisions with
respect to the expectations from binary scaling, in the model calculations. This is
confirmed also by the nice agreement between the measured RAA in semicentral (30–
50%) Pb–Pb collisions and the predictions from POWLANG model, which however
significantly underestimates the measurement for pT > 7 GeV/c due to the limited
description of the heavy quark energy loss mechanisms, not including the radiative
component. The CUJET3.0 and Djordjevic models provide a reasonable description
of the radiative energy loss dependence on the path length, given that their predic-
tions describe the RAA within the uncertainties in both centrality intervals for pT > 5
GeV/c.

4.8 Conclusions and outlook

The invariant yield of electrons from semileptonic decays of heavy-flavour hadrons
was measured in central (0–10%), semicentral (30–50%), and peripheral (60–80%)
Pb–Pb collisions at

√
sNN = 5.02 TeV with the ALICE experiment. The work de-

scribed in this thesis significantly contributes to these results, providing the mea-
surement for pT < 3 GeV/c where the nuclear shadowing and the collisional energy
loss are expected to significantly influence the heavy quark production and dynam-
ics in QGP. In addition to what already obtained with the same work done on the
sample at

√
sNN = 2.76 TeV, this analysis at

√
sNN = 5.02 TeV extends the pT reach

and provides an additional centrality class. The measurements in central (0–10%),
semicentral (30–50%) and peripheral (60–80%) Pb–Pb collisions exhibit the depen-
dence of heavy quark energy loss on the path length and energy density in the hot
and dense medium. The results are compatible within uncertainties with several
model predictions describing the centrality dependence of the in-medium radiative
energy loss. These models provide similar predictions for the RAA, therefore more
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information may derive from the comparison between measurements and model
calculations on different observables, such as v2. Further investigations and mea-
surements of electrons from semileptonic decays of beauty hadrons will give more
information about the mass dependence of the energy loss in the heavy-flavour sec-
tor. With the precision of the results presented here, the Pb–Pb data exhibit their
sensitivity to the modification of the nuclear PDFs, whose implementation in theo-
retical calculations is a mandatory ingredient for the model predictions to correctly
describe the measured RAA.

For a complete understanding of the heavy quark production and dynamics in
QGP further measurements and efforts are anyway necessary. The measurement
shown here does not permit to appreciate the behaviour of the different charm and
beauty hadrons, given the inclusive nature of the measurement itself. Moreover,
the results are provided as a function of the electron transverse momentum, being
not a variable directly related to the heavy hadron kinematics. For these reasons,
exclusive measurements of charm and beauty mesons and baryons are required.
With the Pb–Pb sample at

√
sNN = 5.02 TeV recorded by the ALICE experiment

in 2015 the nuclear modification factor of prompt D mesons [147] was measured
in the same three centrality classes considered in this work and similar conclusions
were driven from the comparison with model calculations. The 2018 Pb–Pb sample,
characterized by a factor ×8 more statistics in central (0–10%) and ×4 more statistic
in semicentral (30–50%) events, can further help making this measurement more
differential and in an extended pT interval. Furthermore, it offers the opportunity
to measure more precisely and differentially the production of charm baryon states
in heavy ion collisions, such as Λ+

c that for the moment was measured only for 6 <
pT < 12 GeV/c in Pb–Pb collisions by the ALICE experiment [290]. Such a result
can give further insights in the heavy-flavour hadronisation in the QGP, thanks to
the possibility to compare the baryon and meson productions, which in principle are
sensitive in different ways to fragmentation and coalescence hadronisation.
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Λ+
c and Σ0,++

c production in pp
collisions at

√
s = 13 TeV

The investigation of the QGP properties via the analysis of Pb–Pb collisions at the
LHC requires a detailed understanding of the physics in pp collisions, used as a ref-
erence to correctly interpret what observed in heavy-ion collisions. A clear example
has been shown in the previous Chapter, where the charm and beauty energy loss
in the QGP was studied from the comparison of the RAA with several model predic-
tions. The physics of pp collisions carries a big intrinsic interest in per se, especially
in the heavy-flavour sector. As anticipated in Sec. 2.1 and 2.3.2, the most recent
results at the LHC indicate an enhancement in the charm and beauty baryon abun-
dances relative to those of charm and beauty mesons with respect to what observed
in e+e− and e−p collisions. In particular, this concerns the production of Λ+

c , Ξ0,+
c

and Λ0
b baryons in pp collisions at

√
s = 5.02, 7 and 13 TeV [108, 109, 178, 306–312].

Another baryon whose production has not been measured yet in hadronic collisions
at the LHC is the Σc(2455). The Σ0

c(ddc), Σ+
c (udc) and Σ++

c (uuc) baryons belong to
an isospin triplet I = 1 that can be recognised as partner of the Λ+

c , corresponding
to an isospin singlet I = 0. The measurement of light and heavy baryon abundances
produced in e+e− is a fundamental brick in the comprehension of quark fragmenta-
tion and the same measurements at the LHC are fundamental to understand if new
hadronisation mechanisms play a role in hadronic collisions. In e+e− collisions at
KEKB collider the Belle experiment measured the production cross sections of hy-
perons and charm baryons using a L = 800 fb−1 data sample taken at

√
s = 10.52

GeV, namely close to the Υ(4S) threshold [114]. In Fig. 5.1 the production cross sec-
tions of hyperons (left) and charm baryons (right) as a function of the hadron mass
measured by the Belle experiment are shown. These results regard the direct pro-
duction, obtained from the total by subtracting all the contributes deriving from the
decay of heavier particles. The cross sections are scaled by the number of total angu-
lar momentum states 2J+ 1 and a clear ordering in the hyperon sectors is visible. All
the baryons with strangeness number S = −1 are observed to follow an exponential
trend as a function of the hadron mass within 3σ and for all baryons with a larger
strange content a lower cross section is observed. This behaviour is ascribed to the
higher mass of ss̄ pairs, which are produced with a smaller probability than uū and
dd̄ pairs in a conventional string breaking process. Despite this difference, which
causes a lower cross section with increasing strangeness content, a similar produc-
tion mechanism is expected in the S = −1 and S = −2 cases and the dashed line in
the left panel corresponds to the same exponential for the S = −1 case normalised
to the Ξ− abundance. From the plot it is evident that the production of the Ξ0(1530)
excited state is significantly lower than the exponential expectation. This may be
related to a decuplet suppression, as indicated also by the Σ+(1385) that however
is in line with the S = −1 exponential within 2.8σ. On the right panel the data for
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FIGURE 5.1: Direct production cross section of hyperons (left) and
charm baryons (right) as a function of hadron mass scaled by the
number of total angular momentum states (2J+ 1) measured in e+e−

collisions at
√

s = 10.52 GeV by the Belle Collaboration. Figures
from [114].

charmed baryons are shown. Their production looks significantly higher than that
expected from the hyperon exponential function. This behaviour can be explained
by the fact that the centre of mass energy at the Υ(4S) threshold is high enough for
the e+e− annihilation to produce a similar amount of cc̄ pairs and uū ones1. More-
over, the production of charmed baryons differs from that of hyperons: considering
that the cc̄ production from fragmentation is significantly suppressed (see Eq. 2.29),
basically it happens only in the direct annihilation of e+e−. This implies that in the
conventional fragmentation picture the formation of a charm baryon requires that a
charm quark picks up two light quarks. However, in the early stage of the fragmen-
tation process, when the cc̄ pair has just been produced, the number of light quarks
is small and then the charm baryon production from a charm quark from two inde-
pendent light quarks is suppressed compared to that from diquark and anti-diquark
production. Moreover, as discussed in Ref. [114], the color-magnetic interactions be-
tween charm and light quarks are suppressed due to the high charm quark mass,
therefore diquark degrees of freedom may be enhanced in relative terms in the pro-
duction mechanisms. For these reasons, the production cross section of charmed
baryons in e+e− collisions reflects the diquark production. In the case of charm
baryons, the Λ+

c and Σc states lie on two exponentials with compatible slopes, dif-
ferently for what observed for the hyperons Λ and Σ. In the conventional string
fragmentation framework the suppression of Σ0,+,++

c (2455) with respect to Λ+
c is

ascribed to the need for a charm quark to pick up a spin-1 diquark, whose pro-
duction with respect to spin-0 diquarks is strongly suppressed due to their larger
mass. These predictions from the fragmentation are confirmed by the experimental
data, where the Σc-state production results×3− 4 times smaller than the excited Λ+

c
states [114].

1Note that the e+e− → qq̄ is an electroweak process where the couplings in the matrix element
only depend on the quark electric charges, but larger masses of the final state quarks require a higher
energy for the colliding particles.
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Σ0
c Σ+

c Σ++
c

m (MeV/c2) 2453.75± 0.14 2452.9± 0.4 2453.97± 0.14
Γ (MeV/c2) 1.83+0.11

−0.19 < 4.6 (90% CL) 1.89+0.09
−0.18

∆m with Λ+
c (MeV/c2) 167.290± 0.017 166.4± 0.4 167.510± 0.017

∆m with Σ0
c (MeV/c2) - −0.9± 0.4 0.220± 0.013

TABLE 5.1: Kinematic variables of Σ0
c , Σ+

c and Σ++
c . Values from PDG

2020 [3].

In this thesis, the measurement of Λ+
c and Σ0,++

c (2455) production in pp colli-
sions at

√
s = 13 TeV at midrapidity (|y| < 0.5) is performed. The goal of the anal-

ysis is to quantify the production of “prompt” baryons, namely those directly pro-
duced by the charm hadronisation or coming from the strong decays of higher-mass
states. The component of charm baryons coming from the decay of beauty hadrons,
called “non-prompt”, is removed. For the Λ+

c baryon a dedicated measurement of
the relative fraction deriving from Σ0,++

c (2455) decays is also done. This is the first
measurement in hadronic collisions at the LHC at midrapidity of the Λ+

c prompt
feed-down from Σ0,++

c (2455) decays and it covers a fundamental role to understand
the composition of the prompt Λ+

c spectrum. The Σ0,++
c (2455) production is mea-

sured as well for the first time in hadronic collisions at the LHC at midrapidity. The
results obtained from the work described in this thesis contribute to the results pub-
lished in Ref. [313]. In the following, the Σc(2455) baryons are indicated simply with
Σc.

5.1 Data sample and event selection

The pT-differential production cross section of prompt Λ+
c , Λ+

c (← Σ0,++
c ) and Σ0,++

c
in pp collisions at

√
s = 13 TeV at the LHC was measured by analysing the data sam-

ple collected by the ALICE experiment during the 2016, 2017 and 2018 data-taking
campaigns. The data were collected using a MB trigger requiring coincident signals
in the V0 scintillators. The background events coming from the interaction of beam
particles with gas or material in the beam pipe were rejected and only events with a
primary interaction vertex within |zvtx| < 10 cm were analysed. The available statis-
tics for the analysis amounts to about 1.85× 109 MB triggered events, correspond-
ing to an integrated luminosity of Lint. ≈ 32 nb−1 given a minimum bias inelastic
cross section of σMB ≈ 57.95 mb [314]. In events where the primary vertex could be
reconstructed with both tracks and SPD tracklets, the zvtx positions were required
to be compatible. Moreover, the pile-up contribution was suppressed by removing
triggered events with more than one reconstructed primary vertex. After all these
selections, the contribution of pile-up events is negligible.

5.2 Λ+
c and Σ0,++

c reconstruction in the pK−π+ decay channel

The Λ+
c (udc) baryon has a mass of m = 2286.46± 0.14 MeV/c2 and a proper decay

length of cτ = 60.7 µm [3]. The Λ+
c reconstruction in this analysis is performed

via the three-body decay Λ+
c → pK−π+, which occurs with a total branching ratio

(BR) of BR = (6.28± 0.32)% via resonant and non-resonant decay channels. Given
a proper decay length of ≈ 60 µm, the Λ+

c secondary vertex is reconstructed and
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Single track variable Selection

|η| < 0.8
pT > 0.3 GeV/c

ITS refit yes
Track-to-vertex distance in xy plane < 0.15 cm

Track-to-vertex distance in z direction < 0.25 cm
Number of TPC crossed rows > 70

Found / findable clusters in TPC > 0.8
χ2 / clusters in TPC < 4
χ2 / clusters in ITS < 36

|nTPC
σ | < 3

|nTOF
σ | (if present) < 3

TABLE 5.2: Single track selection criteria used to select candidate p,
K− and π+ particles.

Candidate soft π± track variable Selection

|η| < 0.9
ITS refit yes

Track-to-vertex distance in xy plane < 0.065 cm
Track-to-vertex distance in z direction < 0.15 cm

TABLE 5.3: Selection criteria used to select candidate soft π± parti-
cles.

resolved from the interaction point and variables related to the displaced topology
are exploited in the analysis to increase the signal-to-background ratio, as described
later. The Σ0

c and Σ++
c baryons reconstruction is performed through the two-body

strong decays Σ0,++
c → Λ+

c π−,+, which occur with BR ∼ 100%. In this case the
strong nature of the decay implies that the position of the decay vertex cannot be
experimentally resolved from the primary vertex. The mass and widths of Σ0

c , Σ+
c

and Σ++
c baryons are reported in Tab. 5.1.

5.2.1 Single track selections

The candidate Λ+
c baryons are reconstructed as triplets of p, K− and π+ tracks. The

selection criteria used to select candidate p, K− and π+ particles are reported in Tab.
5.2. The single tracks are selected within the pseudorapidity range |η| < 0.8 and
a minimum transverse momentum of 0.3 GeV/c is required to significantly reduce
the combinatorial background when reconstructing triplets at low pT. To improve
the quality and pointing resolution, the TPC reconstructed tracks are required to be
matched to the ITS detector and have a maximum value of the χ2 / clusters in the
TPC and ITS of 4 and 36, respectively. With the same purpose, at least 70 crossed
pad rows in the TPC and at least 80% of the findable clusters are required for the
track reconstruction. The amount of secondary particles coming from long-lived
particle decays is suppressed by requiring a maximum track distance of closest ap-
proach (DCA) to the primary vertex of 0.15 cm and 0.25 cm along the xy plane and
the longitudinal direction respectively. Finally, the combinatorics is reduced by ap-
plying some preliminary PID criteria. The negative charged tracks are required to
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Mass (MeV/c2) cτ (µm) Decay (BR)

D0 1684.83± 0.05 122.9 K−π+ ( (3.950± 0.031)% )
D+ 1869.65± 0.05 311.8 K−π+π+ ( (9.38± 0.16)% )
D+

s 1968.34± 0.07 151.2 φπ+, φ→ K+K− ( (2.24± 0.08)% )
Λ+

c 2286.46± 0.14 60.7 pK−π+ ( (6.28± 0.32)% )
Ξ+

c 2467.94+0.17
−0.20 136.6 Ξ−π+π+ ( (2.86± 1.21± 0.38)% † )

TABLE 5.4: Kinematic properties of charmed mesons and baryons for
which the ALICE experiment is able to resolve the secondary decay

vertex. Numbers from [3]. †: number from [315].

be compatible within 3σ with a kaon, while the positive charged ones are asked to
be compatible with the proton or pion species. The identification is performed by
exploiting the TPC signal for all particles and that in TOF for the tracks that are
matched to it. In the latter case, the particle is accepted as a proton, kaon or pion
only if identified by both detectors. The Λ+

c candidates are finally reconstructed as
triplets among two positive charged particles and a negative charged one selected
with the criteria mentioned in this paragraph. With the same logic, the antiparti-
cles Λ−c are reconstructed as triplets of two negative charged particles and a positive
charged one. The primary vertex associated to each reconstructed candidate is re-
computed excluding the candidate prongs, so that the primary vertex determination
is not driven by the candidate itself. This is important given the typically low event
multiplicity in MB triggered pp collisions.

The track selections mentioned above influence the rapidity window in which
Λ+

c baryons are reconstructed, which in particular decreases at low pT. In order to
avoid border effects and at the same time to exploit as much as possible the rapidity
coverage of the central barrel, the Λ+

c candidates are reconstructed within |y| <
|yfid.|, where |yfid.| is the so called fiducial acceptance region, defined by the following
formula:

yfid.(pT) =

{
0.5 + 1.9

15 pT − 0.2
15 p2

T, for pT < 5 GeV/c
0.8 for pT > 5 GeV/c

. (5.1)

The fiducial acceptance region steeply widens from |y| < 0.5 at pT = 0 to |y| < 0.8
at pT = 5 GeV/c.

The Σ0,++
c candidates are reconstructed by pairing a Λ+

c → pK−π+ candidate
with an invariant mass within 2.28 . m(Λ+

c ) . 2.30 GeV/c2 with a soft pion candi-
date track, which is selected with the criteria reported in Tab. 5.3. In Fig. 5.2 the soft
pion pT distribution from PYTHIA 8 is shown in different pT(Σ

0,++
c ) intervals, gen-

erated with a flat shape between pT(Σ
0,++
c ) = 0 GeV/c and pT(Σ

0,++
c ) = 12 GeV/c.

The pion daughter carries at most ∼ 10% of the Σ0,++
c transverse momentum, there-

fore most of the Σ0,++
c momentum is carried by the produced Λ+

c . For this reason,
the pion track is labelled as “soft”. In this case, the allowed pseudorapidity range is
enlarged to |η| < 0.9 and a maximum value for the track-to-vertex distance of 0.065
cm and 0.15 cm in the xy plane and along the longitudinal direction, respectively,
are required to remove the pions from long-lived particle decays. Also the soft π±

tracks are required to be refitted in the ITS detector. This requirement implicitly im-
poses a threshold to the soft π± transverse momentum, as shown in Fig. 5.3. This
threshold, compatible between data and MC, is of order of 110 MeV/c.
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FIGURE 5.2: pT distribution of π± produced in Σ0,++
c → Λ+

c π−,+

decays simulated with PYTHIA 8. This distribution is shown in dif-
ferent pT(Σ

0,++
c ) ranges, where the Σ0,++

c are generated with a flat pT
distribution between pT = 0 GeV/c and pT = 12 GeV/c.
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FIGURE 5.3: pT distribution of candidate soft π± tracks in recon-
structed (left) and simulated (right) pp events at

√
s = 13 TeV by

requiring or not the refitting in the ITS detector.

5.2.2 Λ+
c secondary vertex reconstruction and topological variables

The Λ+
c reconstruction in the pK−π+ decay channel exploits the decay topology that

is displaced from the primary interaction vertex. The decay point of the Λ+
c baryon,

called secondary vertex, is found as the 3D space point that minimises the distance
among the tracks identified as the decay products. The secondary vertex (x0, y0, z0)
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FIGURE 5.4: Cartoons representing the Λ+
c → pK−π+ (left) and the

Σ0,++
c → Λ+

c π∓ one (right).

is found by minimising the quantity:

D =

√√√√ 3

∑
i=1

[(
xi − x0

σxi

)2

+

(
yi − y0

σyi

)2

+

(
zi − z0

σzi

)2
]

, (5.2)

where (xi, yi, zi) are the coordinates of the i-th track propagated to the point of clos-
est approach among the daughter tracks (x0, y0, z0) and (σxi , σyi , σzi) are the related
uncertainties. In Tab. 5.4 the decay lengths of a few charm baryons are reported.
The position resolution close to the primary vertex delivered by the SPD (see Tab.
3.1) allows us to exploit several variables correlated to the displaced topology of the
charm-hadron decays, in order to enhance the signal-to-background ratio. This is
possible because the combinatorial background is mainly constituted by triplets of
tracks coming directly from the primary vertex, therefore not characterised by a real
displacement. Most of the displacement exhibited by the combinatorial triplets has
to be ascribed to the resolution of the apparatus. A short description of the variables
exploited in the analysis is provided below for Λ+

c . Simple cartoons showing the
Λ+

c → pK−π+ and Σ0,++
c → Λ+

c π∓ decays ares shown in Fig. 5.4.

• Decay length (L). The decay length is defined as the distance between the pri-
mary vertex and the Λ+

c decay point. This quantity is only an approximation
of the real distance covered by the Λ+

c before decaying, because due to the non-
null electric charge this hadron undergoes an helicoidal trajectory. However,
given the short proper decay length of ≈ 60 µm, the effect of the curvature is
totally negligible. In Fig. 5.5(A) the decay length component along the trans-
verse plane Lxy is shown for prompt and non-prompt Λ+

c baryons, as well as
for background candidates, in the interval 2 < pT < 4 GeV/c. The prompt
and non-prompt signals are selected from MC simulations, while the back-
ground candidates correspond to combinatorial pK−π+ triplets reconstructed
in data with an invariant mass in the sidebands of the Λ+

c peak. As antici-
pated above, the prompt signal is characterised by an intrinsic displacement
that is absent in the background mainly formed by primary particles, and this
is reflected in an average Lxy for prompt signal larger than that of background.
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FIGURE 5.5: Projections along the transverse plane of (A) decay
length (Lxy) and (B) normalised decay length (nLxy) for prompt and
non-prompt Λ+

c particles and background candidates with 2 < pT <
4 GeV/c and 4 < pT < 6 GeV/c, respectively. The integral of each

distribution is normalised to unity.

Even larger values are observed for the non-prompt signal: the decay length of
non-prompt Λ+

c baryons is influenced also by the space covered by the mother
beauty hadron (cτ(Λ0

b) = 441 µm [3]), causing a further displacement with
respect to the prompt component. The projection along the transverse plane is
performed to better exploit the spatial resolution provided by the ITS, which
is better on the xy plane with respect to that along the longitudinal direction.

• Normalised decay length (nL). This quantity corresponds to the decay length
L normalised by the uncertainty estimated from the covariance matrix of the
decay product tracks. An example of the distributions for background and
signal is reported in Fig. 5.5(B) for candidates with 4 < pT < 6 GeV/c. As
for the decay length, the signal shows a larger average value and a longer tail
compared to the background, with higher values for the non-prompt Λ+

c given
the additional displacement from the mother beauty hadron. Also in this case,
only the xy component is considered, exploiting the better spatial resolution
provided by the ITS in the transverse plane.

• Dispersion of tracks at the decay vertex (σvtx). This quantity is defined as:

σvtx =

√√√√ 3

∑
i=1

d2
i , (5.3)

where di corresponds to the distance between the i-th track and the recon-
structed secondary vertex at the point of closest approach. For a true Λ+

c this
quantity is ideally 0 and deviations from this are due to the tracking and ver-
texing resolutions. A selection on this variable helps to discriminate the signal
from the background, in combination with selections on the decay length.
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(B) dxy
res..

FIGURE 5.6: (A) Cosine of pointing angle (cos(θp)) and (B) maxi-
mum “topomatic” (dxy

res.) for prompt and non-prompt Λ+
c particles

and background candidates with 2 < pT < 4 GeV/c. The integral
of each distribution is normalised to unity.

• Cosine of pointing angle (θp). The pointing angle is defined as the angle be-
tween the direction of the reconstructed Λ+

c momentum and the “flight line”
connecting the primary vertex with the Λ+

c decay point. This angle is expected
to have a null value in case of perfect reconstruction of a prompt Λ+

c baryon,
since the flight line and the direction of the momentum of the decaying Λ+

c are
expected to be aligned, but the finite resolution of the apparatus smears the
measured angles. As visible in Fig. 5.6(A), the reconstructed signal is anyway
much more peaked around cos(θp) = 1 than the background. Moreover, the
non-prompt signal is more peaked at unity with respect to the prompt one.
Despite the non-prompt Λ+

c flight line may not coincide in principle with the
direction of the reconstructed momentum, the boost given by the parent b-
hadron keeps them almost aligned. Moreover, given the short Λ+

c proper de-
cay length (cτ ≈ 60 µm) the resolution on the prompt Λ+

c flight line is poorer
than that of the non-prompt Λ+

c baryons, causing a broadening of the cos(θp)
distribution in the former case.

• Maximum “topomatic” in the transverse plane (dxy
res.). This quantity derives

from the transverse decay length (Lxy) and the single-track impact parameter dxy
0 ,

defined as the distance of closest approach in the transverse plane between the
primary vertex and the reconstructed track propagated at the point of closest
approach in xy with respect to it. The maximum “topomatic” dxy

res. is defined
as:

dxy
res. =

3
max
i=1

 dxy
0,i − dxy

0,i(exp)√
σ2(dxy

0,i) + σ2(dxy
0,i(exp))

 , (5.4)

where the index i denotes one of the three Λ+
c decay products. This quan-

tity corresponds to the maximum normalised difference between the measured
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and the expected daughter impact parameter, where the normalization corre-
sponds to the quadrature sum of the uncertainties. The expected impact pa-
rameter is calculated with the transverse decay length Lxy and the angle θ

xy
i

between the reconstructed Λ+
c transverse momentum and that of the i-th track

as:
dxy

0,i(exp) = Lxy · sin(θxy
i ) , (5.5)

where the uncertainty on this quantity is computed neglecting that on θ
xy
i ,

namely:
σ(dxy

0,i(exp)) = σ(Lxy) · sin(θxy
i ) . (5.6)

In Fig. 5.6(B) the dxy
res. distributions for prompt and non-prompt Λ+

c , as well
as for the combinatorial background, in the interval 2 < pT < 4 GeV/c are
shown. The prompt signal is more peaked to small values with respect to the
background and the non-prompt signal, characterised by an average larger
value. Imposing a maximum value on this variable can help rejecting a signif-
icant amount of non-prompt signal, as well as background.

In the reconstruction of the candidate Λ+
c from data, other two variables are ex-

ploited.

• Distance between the primary vertex and the decay point estimated with
only two tracks (dist12). This quantity is a proxy of the decay length L calcu-
lated before the secondary vertex computation and it is exploited to reject com-
binatorics. This variable is mainly exploited to perform a first filtering among
all the reconstructable candidates, which are then subject to further selections
on the variables described above.

• Distance of closest approach of tracks from primary vertex (DCA). The can-
didate Λ+

c daughters are required to have a distance of closest approach to the
primary vertex lower than a given threshold, since the daughters of prompt
Λ+

c baryons are expected to be close to the interaction point, while the non-
prompt component is expected to be characterised by larger values.

In Tab. 5.5 the criteria used to isolate a first sample of candidates among all the
possible reconstructable ones are reported. These selections, called in the following
filtering selections, include also minimum values for the daughter pT, which further
help to reject many combinatorial triplets that can be formed with low-pT primary
tracks. These selections are applied to reconstruct Λ+

c candidates in data in all the pT
intervals. On top of them, further selections are applied to reject more background,
depending on the transverse momentum interval considered and to the specific re-
constructed baryon, namely either prompt Λ+

c or Σ0,++
c , as discussed later. More-

over, apart from selections on single-track, kinematic and topological variables, spe-
cific PID selections are applied to increase the purity of the Λ+

c → pK−π+ candidate
sample, as discussed in the next Section.

5.2.3 PID selection - a Bayesian approach

Another ingredient exploited in the identification of Λ+
c → pK−π+ signal is the ex-

cellent PID capability of the ALICE detector. As already mentioned in Sec. 5.2.1, the
tracks used for the combinatorics are filtered according to “nσ” selections on the TPC
and TOF signals, namely for each positive charged track the nTPC

σp
, nTOF

σp
, nTPC

σπ
and

nTOF
σπ

variables are calculated, while for negative charged tracks the nTPC
σK

and nTOF
σK
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Λ+
c variable Selection

pT(p) (GeV/c) > 0.5
pT(K−) (GeV/c) > 0.4
pT(π

+) (GeV/c) > 0.4
DCA (µm) < 500
dist12 (µm) > 100
σvtx (µm) < 600

L (µm) > 50
cos(θp) > 0

TABLE 5.5: Selections adopted to filter the prompt Λ+
c candidates in

data. These selections are called “filtering” selections in the follow-
ing.

quantities are considered (see. Eq. 4.1). The requirements |nTPC
σp
| < 3, |nTOF

σπ
| < 3,

. . . , may not identify uniquely a track, because of the overlaps among the “nσ” dis-
tributions of different particle species. For this reason, a single track may be used to
build more than one triplet, contributing to the combinatorial background, making
the “nσ” selections not optimal. For the reconstruction of the Λ+

c → pK−π+ can-
didates a Bayesian PID method is employed [316], based on the detector response
combination in terms of probabilities. For a given detector α with an expected pro-
duced signal Ŝα(Hi) when a particle of species Hi traverses it, a likelihood can be
defined as:

Pα(Sα|Hi) =
1√
2πσ

e−
(Sα−Ŝα(Hi))

2

2σ2 . (5.7)

This quantity corresponds to the probability for a particle of species Hi to produce a
signal Sα in the detector α (= TPC, TOF, . . . ). The formulation in Eq. 5.7 is valid for
detectors with a Gaussian response, but it can be easily extended to all other cases by
using the proper probability distribution function. The advantage of this approach
is that the responses from different detectors can be combined as the product:

P(~S|Hi) = ∏
α=TPC, TOF, . . .

Pα(Sα|Hi) , (5.8)

corresponding to the combined probability that a particle of species Hi produces
a signal ~S = (STPC, STOF, . . . ) in the different detectors. Using the Bayes’ theorem
[317]:

P(Hi|~S) =
P(~S|Hi)C(Hi)

∑k=e,µ,π,... P(~S|Hk)C(Hk)
, (5.9)

the combined probability in Eq. 5.8 is used to calculate the probability that the parti-
cle which released a set of signals ~S on the different detectors belongs to the species
Hi. This “posterior” probability P(Hi|~S) depends on the detector response enclosed
in the likelihood P(~S|Hi) and on the prior probability to measure a particle of a given
species Hi, represented by the quantity C(Hi). The prior probability represents the
real yield per each particle species and it is chosen to be normalised to that of pions.
In other words, the quantity C(Hi) is used to represent the relative abundance of a
particle species Hi with respect to the π± one in the analysed data sample. The pri-
ors are determined as a function of particle pT with an iterative procedure, assuming
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FIGURE 5.7: Invariant mass distribution of Λ+
c → pK−π+ candidates

using “nσ” PID, minimum-σ PID and Bayesian PID with maximum
probability criterion in a sample of about 3× 108 pp collisions at

√
s =

7 TeV in the transverse momentum intervals 2 < pT < 6 GeV/c (left)
and 3 < pT < 4 GeV/c (right). Figure from [316].

a flat distribution at unity for all particles as a starting point. The posterior proba-
bility P(Hi|~S) is calculated with Eq. 5.9 by using these flat priors and this is used to
determine the pT distribution of identified hadrons Y(Hi, pT) to be used for the next
iteration. The posterior probability calculated at the n iteration is used to define the
prior probability for the n + 1 step:

Cn+1(Hi, pT) =
Yn+1(Hi, pT)

Yn+1(Hπ, pT)
, where Yn+1(Hi, pT) = ∑

S
Pn(Hi|S) , (5.10)

where the sum is performed over all the signals S induced by particles in a given
pT. The procedure is iterated until it converges. Less than 10 steps were found to
represent in a realistic way the particle abundances in data [316]2. The posterior
probability for p, K− and π+ is calculated for each track.

The final identification can take place in different ways. The criteria adopted in
this work are the following:

• maximum probability criterion, according to which a track is identified as the
particle species with the maximum posterior probability;

• threshold probability criterion, according to which a track is identified with a
given particle species if the corresponding posterior probability is higher than
a fixed threshold.

2It is fundamental that the distributions employed as prior in data are used also in the reconstruc-
tion in MC simulations, so that the efficiency correction does not introduce any bias. In case the priors
do not quantify the relative abundances among the different particle species, the PID selection will not
benefit of the best performances, but it would not be biased.
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Baryon
pT

(GeV/c)
Prompt Λ+

c Prompt Λ+
c (← Σ0,++

c ) and Σ0,++
c

[1, 2) F + Bayes PID -
[2, 4) F + Bayes PID F + Bayes PID + cos θp > 0.8
[4, 6) F + Bayes PID F + Bayes PID + cos θp > 0.8 + dxy

res. < 2.5
[6, 8) F + Bayes PID F + Bayes PID
[8, 10) F + Bayes PID F + Bayes PID

[10, 12)
F + Lxy > 0.01 cm + nLxy > 1

+ Bayes PID only p
F + Bayes PID

[12, 24)
F + Lxy > 0.01 cm + nLxy > 1

+ Bayes PID only p
-

(all) - 2.277 < m(Λ+
c ) < 2.299 GeV/c2

TABLE 5.6: Selections on topological variables and PID adopted to
reconstruct the prompt Λ+

c as well as the prompt Λ+
c (← Σ0,++

c ) and
Σ0,++

c signals. The letter “F” refers to the “filtering” selections re-
ported in Tab. 5.5.

With the maximum probability criterion a single identity is assigned to each track,
while with the threshold criterion multiple identifications are possible for a given
track. Even if it implies a lower efficiency, the maximum probability criterion has
been proven to be the most effective for the reconstruction of Λ+

c → pK−π+ candi-
dates. In Fig. 5.7 the performances of different PID methods adopted for the signal
extraction of candidate Λ+

c → pK−π+ decays in a sample of about 3× 108 pp col-
lisions at

√
s = 7 TeV are shown [316]. The “nσ” approach uses the TPC and TOF

detectors with a 2σ or 3σ selection, depending on the pT and particle species. With
the minimum-σ approach a track is identified as belonging to the species that pro-
vides the minimum “nσ”, calculated as the quadrature sum between TPC and TOF
“nσ”. The usage of the Bayesian PID with maximum probability criterion is found
to improve the Λ+

c → pK−π+ signal extraction, increasing the background rejection
by about a factor 7 and resulting in a signal-to-background larger by about a factor
3. Moreover, the maximum probability criterion simplifies the fitting routine used
for the signal estimation, since the amount of reflected candidates, deriving from the
wrong identification of protons as pions and viceversa, is found to be negligible. For
these reasons, the Bayes PID with the maximum probability criterion is adopted to
extract the Λ+

c → pK−π+ signal in the work described in this thesis.

5.2.4 Λ+
c signal extraction

After a first pre-selection performed with the filtering criteria reported in Tab. 5.5,
the Λ+

c → pK−π+ candidates are finally selected according to what reported in Tab.
5.6. The measurement of prompt Λ+

c baryons is performed in the following ten pT
intervals: [1, 2) GeV/c, [2, 3) GeV/c, [3, 4) GeV/c, [4, 5) GeV/c, [5, 6) GeV/c, [6, 7)
GeV/c, [7, 8) GeV/c, [8, 10) GeV/c, [10, 12) GeV/c, [12, 24) GeV/c. In all the inter-
vals the Λ+

c → pK−π+ reconstruction is based on the preliminary track selections
listed in Tab. 5.2 and on the filtering criteria reported in Tab. 5.5. For the reconstruc-
tion of candidates with pT(Λ+

c ) > 10 GeV/c tighter selections on the topological
variables are applied in order to improve the signal-to-background (S/B) ratio. In
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particular, the Λ+
c candidates are required to satisfy Lxy > 0.01 cm and nLxy > 1,

since the large boost at such high momenta induces a significant displacement of
the Λ+

c baryon decay vertices, while the background candidates are intrinsically less
displaced. Furthermore, at such high pT also the PID selections are modified with
respect to the other intervals. Considering that at such high momenta the TPC and
TOF signal distributions of different particle species overlap, the application of the
Bayes PID with the maximum probability criterion results only in a loss of efficiency
without an improvement in the signal extraction. It was decided to preserve this PID
selection for pT(Λ+

c ) > 10 GeV/c only to identify the proton track. The summary
of all the criteria applied to reconstruct the prompt Λ+

c baryons are listed in the sec-
ond column of Tab. 5.6. The amount of signal surviving the analysis selections is
quantified looking at the invariant mass distribution of the triplets:

M2(pKπ) = pµ pµ

=

(√
m2

p + ~p2
p +

√
m2

K− + ~p2
K− +

√
m2

π+ + ~p2
π+

)2

− (~pp + ~pK− + ~pπ+)2 .

(5.11)
In the calculation of Eq. 5.11, the particle momentum derives from the tracking
while the true proton, kaon and pion masses (from [3]) are assigned to the identified
tracks to compute the invariant mass of the triplet. The M(pKπ) distribution of the
prompt Λ+

c → pK−π+ (and charge conjugate) reconstructed candidates in the ten
pT intervals mentioned above are shown in Fig. 5.9. The signal is characterised by
an excess of counts around the m(Λ+

c ) ' 2.286 GeV/c2 that emerges on top of a
smooth background deriving from the combinatorics of pK−π+ triplets. The signal
is quantified via a binned likelihood fit to the invariant-mass distribution, using the
following fit function:

f (M) =
C√
2πσ

e−
(M−µ)2

2σ2 + aM2 + bM + c , (5.12)

where the Gaussian function is used to describe the Λ+
c → pK−π+ signal peak and

the parabola is chosen to parametrise the combinatorial background. Given the nor-
malised notation, the integral of the signal Gaussian corresponds to C. The total
amount of signal is computed as C divided by the width of the M(pKπ) intervals
used for the binned likelihood fit. The measured amount of signal, the S/B ratios
and the statistical significance S/

√
S + B within 3σ from the Gaussian mean µ in all

the pT intervals are reported in Tab 5.7. The significance of the signal peak is cal-
culated in an invariant-mass window covering ±3σ around the Gaussian mean µ,
namely:

S(3σ) =
S(3σ)√

S(3σ) + B(3σ)
=

S(3σ)√
B(3σ)

· 1√
1 + S(3σ)/B(3σ)

, (5.13)

and it can be considered as a proxy of the inverse relative uncertainty on the mea-
sured signal. It varies between about 4 and 14, depending on the pT(Λ+

c ) interval.
The lowest significance is obtained in the 1 < pT(Λ+

c ) < 2 GeV/c interval, where
also the lowest S/B is observed. With increasing pT the S/B increases and an en-
hancement of the statistical significance is observed. The significance value is how-
ever strongly influenced by the absolute amount of signal S as well as background
B that survived the selections, as shown in Eq. 5.13. In particular, the amount of
reconstructed signal significantly decreases at high pT and this is reflected in a lower
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pT (GeV/c) S(3σ) S/B(3σ) Significance (3σ)

[1, 2) 4686± 1256 0.0038 4.2± 1.1
[2, 3) 10532± 934 0.0083 9.3± 0.8
[3, 4) 9404± 700 0.0142 11.5± 0.8
[4, 5) 5669± 423 0.0218 11.0± 0.8
[5, 6) 4424± 270 0.0448 13.8± 0.8
[6, 7) 2236± 180 0.0579 11.1± 0.9
[7, 8) 1345± 121 0.0800 10.0± 0.9
[8, 10) 1382± 109 0.1124 11.8± 0.9
[10, 12) 611± 90 0.0730 6.4± 0.9
[12, 24) 379± 71 0.0671 4.9± 0.9

TABLE 5.7: Raw signal, signal-to-background ratio (S/B) and signifi-
cance within 3σ of Λ+

c from M(pK−π+) distributions in different pT
intervals in pp collisions at

√
s = 13 TeV.

significance. In Fig. 5.10 the residuals with respect to the background function are
shown. They are used to monitor the quality of the fit: in case of a correct back-
ground description, the residual distribution is expected to fluctuate around 0, with
the exception of the signal region, where a Gaussian excess of counts is observed.
The experimental points in the sideband regions fluctuate around 0, without show-
ing any significant modulation that would suggest a wrong parametrization of the
background. The signal mean and σ as a function of pT are shown in Fig. 5.8. The
measured mean of the Λ+

c → pK−π+ peak results to be systematically higher than
the value from PDG [3], as observed for other charm hadron analysis in the same
data sample. The difference is fully covered by the reconstruction resolution (right
panel Fig. 5.8) and this shift does not influence the efficiency correction, since no
invariant mass fit is performed in simulations. The resolution σ increases with pT, as
a consequence of the increasing absolute uncertainty on the transverse momentum
of reconstructed tracks (see Eq. 3.7). The resolution estimated from the MC simula-
tions is always compatible within 2σ with the one measured in data, however in the
latter case the effects of the statistical fluctuations are relevant. This behaviour was
observed also for the D0 signal extraction, where the signal-to-background ratio and
the statistical significance are larger and more robust conclusions can be driven. For
this reason, the fits shown in Fig. 5.9 are performed by constraining the σ around
the values obtained from MC, with the possibility to vary only within ±1%.

5.2.5 Σ0,++
c signal extraction

The measurement of Λ+
c (← Σ0,++

c ) and Σ0,++
c baryons is performed in four wider

pT intervals, namely 2 < pT < 4 GeV/c, 4 < pT < 6 GeV/c, 6 < pT < 8 GeV/c
and 8 < pT < 12 GeV/c, where the transverse momentum is consistently that of
Λ+

c (← Σ0,++
c ) or Σ0,++

c , depending on the hadron for which the signal is measured.
In both cases, the strategy consists in reconstructing a Σ0

c or a Σ++
c by pairing a

candidate Λ+
c with a charged pion. Only candidate Λ+

c with a mass in the range
2.277 < m(Λ+

c ) < 2.299 GeV/c2 are coupled to a soft π± track to form a Σ0
c or Σ++

c
candidate. In this case, the topological selections on the candidate Λ+

c are different
with respect to those used for the prompt Λ+

c analysis in finer bins. In particular,
the criteria cos θp > 0.8 for pT(Λ+

c (← Σ0,++
c ), Σ0,++

c ) < 6 GeV/c and dxy
res. < 2.5



146 Chapter 5. Λ+
c and Σ0,++

c production in pp collisions at
√

s = 13 TeV

0 5 10 15 20 25
)c (GeV/

T
p

2.28

2.282

2.284

2.286

2.288

2.29

2.292

2.294
)2 c

 (G
eV

/


Pe
ak

 m
ea

n 

 data+
c

PDG

 = 13 TeVspp, 

This work

0 5 10 15 20 25
)c (GeV/

T
p

0
0.002
0.004

0.006
0.008

0.01
0.012
0.014
0.016
0.018

0.02)2 c
 (G

eV
/


Pe

ak
 w

id
th

 

 MC+
c
 data+

c

 = 13 TeVspp, 
This work

FIGURE 5.8: Mean (left) and width (right) of the Λ+
c signal peak mea-

sured from the binned likelihood fits of the M(pKπ) distributions in
different pT(Λ+

c ) intervals in pp collisions at
√

s = 13 TeV.

Signal S (S/σ(S))

2 < pT(Λ+
c (← Σ0,++

c )) < 4 GeV/c 1403± 296 (4.7)
4 < pT(Λ+

c (← Σ0,++
c )) < 6 GeV/c 1153± 157 (7.4)

6 < pT(Λ+
c (← Σ0,++

c )) < 8 GeV/c 393± 72 (5.5)
8 < pT(Λ+

c (← Σ0,++
c )) < 12 GeV/c 164± 37 (4.4)

2 < pT(Σ
0,++
c ) < 4 GeV/c 1102± 285 (3.9)

4 < pT(Σ
0,++
c ) < 6 GeV/c 1213± 175 (6.9)

6 < pT(Σ
0,++
c ) < 8 GeV/c 555± 86 (6.4)

8 < pT(Σ
0,++
c ) < 12 GeV/c 222± 44 (5.1)

TABLE 5.8: Signal and inverse relative uncertainty of reconstructed
Λ+

c (← Σ0,++
c ) and Σ0,++

c in pp collisions at
√

s = 13 TeV.

for pT(Λ+
c (← Σ0,++

c ), Σ0,++
c ) < 4 GeV/c2 are applied on the candidate Λ+

c , since
they improve the S/B ratio without a reduction of the statistical significance. The
measurement of Λ+

c (← Σ0,++
c ) and Σ0,++

c signal is performed from the distribution
of ∆M = M(pKππ)− M(pKπ) as a function of pT(Λ+

c (← Σ0,++
c )) and pT(Σ

0,++
c )

respectively. In this way, the signal is expected to appear as a narrow peak on top of
the background, mainly influenced by the resolution on the pion track reconstruc-
tion. The ∆M distributions in the four pT intervals fitted to measure the raw yield of
Λ+

c (← Σ0,++
c ) and Σ0,++

c are shown in Fig. 5.11 and Fig. 5.12. The signal is expected
to be centred around ≈ 0.167 GeV/c, which corresponds to the mass difference be-
tween Σ0,++

c and Λ+
c , as reported in Tab. 5.1. Considering that the mass difference

δm = m(Σ++
c ) − m(Σ0

c) = 0.22 MeV/c2, both Σ0
c and Σ++

c contribute to the sig-
nal around ∆M ≈ 0.167 GeV/c2, which is described with the following analytical
function:

f (∆M) =
C
2

[
V(∆M− µΣ++

c
; σ, ΓΣ++

c
) + V(∆M− µΣ++

c
+ δM; σ, ΓΣ0

c
)
]

, (5.14)

where V indicates a Voigt function, which is defined as a convolution between a
Gaussian and a Breit-Wigner function. Given the sizeable decay width of ∼ 1.9
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MeV/c2, which is of the same order of the experimental resolution, as explained
later, the Breit-Wigner profile of the signal cannot be ignored. This is not the case
for the Λ+

c , and more in general for the charmed hadrons listed in Tab. 5.4 with
an average proper decay length cτ of order of hundreds of microns, because the
experimental resolution on the invariant mass reconstruction is not good enough to
resolve the Breit-Wigner shape. By definition, the Voigt distribution is normalised to
unity, therefore the integral of the function in Eq. 5.14 corresponds to C. As for the
prompt Λ+

c measurement, also in this case the total reconstructed signal corresponds
to C divided by the width of the ∆M intervals used to perform the binned likelihood
fit. The parameter C as well as the Σ++

c peak average µΣ++
c

are the only parameters
left free in the fitting procedure. The Breit-Wigner widths ΓΣ0

c
and ΓΣ++

c
and the mass

difference δm between Σ++
c and Σ0

c are fixed to the values reported in Tab. 5.1, while
the Gaussian resolution is constrained according to the following study done on MC
simulations. The effect of the detector resolution on the reconstructed ∆M is studied
from the following quantity:

∆MGauss = (mreco
Σc
−mMC calc.

Σc
) + mPDG

Σc
−mreco

Λ+
c

. (5.15)

The quantity mreco
Σc

corresponds to the reconstructed mass, which follows a Voigt pro-
file. The Breit-Wigner component is removed by subtracting the Σc mass calculated
with the generated momentum (mMC calc.

Σc
), then the result is shifted by the true mass

(mPDG
Σc

). Finally, the reconstructed Λ+
c mass is subtracted (mreco

Λ+
c

). The distribution
of ∆MGauss is observed to follow a Gaussian profile. This is evaluated in each pT
interval considered for the signal extraction in data. From this analysis, a very mild
dependence of the Gaussian σ with the baryon pT is observed. The Gaussian σ is
quantified to be order of ∼ 1 MeV/c2 and used to constrain this parameter in the fit
in data. The background component of the ∆M distribution produced by the recon-
struction of combinatorial pairs is parametrised with a polynomial of third order for
pT(Λ+

c (← Σ0,++
c ), Σ0,++

c ) > 4 GeV/c. For lower transverse momenta, the low S/B
requires a more sophisticated procedure. In this case, a template of combinatorial
Λ+

c -π± pairs is created by recalculating nine times the value of ∆M for each Σ0,++
c

candidate, after rotating the pion momentum vector around the longitudinal direc-
tion. In this way, any possible correlation between a soft pion and a Λ+

c is broken
and a sample of pure combinatorial background is built. The resulting template is
modulated with a parabola in the fit. With this procedure, the Λ+

c (← Σ0,++
c ) and

Σ0,++
c signals are measured with a statistical precision between 15% and 30%, de-

pending on the transverse momentum and the considered baryon. Considering that
the variance for the signal function in Eq. 5.14 can not be trivially defined, since
the Breit-Wigner does not have a finite σ, it is not possible to define a signal-to-
background ratio as well as a statistical significance within 3σ. A reasonable proxy
for the latter quantity is given by the inverse relative uncertainty on the extracted
signal (S/σ(S)), which is always around 4 (see Tab. 5.8).
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5.3 Efficiency correction and normalization

The raw signals measured with the fits shown in Figs. 5.9, 5.11 and 5.12 are used
to obtain the pT-differential cross section of prompt Λ+

c , Λ+
c (← Σ0,++

c ) and Σ0,++
c

baryon production, according to the following relation:

dσH

dpT

∣∣∣∣
|y|<0.5

=
1
2

1
∆pT
·

fpromptNH
|y|<yfid.

αy(acc× ε)prompt
· 1

BR
· 1
Lint.

. (5.16)

The 1/2 factor is used considering that baryons and antibaryons are not separated
in the analysis and NH

|y|<yfid.
represents their signal measured with the fits mentioned

above in the fiducial rapidity acceptance defined in Eq. 5.1 in different transverse
momentum intervals, whose width is indicated with ∆pT. The total branching ratio
of the Λ+

c → pK−π+ channel is represented by BR and it is equal to (6.28± 0.32)%
[3], while Lint. is the integrated luminosity associated to the analysed sample. The
other two ingredients correspond to the prompt fraction ( fprompt) and the efficiency
times acceptance (αy(acc× ε)) correction term. They are described in detail in the
next Sections.

The number of events Nev that defines the integrated luminosity Lint. needs to
take into account all those events that do not have an associated reconstructed pri-
mary vertex, but that triggered the data acquisition because of the presence of par-
ticles in the forward rapidity region that satisfy the V0 trigger conditions. For these
reason, the number of normalization events is calculated as follows3:

Nev = Nvtx
ev (|zvtx| < 10 cm) + Nno vtx

ev (|zvtx| < 10 cm)

= Nvtx
ev (|zvtx| < 10 cm) + Nno vtx

ev · Nvtx
ev (|zvtx| < 10 cm)

Nvtx
ev

= Nvtx
ev (|zvtx| < 10 cm) + Nno vtx

ev · f vtx
ev (|zvtx| < 10 cm) .

(5.17)

The quantity Nvtx
ev (|zvtx| < 10 cm) corresponds to the number of events with a recon-

structed vertex within the range |zvtx| < 10 cm, while the second term corresponds
to a correction that considers the number of trigger events without a reconstructed
vertex. This correction term provides a negligible contribution in Pb–Pb collisions,

3The second term derives from the assumption that the primary vertex reconstruction efficiency is
independent from the zvtx position. If we define:

f0 ≡
Nvtx

ev (|zvtx| < 10 cm)

Nev(|zvtx| < 10 cm)
, f1 ≡

Nvtx
ev (|zvtx| > 10 cm)

Nev(|zvtx| > 10 cm)
,

then we can say that:

Nno vtx
ev (|zvtx| < 10 cm) = (1− f0)Nev(|zvtx| < 10 cm) ,

Nno vtx
ev (|zvtx| > 10 cm) = (1− f1)Nev(|zvtx| > 10 cm) .

Given these relations, the fractions of events with(out) reconstructed vertex within |zvtx| < 10 cm can
be written as follows:

Nvtx
ev (|zvtx| < 10 cm)

Nvtx
ev

=
f0 · Nev(|zvtx| < 10 cm)

f0 · Nev(|zvtx| < 10 cm) + f1 · Nev(|zvtx| > 10cm)
,

Nno vtx
ev (|zvtx| < 10 cm)

Nno vtx
ev

=
(1− f0) · Nev(|zvtx| < 10 cm)

(1− f0) · Nev(|zvtx| < 10 cm) + (1− f1) · Nev(|zvtx| > 10cm)
.

If now the requirement of independent primary vertex reconstruction efficiency is assumed, namely
f0 = f1, then the two terms reported in the last two equations are equal and this justifies the notation
in Eq. 5.17.
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FIGURE 5.13: (A) Ratios of B0
s and Λ0

b with respect to the sum of B̄0

and B− measured by the LHCb experiment in pp collisions at
√

s =
13 TeV. Image from [310]. (B) Prompt fraction fprompt of Λ+

c , Λ+
c (←

Σ0,++
c ) and Σ0,++

c in the same collision system.

while in smaller collision systems like pp where the charged particle multiplicity is
lower, this correction can reach ∼ 10% [318].

5.3.1 Prompt fraction fprompt determination

The measurement of the prompt baryon cross section requires to isolate only the
prompt component of the signal, since the quantity NH

|y|<yfid.
also contains the raw

non-prompt signal deriving from the M(pKπ) and ∆M fits. The prompt baryon
cross section in this analysis is obtained by multiplying the total raw signal NH

|y|<yfid.

by the prompt fraction fprompt, defined as:

fprompt =
NH

prompt

NH = 1−
NH

non−prompt

NH

= 1−
αy(acc× ε)non−prompt · ∆pT · BR · Lint.

NH
|y|<yfid.

/2
·
(

d2σH

dpTdy

)theory

non−prompt
.

(5.18)

Also in this case, the 1/2 factor is introduced because the measured signal regards
both baryons and antibaryons, and αy(acc × ε)non−prompt corresponds to the effi-
ciency times acceptance correction term for non-prompt baryons. The last term in

Eq. 5.18,
(

d2σH

dpTdy

)theory

non−prompt
, corresponds to the production cross section of feed-

down charm baryons from the decays of beauty hadrons. For the Λ+
c , this term

is computed using the b-quark pT-differential cross section from FONLL calcula-
tions [100, 101], the fraction of beauty quarks fragmenting into a Λ0

b baryon b→ Λ0
b

and the Λ0
b → Λ+

c + X decay kinematics, which is evaluated with PYTHIA 8 simula-
tions [236], finally it is normalised by the branching ratio BR(Λ0

b → Λ+
c + X) ≈ 82%

as implemented in PYTHIA 8. The fraction of beauty quarks b → Λ0
b derives

from the b-hadron fragmentation fractions measured by LHCb experiment in pp
collisions at

√
13 TeV [310]. In the panel (A) of Fig. 5.13 the production cross
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sections of B0
s and Λ0

b normalised to the sum of B̄0 and B− are shown as a func-
tion of hadron pT. These quantities correspond to the beauty fragmentation frac-
tion ratios fs/( fd + fu) ≡ X and fΛ0

b
/( fd + fu) ≡ Y respectively, where fΛ0

b
in-

dicates the fraction of beauty quarks producing a Λ0
b, namely b → Λ0

b. Neglect-
ing the fragmentation of beauty quarks into heavier hadrons, it can be assumed
that fΛ0

b
+ fs + fd + fu = fΛ0

b

(
1 + X

Y + 1
Y

)
= 1. Therefore, it is possible to write

fΛ0
b
= Y/(X + Y + 1). The pT dependence of the fragmentation fraction ratios is

described with a polynomial of first order for the meson-to-meson ratio and with
an exponential for the baryon-to-meson ratio in the transverse momentum interval
4 < pT < 25 GeV/c where the measurement is performed. The value assigned to fΛ0

b
at lower pT is around 0.2, chosen assuming a flat fragmentation function for pT < 5
GeV/c given that the Λ0

b/B̄0 ratio measured in pp collisions at
√

s = 7, 8 TeV is ob-
served to be constant in this range within the experimental uncertainties [309]. The
fragmentation function fΛ0

b
is assumed to be the same at midrapidity, considering

that the beauty production ratios measured by the LHCb collaboration do not show
a significant dependence as a function of rapidity [309, 310]. In panel (B) of Fig. 5.13
the prompt fraction for Λ+

c , Λ+
c (← Σ0,++

c ) and Σ0,++
c baryons calculated with Eq.

5.18 and the elements described above are shown as a function of baryon pT. The
prompt fraction of Λ+

c decreases with pT from ∼ 95% to ∼ 80%. For fprompt calcula-
tion of Λ+

c (← Σ0,++
c ) and Σ0,++

c it has been observed from dedicated PYTHIA 8.243
simulations [319] that the only relevant source of feed-down for Σ0,++

c baryons de-
rives from the decays of Λ0

b. As a matter of fact, according to the simulations the Λ0
b

baryon is the most relevant source of Λ+
c feed-down, given that the branching ratios

for other b-hadrons is lower by at least one order of magnitude. In particular, the
Σ0,++

c baryons do not receive any direct feed-down from Σ±b , since they strongly de-
cay into Λ0

b baryons [3]. Given that BR(Λ0
b → Σ0,++

c + X)/BR(Λ0
b → Λ+

c + X) ' 3%,

then the
(

d2σH

dpTdy

)theory

non−prompt
term is scaled by 3% in the measurement of the produc-

tion cross section of Λ+
c (← Σ0,++

c ) and Σ0,++
c baryons. In this case, fprompt is ob-

served to be always higher than 97%.

5.3.2 Efficiency and acceptance determination

The prompt signal NH
|y|<yfid.

quantifies the amount of baryons that satisfy the selec-
tion criteria on track and candidate variables as well as daughter identification crite-
ria (Tabs. 5.2 and 5.6). All these selections, which are applied to separate the signal
from the combinatorial background, also reject a significant amount of signal. This
fraction is estimated with the aid of MC simulations. The generation of pp events
is performed with PYTHIA 8.243 event generator [319], where cc̄ and bb̄ pairs are
included. They produce heavy hadrons that are then forced to decay in hadronic
channels and the particles are propagated through the ALICE apparatus using the
GEANT 3 package [237]. The detector layouts as well as the data taking conditions
are reproduced in the simulations.

The baryon yield measured in data needs to be corrected by two terms. The
first one, called efficiency, corresponds to the reconstruction efficiency of the “recon-
structable” baryons, namely those generated in the considered rapidity range with
reconstructable daughters in the detector acceptance. The second term, called ac-
ceptance, quantifies the fraction of reconstructable baryons among those generated
within the same rapidity interval. The efficiency for Λ+

c baryons is calculated as
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FIGURE 5.14: (A), (C), (D): correction term αy(acc× ε) for prompt and
non-prompt Λ+

c , Λ+
c (← Σ0,++

c ) and Σ0,++
c obtained from simulated

pp collisions at
√

s = 13 TeV generated with PYTHIA 8.243 event
generator. (B): αy(acc× ε) correction terms of prompt Λ+

c evaluated
for different resonant and non-resonant Λ+

c → pK−π+ decay chan-
nels and normalised to the averaged one in simulated pp events. See

the text for details.

follows:

ε =
Nreco.||y|<yfid.

(preco.
T )

Ndaug. in acc.
gen. ||y|<yfid.

(pgen.
T )

. (5.19)

The efficiency is defined as the ratio between the amount of reconstructed baryons
within the fiducial acceptance and the amount of generated baryons within the same
rapidity interval and with the decay products in acceptance. The latter condition is
satisfied by daughter tracks with pseudorapidity |η| < 0.9. Only events with a
generated primary vertex within |zvtx| < 10 cm are considered. A similar definition
holds for the Σ0,++

c particles, where the denominator is defined by Σ0,++
c generated
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Decay channel BR(Λ+
c → X) Resonance BR

Total Λ+
c → pK−π+ (6.28± 0.32)% -

Direct Λ+
c → pK−π+ (3.50± 0.40)% -

Λ+
c → pK+(892)0 (1.96± 0.27)% 0.667

Λ+
c → ∆(1232)++K− (1.08± 0.25)% 0.994
Λ+

c → Λ(1520)π+ (2.20± 0.50)% (22.5± 0.5)%

TABLE 5.9: Λ+
c → pK−π+ resonant and non-resonant channels.

Numbers from [3, 320].

baryons with daughter Λ+
c in the fiducial acceptance and with the soft pion daughter

within |η| < 0.9. The acceptance term is calculated as:

αy · acc =
Ndaug. in acc.

gen. ||y|<yfid.
(pgen.

T )

Ngen.||y|<0.5(pgen.
T )

. (5.20)

This is defined as the number of generated candidates within the fiducial rapidity
acceptance and with decay products in acceptance divided by the number of gen-
erated particles decaying in the desired channel and within |y| < 0.5, namely the
rapidity range in which the measurement is finally provided. This acceptance term
implicitly accounts for the fraction of generated candidates within the fiducial accep-
tance that have the daughters outside the acceptance, then it includes the correction
factor αy to go from |y| < yfid. to |y| < 0.5. Finally, the efficiency times acceptance
correction factor is written as:

αy(acc× ε) =
Nreco.||y|<yfid.

(preco.
T )

Ndaug. in acc.
gen. ||y|<yfid.

(pgen.
T )

·
Ndaug. in acc.

gen. ||y|<yfid.
(pgen.

T )

Ngen.||y|<0.5(pgen.
T )

=
Nreco.||y|<yfid.

(preco.
T )

Ngen.||y|<0.5(pgen.
T )

.

(5.21)

The αy(acc × ε) correction factors for prompt and non-prompt Λ+
c , Λ+

c (← Σ0,++
c )

and Σ0,++
c baryons are shown in (A), (C) and (D) panels of Fig. 5.14. They are

strongly dependent on the particle pT due to the selections applied on the tracks
and candidates for background rejection. Moreover, the acceptance term is sensitive
to the decay kinematics, which changes significantly with increasing pT. In Tab. 5.9
the resonant and non-resonant channels contributing to the decay of a Λ+

c baryon in
the pK−π+ final state are listed. A correct calculation of the αy(acc× ε) correction
factor requires to take into account all the resonant and non-resonant channels that
contribute to the final state, given the different decay kinematics. For this reason,
the total correction term is calculated as a weighted average of the correction fac-
tors from each resonant and non-resonant decay, where the total branching ratio of
each channel is used as weight. This procedure is adopted to avoid the efficiency
times acceptance term to be influenced by wrong relative abundances of resonant
and non-resonant decays in the simulated events. The correction factors of the res-
onant and non-resonant Λ+

c → pK−π+ decays normalised to the averaged one are
shown in panel (B) of Fig. 5.14. The direct channel provides a αy(acc× ε) term closer
to the averaged one with respect to the resonant channels, which are characterised
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by a lower branching ratio. This procedure is adopted for the efficiency times ac-
ceptance determination of prompt and non-prompt Λ+

c , Λ+
c (← Σ0,++

c ) and Σ0,++
c

baryons, since in all cases a Λ+
c → pK−π+ decay is reconstructed. The αy(acc× ε)

grows from about 1% at low pT to about 10% for prompt Λ+
c (← Σ0,++

c ) and Σ0,++
c

for 8 < pT < 12 GeV/c and to about 20% for prompt Λ+
c at 12 < pT < 24 GeV/c.

The Λ+
c (← Σ0,++

c ) and Σ0,++
c baryon measurement is performed through the re-

construction of Σ0,++
c candidates, defined as a candidate Λ+

c that is paired with a
candidate soft π±. As specified in Tab. 5.6, this is done only with Λ+

c baryons with
a mass within 2.277 < m(Λ+

c ) < 2.299 GeV/c2, in order to reduce the combinatorial
background in data. This selection rejects parts of the reconstructed Λ+

c candidates
and this effect is observed to be slightly different in data and MC simulation. The ef-
ficiency related to this mass selection is calculated separately in data and simulations
as the fraction of reconstructed Λ+

c baryons within the considered mass window. In
particular, the number of Λ+

c baryons in data derives from the fit with the function
in Eq. 5.12 of the pKπ invariant mass distributions. It was observed that the fraction
of reconstructed Λ+

c within this mass interval in simulation is about 1% higher than
in data in all the pT intervals, therefore the αy(acc× ε) term is scaled down accord-
ingly to cure this bias. Finally, the efficiency times acceptance terms are calculated
after applying a smearing of the track impact parameter in the MC, as explained
in detail in Section 3.6.5. Such a smearing is applied separately in the MC produc-
tions anchored to the analysed pp collision samples and the effect on the efficiency
estimation is observed to reach a maximum value of about 2%.

5.4 Systematic uncertainty estimation

Systematic uncertainties on the measurement of Λ+
c , Λ+

c (← Σ0,++
c ) and Σ0,++

c baryons
can derive from the possible imperfections of MC simulations in describing the lay-
out and performance of the apparatus during the data taking and from the analysis
procedure itself. In the following Sections, the different sources of systematic un-
certainty evaluated in this analysis are described in detail. The summary of all the
systematic uncertainties assigned to the final results is reported in Tabs. 5.13, 5.14
and 5.15 and shown in Fig. 5.22.

5.4.1 Track reconstruction efficiency

The systematic uncertainty deriving from possible difference in data and MC on the
track-reconstruction efficiency includes effects from the track finding in the TPC and
their quality, as well as from the matching from TPC to ITS.

The TPC track finding and quality dependence is evaluated at the level of the
baryon cross section, which has been measured with modified selections with re-
spect to what listed in Tab. 5.2, in particular on:

• number of TPC crossed pad rows, which is required to be > 120− 5/pT;

• number of found-over-findable cluster in TPC, asked to be > 0.9.

From this test, the maximum observed variation at the cross section level is of order
of 2-3%, that corresponds to a per-track systematic uncertainty of about 1% at pT < 2
GeV/c and quickly decreases for higher candidate pT. The same values are obtained
by repeating this study with the D0 meson, whose reconstruction in data is affected
by lower statistical fluctuations. The systematic uncertainty related to the ITS-TPC
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generated Λ+
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c decay
daughters from MC simulations. Right: tracking efficiency system-
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c (← Σ0,++
c ) baryon level as the sum of the p,

K− and π+ daughter particles uncertainties.

matching efficiency is estimated with a dedicated single-track study, as explained in
Sec. 3.6.4.

The uncertainty on the track-reconstruction efficiency is defined by the results
from the studies mentioned above: the variation of the TPC track quality criteria
and the ITS-TPC matching efficiency. The total systematic uncertainty associated
to each track is calculated as the quadrature sum of these two contributions. The
single-track systematic uncertainty is then propagated to the Λ+

c by considering the
correlation between the baryon pT and the daughter ones. In the left panel of Fig.
5.15 the case for Λ+

c (← Σ0,++
c ) baryons taken from MC simulations is shown. For

each simulated Λ+
c , the systematic uncertainty of the p, K− and π+ daughters is cal-

culated according to the particle pT, then the systematic uncertainty associated to the
baryon corresponds to the linear sum of the daughter uncertainties, given that this
uncertainty is considered as fully correlated for the three daughters. The result of
this propagation for all the generated Λ+

c (← Σ0,++
c ) is reported in the right panel of

Fig. 5.15, where the red graph indicates the average value assigned as systematic un-
certainty in each pT interval considered in the analysis. For the case of Λ+

c baryons,
the total tracking efficiency uncertainty increases from about 5% for pT < 2 GeV/c
to about 7% for pT > 7 GeV/c. In the case of Λ+

c (← Σ0,++
c ) and Σ0,++

c baryons the
contribution of the soft pion is considered as well and it is added linearly to the sum
of Λ+

c daughter systematic uncertainties. Also in this case, the uncertainty associ-
ated to the soft-pion track is estimated according to the track pT and it is summed
to those of the Λ+

c daughters to calculate the uncertainty for the Λ+
c (← Σ0,++

c ) and
Σ0,++

c . Considering that the soft pion average pT is between 200 and 600 MeV/c for
Σ0,++

c baryons simulated with PYTHIA in the interval 2 < pT(Σ
0,++
c ) < 12 GeV/c,

a systematic uncertainty of 2% is assigned to the soft pion track, according to the
estimates reported in [321]. The total systematic uncertainty related to track recon-
struction for prompt Λ+

c , Λ+
c (← Σ0,++

c ) and Σ0,++
c is shown in Tabs. 5.13, 5.14 and

5.15 for each pT interval considered in the analysis.
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FIGURE 5.16: Efficiency times acceptance correction term (top left),
raw signal (top right) and corrected cross section (bottom left) ra-
tios of prompt Λ+

c → pK−π+ baryon measured in pp collisions at√
s = 13 TeV with different selection configurations on Λ+

c topologi-
cal variables.

5.4.2 Topological-selection efficiency correction

Monte Carlo simulations do not perfectly reproduce the layout, status and perfor-
mance of the detector during the data taking. The discrepancies between data and
simulations are the origin of the systematic uncertainty related to the αy(acc × ε)
correction. The contribution of this source of systematic uncertainty is evaluated by
repeating the cross section measurement with different selections on the topological
variables and evaluating the spread of the results with respect to the default one. The
selections on the transverse projection of decay length (Lxy) and its value normalised
by the uncertainty (nLxy), the cosine of pointing angle (cos(θp)) and the maximum
“topomatic” in the transverse plane (dxy

res.) are varied. All the configurations consid-
ered to estimate the systematic uncertainty are listed in Tab. 5.10. As in the previous
Chapter, the topological variables are firstly varied singularly, then many configura-
tions where more than one topological variable is modified are considered. In this
way, the effect of each of them is tested and also the influence on the final cross
section of their correlation is evaluated. As soon as the selections are tightened,
the measurement of the raw signal from data may become challenging due to the
drop of the reconstruction efficiency and the signal extraction becomes more influ-
enced by the statistical fluctuations. This occurs in particular for the measurement of
Λ+

c (← Σ0,++
c ) and Σ0,++

c signal, given the low signal-to-background ratio observed
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Configuration index Selections

1 Filtering
2 Lxy > 0.01 cm
3 Lxy > 0.015 cm
4 Lxy > 0.02 cm
5 Lxy > 0.025 cm
6 nLxy > 0.5
7 nLxy > 1
8 nLxy > 1.5
9 nLxy > 2
10 cos(θp) > 0.8
11 cos(θp) > 0.85
12 cos(θp) > 0.9
13 cos(θp) > 0.95
14 dxy

res. < 2.5
15 dxy

res. < 2
16 dxy

res. < 1.5
17 Lxy > 0.01 cm, nLxy > 0, cos(θp) > 0.8, dxy

res. < 2.5
18 Lxy > 0.01 cm, nLxy > 0.5, cos(θp) > 0.8, dxy

res. < 2.5
19 Lxy > 0.01 cm, nLxy > 1, cos(θp) > 0.825, dxy

res. < 2.5
20 Lxy > 0.015 cm, nLxy > 1, cos(θp) > 0.825, dxy

res. < 2.5
21 Lxy > 0.015 cm, nLxy > 1, cos(θp) > 0.85, dxy

res. < 2.5
22 Lxy > 0.02 cm, nLxy > 1, cos(θp) > 0.85, dxy

res. < 2.5
23 Lxy > 0.02 cm, nLxy > 1.5, cos(θp) > 0.85, dxy

res. < 2
24 Lxy > 0.02 cm, nLxy > 1.5, cos(θp) > 0.85, dxy

res. < 2
25 Lxy > 0.02 cm, nLxy > 2, cos(θp) > 0.85, dxy

res. < 2
26 Lxy > 0.02 cm, nLxy > 2, cos(θp) > 0.9, dxy

res. < 2
27 Lxy > 0.025 cm, nLxy > 2, cos(θp) > 0.9, dxy

res. < 2
28 Lxy > 0.025 cm, nLxy > 2, cos(θp) > 0.95, dxy

res. < 2
29 Lxy > 0.03 cm, nLxy > 2, cos(θp) > 0.95, dxy

res. < 2
30 Lxy > 0.03 cm, nLxy > 2.5, cos(θp) > 0.95, Dxy

0 < 2
31 Lxy > 0.03 cm, nLxy > 2.5, cos(θp) > 0.95, Dxy

0 < 1.5

TABLE 5.10: Different selection configurations on the topological
variables related to the Λ+

c → pK−π+ decay adopted for the esti-
mation of the efficiency correction systematic uncertainty. The key-
word “filtering” refers to the selections listed in Tab. 5.5, which are

the criteria on top of which the listed selections are applied.

in data, but also for the measurement of Λ+
c → pK−π+ signal in transverse mo-

mentum intervals ∆pT = 1 GeV/c. For this reason, the systematic uncertainty on
the correction for the topological selection efficiency is calculated considering the
variations of the prompt Λ+

c cross sections measured in coarser pT intervals with
respect to those addressed for the analysis, namely 1 < pT < 2 GeV/c, 2 < pT < 4
GeV/c, 4 < pT < 6 GeV/c, 6 < pT < 8 GeV/c, 8 < pT < 12 GeV/c, where the
Λ+

c candidates are reconstructed by adopting the “filtering” selections listed in Tab.
5.5. In Fig. 5.16 the ratios with respect to the results obtained with the “filtering”
selections of efficiency times acceptance correction term (top left), the raw signal
measured from the M(pK−π+) distributions in data (top right) and the resulting
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FIGURE 5.17: Left: raw Λ+
c signal measured for each trial, charac-

terised by histogram binning, low and up edge values, background
function and condition on the Gaussian σ for the signal description
different from the default settings adopted for the signal measure-
ment from M(pK−π+) distribution in the 3 < pT < 4 GeV/c inter-
val. P2: polynomial of 2nd order; Pol3: polynomial of 3rd order; Pol4:
polynomial of 4th order; FreeS: Gaussian σ left free in the fit. Right:
raw Λ+

c signal distribution given by the repetition of the M(pK−π+)
distribution fit in 3 < pT < 4 GeV/c given the modified fit conditions

mentioned above.

corrected cross section (bottom left) measured by applying the different selection
configurations listed in Tab. 5.10 are shown. The cross section measurement in the
1 < pT < 2 GeV/c interval is observed to change dramatically with some selection
configurations with respect to the filtering one. The reason for these outliers has to
be ascribed to the low signal-to-background ratio, which decreases below 1‰ for
tighter selections, accompanied by a statistical significance that falls down below 2.
Therefore, the raw signal extraction becomes challenging and strongly affected by
huge statistical fluctuations. Without considering these cases, the overall variations
on the final cross section are contained within 10%. Also the variations related to the
measurement in the interval 12 < pT < 24 GeV/c show some fluctuations caused
by the low amount of signal surviving the selection criteria. Given the comparable
efficiency, the systematic uncertainty in 12 < pT < 24 GeV/c is then considered
equal to that of the previous adjacent interval. The final systematic uncertainty as-
signed to the cross section measurements of prompt Λ+

c , Λ+
c (← Σ0,++

c ) and Σ0,++
c

corresponds to 10% for pT < 4 GeV/c and 5% for higher transverse momenta. As
a cross-check, this study is repeated for the Λ+

c (← Σ0,++
c ) and Σ0,++

c baryons sepa-
rately, as well as for the Λ+

c in the finer pT intervals considered in the analysis. By
comparing the variations with respect to the default selection configuration listed
in Tab. 5.6, the cross sections do not show critical instabilities when the selection
criteria are changed. However, given the large statistical fluctuations affecting the
invariant mass distribution in data and the consequent impact on the observed vari-
ations, the study shown in Fig. 5.16 is taken into account to assign the systematic
uncertainty related to the correction for the topological variable selection efficiency.



162 Chapter 5. Λ+
c and Σ0,++

c production in pp collisions at
√

s = 13 TeV

Conditions Number of cases

M(pK−π+) bin width 4(†), 8 MeV/c2 2
Low M(pK−π+) edge -30, -20, -10, +0(†), +10, +20 MeV/c2 6
Up M(pK−π+) edge -20, -10, +0(†), +10, +20, +30 MeV/c2 6
Background function 2nd, (†), 3rd, 4th order polynomial 3

Signal σ Free, Fixed to MC(†) 2

Total number of cases 432

TABLE 5.11: Variation of M(pK−π+) distribution fit conditions con-
sidered to quantify the systematic uncertainty associated to the Λ+

c
raw signal measurement. The variations of low and up edge listed
here have to be considered with respect to the default edges used in
the fits shown in Fig. 5.9. The (†) symbol indicates the default config-

uration.

Parameter Value

ΓΣ++
c

1.89+0.09
−0.18 MeV/c2

ΓΣ0
c

1.83+0.11
−0.19 MeV/c2

δM 0.220± 0.013 MeV/c2

Gaussian σ 0.8, 1.0, 1.2 MeV/c2

Background function

D∗+, polynomial of 3rd order, rotation
templates × polynomial of 2nd order,
rotation templates + polynomial of

2nd order
Low ∆M edge 0.14, 0.144, 0.148, 0.152, 0.156 GeV/c2

High ∆M edge
0.184, 0.186, 0.190, 0.195, 0.200, 0.205,

0.210 GeV/c2

TABLE 5.12: Variation of ∆M distribution fit conditions considered to
quantify the systematic uncertainty on the Λ+

c (← Σ0,++
c ) and Σ0,++

c
raw signal measurement.

5.4.3 Raw signal measurement

As described in Sec. 5.2.4, the raw signal of Λ+
c baryons is measured from the

M(pK−π+) distribution from data through a binned likelihood fit with the analyt-
ical function reported in Eq. 5.12. However, the description of the signal peak and
the background profile may not be ideal with the chosen functions. The systematic
uncertainty related to the raw signal measurement is then evaluated by repeating
the M(pK−π+) fits under different conditions in all the pT intervals separately. In
Tab. 5.11 all the considered variations are listed. The histogram bins, which by de-
fault are 4 MeV/c2 wide, are merged to 8 MeV/c2 wide ones before repeating the
fit. Moreover, the considered range for the overall fit is modified, with the lowest
edge that is varied between -30 MeV/c2 and +20 MeV/c2 and the highest edge be-
tween -20 MeV/c2 and +30 MeV/c2 with respect to the default values, in order to
test the sensitivity to the background concavity. Furthermore, higher order poly-
nomials are tested for the background description, and, finally, the fits are repeated
also by leaving free the Gaussian σ of the signal. Considering all these variations,
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FIGURE 5.18: Residual distribution of ∆M distribution with respect
to background parametrization performed with four different func-
tions in the 2 < pT(Λ+

c (← Σ0,++
c )) < 4 GeV/c interval in pp colli-

sions at
√

s = 13 TeV.

the M(pK−π+) binned likelihood fit in each pT interval is repeated more than 400
times. The full outcome of the trials performed on the M(pK−π+) distribution in
the 3 < pT < 4 GeV/c interval is shown in Fig. 5.17. The left panel shows the
Λ+

c → pK−π+ signal measured in each trial. The trials are grouped according to the
background fit function and the Gaussian σ condition adopted in the fit. In partic-
ular, in the first ∼ 200 cases the Gaussian σ is fixed to MC value, while in the last
∼ 200 trials it is left free in the fit. The raw signal measured with the default fit con-
figuration is reported with a solid red line. It is possible to notice that the trials are
distributed around this value. The projection on the y-axis is reported in the right
panel. The root-mean-square error of the distribution is considered to quantify the
systematic uncertainty on the raw signal measurement. In the 3 < pT < 4 GeV/c
interval shown in Fig. 5.17 the root-mean-square is observed to be about 4% of the
distribution mean value, thus a symmetric 4% uncertainty is assigned to the final
measurement. The value of this uncertainty runs between 4% to 11%, depending on
the pT interval, as reported in detail in Tab. 5.13.

With a similar logic, the systematic uncertainty related to the Λ+
c (← Σ0,++

c ) and
Σ0,++

c raw signal measurement coming from the ∆M = M(pKππ)−M(pKπ) distri-
bution fit is quantified by modifying the signal and background function properties.
As described in Sec. 5.2.4, several parameters related to the signal function are fixed
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to the values reported in the PDG [3] or coming from dedicated MC studies. This
is the case for the Breit-Wigner widths ΓΣ++

c
and ΓΣ0

c
, the mass difference between

the two charge states δM and the Gaussian resolution σ. The Breit-Wigner widths
and the δM parameters are varied within their uncertainties, while the Gaussian
σ is changed within ±20%, as reported in the top part of Tab. 5.12. Configura-
tions where the parameters are changed individually, as well as containing multi-
ple variations are considered and the measured raw signal for Λ+

c (← Σ0,++
c ) and

Σ0,++
c is observed to change within 5%. The effects deriving from these variations

are anyway subdominant with respect to what observed in another bunch of trials,
related to the description of the background distribution. The default parametriza-
tion in the 2 < pT(Λ+

c (← Σ0,++
c ), Σ0,++

c ) < 4 GeV/c is provided with a template of
pure combinatorial Σ0,++

c candidates, built with candidate Λ+
c located in the side-

bands of the M(pK−π+) distribution around the expected Λ+
c → pK−π+ signal

that are paired with rotated pions, while for higher pT intervals the background is
described with a polynomial of third order. The choice of using the template in
the lowest pT interval is dictated by the low signal-to-background ratio observed in
the ∆M distribution and the need of correctly parametrise the background trend to
avoid under- or over- estimations of the raw signal measurement. This problem may
emerge if the parametrisation of the background concavity is strongly driven by the
statistical fluctuations as well as by intrinsic background modulations, but also if
the tails of the signal peak are confused with the background distribution and not
counted in the measurement. The template-based approach better describes possi-
ble higher-order modulations of the background distribution that cannot be easily
parametrised with an analytical function. This can be appreciated in Fig. 5.18, where
the residuals with respect to the background for four different parametrisation in
the ∆M range between 0.144 and 0.186 GeV/c2 are shown. In the top-left panel,
the f (∆M) = p1

√
∆M− m̄ep2(∆M−m̄) function, with m̄ = 139 MeV/c2, used for

the D∗+ meson signal measurement [107] is chosen to parametrise the background,
while in the top-right panel a polynomial of third order is adopted. The distribu-
tions shown in the bottom row correspond to the residuals with respect to the back-
ground parametrised with the combinatorial candidate template. The bottom-left
panel refers to the case in which the background template is modulated by a poly-
nomial of 2nd order, where the latter function is used to smoothen the template and
better catch the reconstructed background shape. In this case, the template normal-
ization factor is a free parameter of the fit. The bottom-right panel shows the residual
distribution obtained performing the fit with the double Voigt function to describe
the Λ+

c (← Σ0,++
c ) signal and a polynomial of 2nd order to parametrise the remaining

background after the subtraction of the combinatorial template from the measured
∆M distribution. The combinatorial background template is normalised to match
the ∆M distribution integral in the range 0.170 < ∆M < 0.190 GeV/c2 before the
subtraction. The D∗+ and 3rd order polynomial functions evidently do not appropri-
ately describe the background: in the former case, the residuals show a parabola-like
baseline, which increases for low and high ∆M values, while in the latter case the
residuals show a sinusoidal-like profile. The usage of these functions is particularly
critical if the fit range is enlarged below 0.150 GeV/c2, where the ∆M distribution
quickly drops due to phase-space constraints to the decay kinematics. The template
fit approach provides better performance, as shown in the bottom row, where the
residuals look flat at zero in the sideband region. The description of the background
through the template modulated with a polynomial of 2nd order is preferred with
respect to the other approach. The reason has to be ascribed to the non-trivial nor-
malization of the combinatorial template before subtracting it from the reconstructed



5.4. Systematic uncertainty estimation 165

5 10 15 20
)c (GeV/

T
p

0

1

2

3

4

5

6

7
PY

TH
IA

 M
od

e 
2 

/ D
ef

au
lt 

M
C

 = 13 TeVspp, 

+pK+c

This work

2 4 6 8 10 12 14 16 18 20 22 24
)c (GeV/

T
p

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2

) /
 D

ef
au

lt 
M

C


(a
cc

y


W
ei

gh
te

d 
pr

om
pt

 

PYTHIA Monash
PYTHIA Mode 2

 = 13 TeVspp, 
This work

+pK+c

FIGURE 5.19: Left: ratio between generated pT distribution of Λ+
c

baryons in dedicated PYTHIA simulations with Mode 2 tune and
the same quantity taken from the MC simulations used for the effi-
ciency times acceptance correction. Right: ratios of prompt efficiency
times acceptance after re-weighting the generated pT distribution of
Λ+

c baryons with respect to the same quantity obtained with no re-
weighting.

∆M distribution. Commonly, the normalization is determined from the sideband re-
gion integral, however this approach may be dangerous in case of significant signal
tails around the expected peak. The ∆M fits are repeated with the mentioned back-
ground functions and in the ranges specified in the second part of Tab. 5.12. Only
the cases showing a flat residual shape in the sidebands and making a normalised χ2

not higher than 1.3 are considered to estimate the final value of the systematic uncer-
tainty of the Λ+

c (← Σ0,++
c ) and Σ0,++

c raw signal measurement. According to these
studies, this consists in the main source of systematic uncertainty, decreasing from
25% and 30% for Λ+

c (← Σ0,++
c ) and Σ0,++

c respectively in the 2 < pT < 4 GeV/c in-
terval to 10% in the last pT interval. The description of the background distribution
is observed to provide the dominant contribution for this source of uncertainty.

5.4.4 Generated baryon pT distribution

The αy(acc × ε) term depends significantly on pT, because of the evolution of the
decay kinematics and the impact parameter resolution (see Fig. 3.17(B)). Given the
finite width of the pT intervals considered in the analysis, the efficiency times accep-
tance term changes within. For this reason, the pT distribution of generated baryons
influences the efficiency times acceptance calculation. A systematic uncertainty re-
lated to the pT shape is estimated by changing this distribution according to what
predicted by different models. In particular, the generated pT distribution obtained
from the MC simulations used for the αy(acc× ε) correction (called “default” from
now on) is re-weighted in order to reproduce the shape given by PYTHIA Monash
and Mode 2 tunes. In the left panel of Fig. 5.19 the ratio between the PYTHIA Mode
2 pT distribution of prompt Λ+

c and the same quantity taken from the default MC
simulations is shown. This ratio is used to re-weight the default pT shape in pT in-
tervals that are ∆pT = 200 MeV/c wide, which are much narrower than the ones
used to perform the measurement. A similar procedure is performed also with the
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usage of PYTHIA Monash tune. The variations of the αy(acc× ε) correction factor
of prompt Λ+

c baryons with respect to that obtained from the default pT distribu-
tion are shown in the right panel of Fig. 5.19. When the PYTHIA Monash shape
is adopted, no significant changes are observed on the efficiency times acceptance
correction term, as expected, considering that this tune is one of the default ingre-
dients used in PYTHIA 8, which is the generator chosen for the MC simulations.
Using the PYTHIA Mode 2 pT shape, a maximum variation of 4% is observed in the
1 < pT < 2 GeV/c interval, then the difference quickly decreases with increasing
pT, given that the pT shapes considered in the two cases show a steeper difference at
low transverse momenta. The final systematic uncertainty is estimated as the maxi-
mum variation observed in the αy(acc× ε) correction term. The values are reported
in Tabs. 5.13, 5.14 and 5.15 for Λ+

c baryons, as well as for Λ+
c (← Σ0,++

c ) and Σ0,++
c .

In the two latter cases, the variations show an analogous behaviour with respect to
the one shown in the right panel of Fig. 5.19. In these cases, a maximum variation
of 10% is observed in the 2 < pT < 4 GeV/c interval, then it quickly decreases with
increasing pT.

5.4.5 Bayes PID criterion

As discussed in Sec. 5.2.3, the Λ+
c → pK−π+ candidate reconstruction exploits the

excellent PID capabilities of the TPC and TOF detectors, which responses are mixed
with a Bayesian approach. The systematic uncertainty related to the Λ+

c daughter
track identification is estimated by repeating the measurement using the Bayesian
approach based on the threshold probability criterion and comparing the results
with what obtained using the maximum probability one. The ratios with respect to
the results obtained with the latter strategy, which is chosen as default in the analy-
sis, are shown in Fig. 5.20 for prompt Λ+

c , where the variations of prompt efficiency
times acceptance correction factor (top left), raw signal (top right) and final cross
section (bottom left) are shown. The results obtained with the maximum probability
criterion are compared with the outcome from the usage of the threshold probability
method, where the values 30%, 40%, 50% and 60% for the threshold itself are tested.
As expected, the reconstruction efficiency is higher in case of lower threshold and
this is accompanied by a higher reconstructed yield. Looking at the variations at the
cross section level, a 5% uncertainty is estimated in all the pT intervals. This study
has been repeated also in larger pT intervals, as done for the estimation of the effi-
ciency times acceptance correction systematic uncertainty (see Sec. 5.4.2), to make
sure that the final uncertainty estimate is not influenced by the statistical fluctua-
tions affecting the raw signal measurement. By repeating this study in coarser pT
intervals an overall 5% variation is observed at the level of the final cross section.
For this reason, a 5% systematic uncertainty is assigned to the measurement in all
the pT intervals for Λ+

c , Λ+
c (← Σ0,++

c ) and Σ0,++
c .

5.4.6 Feed-down subtraction

The systematic uncertainty on the Λ+
c prompt fraction derives from the beauty pro-

duction cross-section uncertainty coming from FONLL calculations, as well as the
uncertainty band related to the Λ0

b fragmentation function. For the latter ingredient,
the fit parameters of the fragmentation fraction ratios reported in [310] and men-
tioned in Sec. 5.3.1 are varied within their uncertainties. For pT(Λ0

b) < 5 GeV/c
the lower uncertainty bound of fΛ0

b
was fixed to the value obtained at pT(Λ0

b) = 5
GeV/c, while the upper edge description is parametrised with the pT dependent
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 0.030 FD c  0.001 FD c  0.002 FD c
 0.003 FD c  0.004 FD c  0.005 FD c
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 0.009 FD c  0.010 FD c  0.011 FD c
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 0.021 FD c  0.022 FD c  0.023 FD c
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FIGURE 5.21: Variation of the Σ0,++
c prompt fraction fprompt obtained

changing the fraction of Λ+
c feed-down contributing to Σ0,++

c one.
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pT
(GeV/c)

Raw
signal

αy(acc× ε) PID
Track-

ing
MC pT-
shape

αy(acc× ε)
unc.

Feed-
down

[1, 2) 11% 10% 5% 5% 4% 2% +2%
−3%

[2, 3) 4% 10% 5% 6% 2% 2% +2%
−3%

[3, 4) 4% 10% 5% 6% 1% 1% +3%
−4%

[4, 5) 4% 5% 5% 6% - 1% +4%
−5%

[5, 6) 4% 5% 5% 6% - 1% +3%
−4%

[6, 7) 4% 5% 5% 7% - 1% +4%
−6%

[7, 8) 8% 5% 5% 7% - 1% +4%
−7%

[8, 10) 8% 5% 5% 7% - 1% +4%
−6%

[10, 12)
8% 5% 5% 7% - 2% +5%

−7%

[12, 24)
9% 5% 5% 7% - 2% +7%

−9%

BR 5.1%
L 1.6%

TABLE 5.13: Systematic uncertainties assigned to the prompt Λ+
c

cross section measured in pp collisions at
√

s = 13 TeV.

trend given by the fit. The spread of all these variations determines the uncertain-
ties in the different pT intervals shown in Fig. 5.13 for the Λ+

c prompt fraction, that
increase from about 2-3% at low pT to about 8-9% in the 12 < pT < 24 GeV/c inter-
val, where the prompt fraction is lower. The same source of uncertainty affects the
Λ+

c (← Σ0,++
c ) and Σ0,++

c measurements, but given the high prompt fraction the un-
certainty is observed to be negligible. In these cases, a further source of systematic
uncertainty is studied, namely the hypothesis that the Σ0,++

c baryon feed-down from
beauty hadrons corresponds to 3% of Λ+

c feed-down. As discussed in Sec. 5.3.1, this
percentage was obtained with dedicated PYTHIA 8 simulations and the hypothesis
assumed to compute the uncertainty is that the simulation may fail by a factor ≤ 2
in determining the correct feed-down fraction. For this reason, the fprompt quantity
for Λ+

c (← Σ0,++
c ) and Σ0,++

c is recomputed assuming different percentages from 0%
up to 6%. The ratios of Σ0,++

c prompt fractions under different hypothesis with re-
spect to the fprompt obtained considering 3% of the Λ+

c feed-down are shown in Fig.
5.21. As expected, the prompt fraction increases for lower values of percentage and it
gradually decreases with increasing Λ+

c feed-down considered. The systematic un-
certainty assigned to the final measurement is estimated as the maximum observed
variation and it is assigned asymmetrically, assuming an underestimation from the
PYTHIA simulations. The maximum observed effect amounts to 2%, as reported in
Tabs. 5.14 and 5.15.

5.4.7 Summary of systematic uncertainties

The systematic uncertainties assigned to the Λ+
c , Λ+

c (← Σ0,++
c ) and Σ0,++

c cross sec-
tions measured in pp collisions at

√
s = 13 TeV are listed in Tabs. 5.13, 5.14 and
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FIGURE 5.22: Systematic uncertainties assigned to the prompt Λ+
c ,

Λ+
c (← Σ0,++

c ) and Σ0,++
c cross sections measured in pp collisions at√

s = 13 TeV.
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pT
(GeV/c)

Raw
signal

αy(acc× ε) PID
Track-

ing
MC pT-
shape

αy(acc× ε)
unc.

Feed-
down

[2, 4) 25% 10% 5% 7% 10% 6% +0%
−1%

[4, 6) 15% 5% 5% 8% 4% 5% +0%
−1%

[6, 8) 10% 5% 5% 9% - 6% +0%
−2%

[8, 12) 10% 5% 5% 9% - 7% +0%
−2%

BR 5.1%
L 1.6%

TABLE 5.14: Systematic uncertainties assigned to the prompt Λ+
c (←

Σ0,++
c ) cross section measured in pp collisions at

√
s = 13 TeV.

pT
(GeV/c)

Raw
signal

αy(acc× ε) PID
Track-

ing
MC pT-
shape

αy(acc× ε)
unc.

Feed-
down

[2, 4) 30% 10% 5% 7% 10% 7% +0%
−1%

[4, 6) 15% 5% 5% 8% 4% 5% +0%
−1%

[6, 8) 10% 5% 5% 9% - 5% +0%
−1%

[8, 12) 10% 5% 5% 9% - 6% +0%
−2%

BR 5.1%
L 1.6%

TABLE 5.15: Systematic uncertainties assigned to the prompt Σ0,++
c

cross section measured in pp collisions at
√

s = 13 TeV.

5.15 and they are also shown graphically in Fig. 5.22. The total uncertainty on the
prompt Λ+

c cross section is dominated by the raw signal extraction and efficiency
times acceptance correction at low pT, then at higher transverse momenta the track-
ing uncertainty becomes one of the dominant sources. Similar arguments are valid
for the Λ+

c (← Σ0,++
c ) and Σ0,++

c cases, where the relative contribution of the raw
signal measurement source is much more relevant, as discussed in Sec. 5.4.3. In
addition to the sources described in detail in the previous Sections, another source
of systematic uncertainty assigned to the final measurement is the statistical uncer-
tainty on the prompt efficiency times acceptance (“αy(acc× ε) unc.” in Tabs. 5.13,
5.14 and 5.15), which is strictly related to the statistics used in the MC simulations.
This uncertainty stays within 2% in the case of prompt Λ+

c and runs between 5% and
7% for Λ+

c (← Σ0,++
c ) and Σ0,++

c baryons, depending on the pT interval. Moreover,
uncertainties related to the BR(Λ+

c → pK−π+) and the luminosity L are assigned
in all the pT intervals and they amount to 5.1% and 1.6% respectively. The total
systematic uncertainty assigned to the measured cross sections corresponds to the
quadrature sum of the values related to the different sources, which are considered
as non-correlated.
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5.5 Cross section of prompt baryons in pp collisions at
√

s =
13 TeV

The pT-differential production cross sections of prompt Λ+
c , Λ+

c (← Σ0,++
c ) and Σ0,++

c
are measured with the procedure indicated in Eq. 5.16. The production cross sec-
tions measured in this analysis (blue) are shown in panel (A), (B) and (C) of Fig.
5.23, respectively, and they are compared to the results obtained from the analysis
of the pK0

S decay channel (light blue). The vertical lines correspond to the statistical
uncertainty, while the empty boxes quantify the total systematic uncertainties. The
production cross sections measured in the two Λ+

c decay channels are compatible
within the statistical and systematic uncertainties (see smaller bottom panels in Fig.
5.23 (A), (B) and (C)) and they both contribute to the results published in [313]. The
cross sections of Λ+

c (← Σ0,++
c ) and Σ0,++

c are multiplied by 3/2 to quantify the pro-
duction of Λ+

c (← Σ0,+,++
c ) and Σ0,+,++

c , assuming an isospin symmetry among the
three charge states of Σc. To obtain a more precise result, the cross sections mea-
sured in the two Λ+

c decay channels are averaged following the procedure already
adopted for previous measurements [108, 178]. This method makes use of the un-
correlated uncertainties between the two results to define the weights to average
them. The sources of uncertainty considered as uncorrelated between the two Λ+

c
channels are the statistical and all those related to the raw signal measurement, the
selection efficiency correction, the PID efficiency correction and the uncertainties on
the efficiency times acceptance term. The uncertainties related to the branching ra-
tios of Λ+

c channels are considered as partially correlated, given a linear correlation
between the Λ+

c → pK−π+ and the Λ+
c → pK0

S channels of 54% [3]. The weights
associated to each of the two measurements are quantified considering the relative
uncertainty of all the sources assumed as uncorrelated. The choice of using the rela-
tive values instead of the absolute ones has to be ascribed to the fact that the values
of the systematic uncertainty of each single source are assigned as relative. Never-
theless, similar results are obtained by computing the average with weights defined
by the absolute uncertainties. The average cross section of the baryon H is calculated
as

〈σH(pT)〉 = ∑
i

wi(pT)σH,i(pT) , (5.22)

where the index i indicates the result obtained employing either the Λ+
c → pK−π+

or the Λ+
c → pK0

S decay channel. The term wi indicates the weight associated to the
i-th cross section, which is computed as:

wi(pT) =
∑k
(
V−1

x
)

ik

∑jk

(
V−1

x

)
jk

. (5.23)

The term Vx indicates the covariance matrix between the two measurements, which
corresponds to the 2× 2 symmetric matrix defined by:

Vx(pT) =

(
syst2

pK−π+(pT) + stat2
pK−π+(pT) r · σpK−π+(pT)σpK0

S
(pT)

r · σpK−π+(pT)σpK0
S
(pT) syst2

pK0
S
(pT) + stat2

pK0
S
(pT)

)
, (5.24)

where “stat” indicates the statistical uncertainty, “syst” the uncorrelated systematic
uncertainties, σpK−π+,pK0

S
the uncertainty related to the BR(pK−π+) and BR(pK0

S) re-
spectively and r is the linear correlation between them. The out-of-diagonal terms
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(D) Cross section of prompt Λ+
c (←Σ0,++

c ) di-
vided by the one of prompt Λ+

c ratio scaled by
3/2.

FIGURE 5.23: Production cross section of (A) prompt Λ+
c , (B) prompt Λ+

c (←
Σ0,+,++

c ) and (C) prompt Σ0,+,++
c in pp collisions at

√
s = 13 TeV. The latter

two results are obtained scaling by a factor 3/2 the Λ+
c (← Σ0,++

c ) and Σ0,++
c

production cross sections measured in this work. The ratio between the prompt
Λ+

c (← Σ0,+,++
c ) and prompt Λ+

c is shown in panel (D). The work described in this
thesis produced the results in the Λ+

c → pK−π+ channel, which are published
with the ones obtained in the Λ+

c → pK0
S channel in [313]. In panels (A), (B) and

(C) the ratio between the results obtained in the two Λ+
c decay channels is shown.

Only the uncertainties related to the sources assumed as uncorrelated between the
two Λ+

c decay channels (see text) are considered in the ratio.
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quantify the covariance between the two cross sections, which is given by the lin-
ear correlation between the branching ratios of the two Λ+

c decay channels. The
same procedure is used to measure the weighted average of the Λ+

c (← Σ0,++
c )/Λ+

c
ratio, which is shown in the panel (D) of Fig. 5.23. In this case, in order to bet-
ter exploit the cancellations of the uncertainties related to the sources assumed as
correlated between numerator and denominator, this ratio is computed separately
in the Λ+

c → pK−π+ and Λ+
c → pK0

S decay channels before computing the aver-
age. In this way, the systematic uncertainties related to the topological variables and
PID selection efficiency corrections can be partially cancelled between numerator
and denominator, given the strict correlation among the selections used to recon-
struct the baryons within the same Λ+

c decay channel. Also the tracking systematic
uncertainties and those related to the prompt fraction are assumed to be fully cor-
related. In this case, the out-of-diagonal term of the covariance matrix Vx is null,
since the branching ratio cancels out in the ratio between Λ+

c (← Σ0,++
c ) and Λ+

c
performed in the same decay channel. Therefore the weight wi corresponds to the
inverse of the quadrature sum of relative values of statistical and uncorrelated sys-
tematic uncertainties. The weighted averaged of the production cross section of
prompt Λ+

c , Λ+
c (← Σ0,+,++

c ) and Σ0,+,++
c as well as the weighted average of the

Λ+
c (← Σ0,+,++

c )/Λ+
c ratio are shown with the red colour in Fig. 5.23. The systematic

uncertainty related to each source is calculated according to the correlation of the
given source between the two decay channels. In particular:

• the statistical uncertainty and the systematic uncertainties associated to sources
assumed as uncorrelated between the Λ+

c → pK−π+ and the Λ+
c → pK0

S decay
channels are propagated with the following formula:

err.uncorr.
〈σH〉 (pT) =

√(
wpK−π+ · err.uncorr.

pK−π+

)2
(pT) +

(
wpK0

S
· err.uncorr.

pK0
S

)2
(pT)

wpK−π+(pT) + wpK0
S
(pT)

;

(5.25)

• the systematic uncertainties associated to sources assumed as fully correlated
between the Λ+

c → pK−π+ and the Λ+
c → pK0

S decay channels are propagated
with the following formula:

err.corr.
〈σH〉(pT) =

(
wpK−π+ · err.corr.

pK−π+

)
(pT) +

(
wpK0

S
· err.corr.

pK0
S

)
(pT)

wpK−π+(pT) + wpK0
S
(pT)

; (5.26)

• the uncertainty of the branching ratios related to the Λ+
c → pK−π+ and Λ+

c →
pK0

S channels are considered as partially correlated and are propagated with
the following formula:

err.uncorr.
〈σH〉 (pT) =

(wpK−π+ · err.uncorr.
BR(pK−π+)

wpK−π+ + wpK0
S

)2

(pT)

+

(wpK0
S
· err.uncorr.

BR(pK0
S)

wpK−π+ + wpK0
S

)2

(pT)

+
2r · wpK−π+wpK0

S
err.BR(pK−π+)err.BR(pK0

S)(
wpK−π+ + wpK0

S

)2 (pT)


1/2

. (5.27)
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FIGURE 5.24: Left: Λ+
c /D0 cross section ratio measured in pp col-

lisions at
√

s = 13 TeV compared to model predictions [179, 187,
190, 200] and to the results measured in pp collisions at

√
s = 5

TeV [108, 109]. Right: Σ0,+,++
c /D0 cross section ratio measured in

pp collisions at
√

s = 13 TeV compared with model predictions
[179, 187, 190, 200]. Figures from [313].

The total systematic uncertainty on the average result corresponds to the quadra-
ture sum of the values related to the different sources, which are considered uncor-
related by definition. The systematic uncertainty related to the BR are represented
separately with a shaded-filled box for each pT interval.

5.5.1 Charm hadron cross section ratios

The prompt Λ+
c and Σ0,+,++

c cross sections deriving from the average procedure de-
scribed in the previous Section are divided by the production cross section of prompt
D0 meson in pp collisions at

√
s = 13 TeV [313]. In the ratios, shown in Fig. 5.24, the

systematic uncertainties of the tracking and luminosity are considered as correlated
and they cancel partly and completely, respectively. The feed-down uncertainty is
propagated as partially correlated, depending on each source contributing to it. The
FONLL-related uncertainty is correlated among charm hadrons and it is partly can-
celled out in the ratio, while the contribution deriving from the assumption on the
Λ+

c feed-down fraction for the calculation of fprompt of Σ0,+,++
c is propagated as un-

correlated in the ratio. The values from all the other sources of uncertainty are prop-
agated as fully uncorrelated between numerator and denominator. The Λ+

c /D0 ratio
decreases with increasing pT and it is significantly larger than the results in e+e− and
e−p collisions at different collision energies [322–328], where the ratio is about 0.12.
A similar trend is observed for the results in pp collisions at the two energies, which
are compatible within uncertainties. A similar ordering among collision systems is
observed also looking at the Σ0,+,++

c /D0 ratio. In pp collisions, it is close to about
0.2 for 2 < pT < 6 GeV/c, then it decreases at about 0.1 at higher transverse mo-
menta, but with the current uncertainties no definitive conclusions can be driven
about the pT dependence. However, an enhancement of a factor of about ×10 is ob-
served with respect to e+e− collisions at

√
s = 10.52 GeV: from Table IV in Ref. [114]

a value of about 0.17 can be evaluated for the Σ0,+,++
c /Λ+

c and, consequently, the
Σ0,+,++

c /D0 ratio amounts to about 0.02. These values show a remarkable difference
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between e+e− collisions and pp events at the LHC. This is corroborated by the com-
parison of the experimental results to the PYTHIA 6 and PYTHIA 8 predictions. The
e+e− results [114] are reasonably described by the default tune, while the Monash
tune is not able to describe the measurements in pp collisions. For both Λ+

c /D0 and
Σ0,+,++

c /D0 ratios in pp collisions the PYTHIA 8 Monash tune significantly underes-
timates the experimental results, furthermore the predictions do not describe the pT
dependence of the measurements. Moreover, a larger discrepancy between Monash
and data is observed for the Σ0,+,++

c /D0 ratio, note the factor ×10 applied on the
model prediction to make it more visible in Fig. 5.24. In the left panel of Fig. 5.25
the Λ+

c (← Σ0,+,++
c )/Λ+

c cross section ratio measured in pp collisions at
√

s = 13
TeV is shown, compared to the predictions from several model calculations. This
ratio quantifies the fraction of Λ+

c baryons deriving from Σ0,+,++
c , measured for the

first time ever in hadronic collisions. Similarly to what already observed for the
Σ0,+,++

c /D0 ratio, the experimental result decreases from about 0.4 for 2 < pT < 6
GeV/c to about 0.3 at higher transverse momenta. An integrated value for this ratio
is calculated in the transverse momentum range considered for the measurement of
Λ+

c (← Σ0,+,++
c ) as:

Λ+
c (← Σ0,+,++

c )

Λ+
c

∣∣∣∣∣
2<pT<12 GeV/c

=
∑i ∆pi

T ·Λ+
c (← Σ0,+,++

c )(pi
T)

∑i ∆pi
T ·Λ

+
c (pi

T)
, (5.28)

where the index i refers to the i-th transverse momentum interval. For the mea-
surement of the integrated cross section, the statistical uncertainty as well as the
systematic uncertainty related to the raw signal measurement are assumed as fully
uncorrelated among the pT intervals, while the other sources are treated as fully
correlated. From this calculation, the integrated Λ+

c (← Σ0,+,++
c )/Λ+

c ratio in the
2 < pT < 12 GeV/c range corresponds to 0.38± 0.06(stat.)± 0.06(syst.), which is
significantly higher than the Σ0,+,++

c /Λ+
c ratio from Belle that amounts to 0.17. The

experimental result is also significantly larger than the PYTHIA 8 Monash curve,
which predicts a value of about 0.13 independently of the baryon pT. These compar-
isons are in line with the enhancement observed for the Σ0,+,++

c /D0 ratio, showing
a larger relative difference among collision systems with respect to the Λ+

c /D0 ratio.
The larger Λ+

c prompt feed-down from Σ0,+,++
c decays observed in pp collisions at

the LHC partially explains the Λ+
c /D0 difference with e+e− and e−p results.

The charm hadron cross section ratios are compared to the predictions from the
model calculations [179,187,190,200] described in Sec. 2.3.2. Given the uncertainties
assigned to the measured ratios, the predictions from PYTHIA 8 modes implement-
ing the colour reconnection beyond leading colour approximation, from the Catania
model and the SHM+RQM describe the measured Λ+

c /D0 and Σ0,+,++
c /D0 ratios.

The data are also compared to the Quark Coalescence Model (QCM [200]), accord-
ing to which the charm quarks produced in the hard scattering can coalesce with
light quarks at equal velocity. This model uses the Λ+

c /D0 ratio measured in pp
collisions at

√
s = 7 TeV to set the total charm baryon-to-meson ratio. The pre-

diction well describes the pT trend and the magnitude of Λ+
c /D0, Σ0,+,++

c /D0 and
Λ+

c (← Σ0,+,++
c )/Λ+

c ratios within the uncertainties. The latter result is significantly
overestimated by the PYTHIA 8 modes, which in addition foresees a pT dependence
that is significantly steeper with respect to the measured one. This discrepancy be-
tween the model and the data suggests that the model still misses some ingredients
in the full description of the Λ+

c baryon production and that a further tuning of the
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FIGURE 5.25: Left: Λ+
c (← Σ0,+,++

c )/Λ+
c cross section ratio mea-

sured in pp collisions at
√

s = 13 TeV compared to model predictions
[179,187,190,200]. Figure from [313]. Right: Ξ0

c/Λ+
c and Ξ0,+

c /Σ0,+,++
c

cross section ratio measured in pp collisions at
√

s = 13 TeV com-
pared to model predictions [179, 187, 190]. Figure from [312].

PYTHIA parameters involving the charm quark reconnection via junction topolo-
gies, as discussed in Sec. 2.3.2, is necessary to possibly validate this as the core pro-
cess that removes the assumed suppression in the Σ0,+,++

c baryon formation in e+e−

and e−p collisions [114, 179]. The production of Σ0,+,++
c states is not penalised by

any process in the calculations of QCM, Catania and SHM+RQM. In particular, the
fact that the three measured ratios well agree with the predictions of the SHM+RQM
model may suggest that higher-mass excited state charm baryons not yet observed
exist and are produced more abundantly in pp collisions at the LHC energies than
in e+e− and e−p collisions.

The production of Λ+
c and Σ0,+,++

c baryons in hadronic collisions at the LHC is
compared with that of Ξ0,+

c in the same collision system and energy. Differently from
Λ+

c and Σ0,+,++
c , the Ξ0,+

c baryons include a strange quark, whose presence may in-
fluence the charm baryon production. In the right panel of Fig. 5.25 the Ξ+

c /Λ+
c and

Ξ0,+
c /Σ0,+,++

c baryon ratios measured in pp collisions at
√

s = 13 TeV are shown,
together with the predictions from the theory groups mentioned above [312]. The
Ξ+

c /Λ+
c ratio is approximately at 0.5 and it does not show a significant pT depen-

dence within the current uncertainties. Differently to what observed before, the
Ξ+

c /Λ+
c charm baryon ratio is significantly underestimated by most of the models.

Only the Catania model, which assumes that the charm quark hadronizes via both
fragmentation and coalescence with lighter quarks, gets closer to the measurement,
even if it misses the data by about a factor 2. On the other hand, the Catania model
describes the measured Ξ0,+

c /Σ0,+,++
c ratio within uncertainties and the same holds

for the PYTHIA 8 Monash tune. In the latter case, the agreement between the mea-
sured ratio and the model prediction is consistent with the fact that the Monash tune
underestimates both the Ξ0,+

c /D0 and Σ0,+,++
c /D0 ratios by the same amount in all

the pT intervals [312]. For both ratios, the PYTHIA 8 modes implementing colour
reconnection beyond leading colour approximation, the SHM+RQM model and the
QCM model significantly underestimate the measured ratios, differently from what
observed for the Λ+

c (← Σ0,+,++
c )/Λ+

c charm baryon ratio. Similarly, the Ξ0,+
c /D0

ratio in the same collision system and energy (not shown here) looks significantly
larger to what predicted by model calculations. Also in this case, only the Catania
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model is able to get closer to the data and to reproduce the measured pT dependence
of the Ξ0,+

c /D0 ratio within the uncertainties [312].

5.6 Conclusions and outlook

The production cross section of prompt Λ+
c , Λ+

c (← Σ0,+,++
c ) and Σ0,+,++

c charm
baryons has been measured in pp collisions at

√
s = 13 TeV. In the work presented

in this thesis, the charm baryon production is measured via the reconstruction of
Λ+

c → pK−π+ decays and it contributes to the final measurement, corresponding
to the average performed with the results coming from the Λ+

c → pK0
S decay chan-

nel reconstruction [313]. The Λ+
c /D0, Σ0,+,++

c /D0 charm baryon-to-meson ratios
and the Λ+

c feed-down from Σ0,+,++
c are significantly larger than what observed in

e+e− and e−p collisions. These results are compared to several model predictions,
assuming that the charm quark can hadronise via different mechanisms compared
to the conventional string fragmentation in e+e− collisions. Within the current un-
certainties, several theoretical models describe the data and suggest that different
scenarios for the charm quark hadronisation are possible. According to this com-
parison, the charm baryon production may take advantage from the introduction
of junction topologies, which remove any penalty in the formation possibly arising
from diquarks quantum numbers and symmetries, as implemented in PYTHIA 8
modes including colour reconnection beyond leading colour approximation. Fur-
thermore, the agreement with Catania and QCM models supports the hypothesis
that the charm quark can coalesce with lighter quarks produced in the collision,
enhancing the charm baryon production expected in a scenario only with hadroni-
sation via fragmentation. Finally, a possible enhancement of the charm baryon pro-
duction may come from the decay of yet-unobserved excited charm baryon states,
whose presence is foreseen by the RQM model and with relative abundances dic-
tated by statistical weights.

Despite the insight provided by the results discussed in this thesis, further ef-
forts from both the experimental and theoretical sides are mandatory to address the
yet unresolved aspects. In particular, the comparison between data and models for
the ratios of charm hadrons does not provide a clear picture, given the significant
lack for models in describing the particle relative abundance of Ξ0,+

c with respect to
other charm hadrons. Moreover, differential measurements as a function of event
multiplicity in pp collisions showed that for transverse momenta in the interval
2 < pT < 8 GeV/c the prompt Λ+

c /D0 ratio measured in pp collisions smoothly
increases to the values observed in p–Pb and Pb–Pb collisions [329]. In this context,
pushing this kind of measurement down to low event multiplicities may help to fur-
ther investigate the transition from e+e− to pp collisions. The ALICE experiment
upgrade will ensure better performances of the full apparatus, to be fully exploited
during the next data-taking campaigns. Given the improved detector granularity
and resolution, as well as the larger expected statistics, the Run 3 and Run 4 of LHC
will be crucial to improve the precision of the charm hadron production measure-
ments and will open new frontiers in the measurement of heavy hadrons. Precise
measurements of Λ+

c , Σ0,+,++
c and Ξ0,+

c charm baryon production will be granted by
the larger statistics and the possibility to precisely measure the production of heavier
(multi-)charm baryons as Ω0

c , Ξ+
cc, Ξ++

cc and Ω0
cc may become accessible also thanks to

future experiments, like ALICE 3 [330]. Recently, the LHCb and CMS experiments
measured the production of Ξ++

cc [331], B+
c and B(∗)

c (2S) [332] hadrons in pp colli-
sions at

√
s = 13 TeV, but more differential and precise measurements are required
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to further understand the charm quark hadronisation in hadronic collisions at the
LHC.
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Chapter 6

Future prospects for charm baryon
production measurements with the
ALICE experiment

As discussed in the previous Chapter, a complete understanding of the charm quark
hadronisation mechanisms in hadronic collisions at TeV scales requires an experi-
mental effort aimed at measuring the production of several charm-baryon species
in pp and Pb–Pb collisions. With the recorded statistics and the apparatus available
so far, the Λ+

c production could be measured in transverse momentum intervals
∆pT = 1 GeV/c wide down to pT = 1 GeV/c in pp collisions at

√
s = 5.02, 13

TeV and p–Pb collisions at
√

sNN = 5.02 TeV [108, 109, 313]. Furthermore, the Ξ0
c

baryon production has been recently measured in pp collisions at
√

s = 5.02, 13
TeV [311, 312] down to pT = 1 GeV/c also thanks to the exploitation of Machine
Learning techniques. On the other hand, the Ξ+

c baryon production in pp collisions
at
√

s = 13 TeV was measured only above pT = 4 GeV/c with a very limited statis-
tical precision. Another possible Ξ+

c decay channel not yet explored with the ALICE
detector is the Ξ+

c → pK−π+ one, that corresponds to the same final state of the
Λ+

c measurement in pp collisions at
√

s = 13 TeV described in the previous Chap-
ter. The Ξ+

c → pK−π+ is Cabibbo suppressed, but it has been already adopted by
the LHCb experiment to measure the Ξ+

c [333]. In addition, the branching ratio of
this decay channel is not well determined, as discussed later in this Chapter. The
measurement of charm baryon production in hadronic collision would significantly
benefit from the improvement of the spatial resolution of the apparatus and from a
larger collected statistics during the Run 3 and 4 at the LHC.

The Chapter is organised as follows. In Section 6.1 a few pilot studies about the
Ξ+

c → pK−π+ decay channel reconstruction in the Run 2 pp collision sample at√
s = 13 TeV collected in 2016, 2017 and 2018 based on the exploitation of machine

learning techniques are described. In Section 6.3 more details about the ITS detec-
tor upgrade in Run 3 and Run 4 are delivered. Finally, the Chapter is concluded
by Sections 6.5 and 6.6, where some performance studies about the expected signif-
icance for the Ξ+

c → pK−π+ signal measurement in Pb–Pb collisions at
√

sNN = 5.5
TeV with the upgraded ITS and the reconstruction of Ω0

c → Ω−π+ decays in Run 4
respectively are presented.

6.1 Search for Ξ+
c → pK−π+ signal in pp collisions at

√
s =

13 TeV with machine learning techniques

As also shown in Chapter 5 for the Λ+
c → pK−π+ and Σ0,++

c → Λ+
c π−,+ cases, the

reconstruction and isolation of rare signals is typically challenged by the presence
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FIGURE 6.1: Example of training performances for a supervised
learning algorithm. Left: output score discribution for two classes

of events. Right: Receiver Operating Characteristics curve.

of a huge combinatorial background. The real decays are characterised by a specific
event topology and selection criteria on the decay variables can be exploited to reject
the background and increase the signal purity. The application of tight selections is
often accompanied by a huge loss of signal, which may negatively counterbalance
the gain from the background rejection and prevent the observation of a significant
signal. Therefore, the optimisation of the selection criteria is a delicate task, which is
usually treated with multivariate techniques in high-energy physics analyses.

In this thesis, a multivariate approach with the Toolkit for Multi-Variate Anal-
ysis (TMVA) [334] package in ROOT was employed as an attempt to isolate the
Ξ+

c → pK−π+ signal in the pp collision sample at
√

s = 13 TeV used in Chapter
5. Given a proper decay length of about cτ ' 136.6 µm [3], which is more than
twice the Λ+

c one (see Tab. 5.4), the Ξ+
c reconstruction may hugely benefit from the

selections on topological variables. Moreover, the Ξ+
c reconstruction in the pK−π+

channel may significantly profit from the better pointing resolution and secondary
vertex determination provided by the upgraded ITS (see Sec. 6.3), then the studies
described in this Section may be preparatory for future analyses. In the next Section
an introduction to the machine learning tools adopted in this work is provided, then
the application to the Ξ+

c → pK−π+ physics case is described.

6.1.1 Machine learning

The machine learning (ML) is a branch of the artificial intelligence (AI) dealing with
algorithms (also called models) that “learn” to perform a task. The two most common
tasks addressed with this tool are classification problems, where the discrimination
among two or more classes of events is asked, and regression problems, where the
algorithm provides predictions according to the input data. The separation of real-
decay events from combinatorial background ones is a typical binary-classification
problem in high-energy physics. Such classification is possible thanks to the super-
vised learning of an algorithm, which is educated to distinguish the different classes
of events present in a labelled dataset.

The algorithm education is called training and it represents the stage in which the
model learns how to classify the data according to a set of examples, called training
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sample, for which the belonging class is known a priori. This step is fundamental to
establish the model parameter configuration, determined as that providing the best
event classification in the training sample according to its properties, called features.
In case of the reconstruction of Ξ+

c → pK−π+ decays, the features of each event in-
clude the topological variables and the PID signals of daughter tracks, as discussed
later. Ideally, the algorithm learns general patterns specific of the different classes,
so that it can be employed to classify unlabelled datasets. The output of the model is
a score, a numerical value that is calculated for each event according to the features.
This value is used to decide which class each event of an unknown dataset belongs
to, comparing it with a fixed threshold. In the left panel of Fig. 6.1 an example of
output score distributions for two separate classes of events after the training of a
supervised learning algorithm is shown. All the events with a score lower (higher)
than the threshold value are classified as belonging to the “class 1” (“class 2”). The
accuracy of such discrimination is related to the shape of the score distributions and
the threshold value itself. Considering the example in the left panel of Fig. 6.1, set-
ting the threshold at -10 the class discrimination is not performed, since all events are
classified as belonging to the “class 2”, while fixing the threshold at 7 all the “class 1”
are correctly classified, but a huge fraction of “class 2” events is misclassified. This
behaviour is driven by the intersection between the output score distributions of the
two classes, which would be completely separated in case of a perfectly discriminat-
ing algorithm. In general, the application of a threshold determines the fraction of
well classified and misclassified events for each class, which can be used to evaluate
the discrimination power of the trained model. Labelling as “negative” the “class
1” and as “positive” the “class 2”, each negative event classified as a negative or
positive is defined true negative (TN) and false positive (FP), respectively, while each
positive event in the two cases is defined false negative (FN) and true positive (TP),
respectively. According to this, it is possible to define these two quantities:

TPR =
∑ TP

∑ TP + ∑ FN
, FPR =

∑ FP
∑ FP + ∑ TN

. (6.1)

The true positive rate (TPR) defines the fraction of correctly classified positive events,
while the false positive rate (FPR) corresponds to the fraction of negative events clas-
sified as positive. An idea of the discrimination capability of a binary-classification
algorithm is provided by the area under the Receiver Operating Characteristics (ROC)
curve, shown in the right panel of Fig. 6.1. This curve is defined as the TPR as a func-
tion of the FPR and it is built by scanning all the possible threshold values within the
output score range of the two classes. It would correspond to a constant at unity in
case of a perfectly discriminating algorithm, namely if the output score distributions
were perfectly separated, and the area under curve (AUD) would be equal to unity.
In case of equal output score distributions for the two classes, the ROC curve would
correspond to the bisector of the Cartesian plane (grey dashed line) and the area
under it would be 0.5. In the latter case, the model would be completely useless,
since each event would be randomly classified as positive or negative. Normally,
a trained algorithm is characterised by a ROC AUC between 0.5 and 1 and algo-
rithms with ROC AUC close to unity are normally preferable. This number just gives
an indication of the overall separation power of the model independently from the
threshold employed for the classification, moreover it is not sensitive to the relative
abundances of the two classes. The performances of the trained model are usually
evaluated during the testing procedure by applying the model on a test sample. Also
in this case the belonging class of each event is known a priori, but the dataset is
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FIGURE 6.2: Structure of a decision tree built to distinguished signal
events (S) from background ones (B). Figure from [334].

independent from the training one. The goal of this stage is to assess the model dis-
crimination capabilities on a dataset independent from the training one, validating
the algorithm before the usage on a completely unknown dataset. The testing on the
training sample would not be significant, since the algorithm easily classifies events
that has already seen. Furthermore, the testing stage is very important to evaluate
the quality of the training. In case of a well-trained model, the output score distribu-
tions of the test sample events should be close to those from the training sample and
the ROC curve after the two stages should coincide. A problematic case is instead
when the ROC AUC from the training is higher than the testing one. In this case, the
model is declared as overtrained, meaning that the model learnt how to classify the
events in the training samples without extrapolating the general patterns from the
classes. As a consequence, the application of the model to an independent dataset
does not provide the same separation power, since the learning was too much based
on the training sample fluctuations. In this situation, the training procedure needs
to be repeated with a different parameter configuration or with a revised training
sample. Once the algorithm is trained and tested, it is ready for the application on a
completely unknown sample. The employment of this model would provide a dis-
crimination among the classes with the performances evaluated during the previous
stages.

In the context of this analysis, the separation between the Ξ+
c → pK−π+ signal

and the background can be identified as a binary classification model. The training
and testing samples are formed by Ξ+

c → pK−π+ signal generated with Monte Carlo
simulations and combinatorial background formed by fake pK−π+ triplets from a
small subset of data, then the model is applied on data to search for the Ξ+

c →
pK−π+ signal.
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6.1.2 Boosted Decision Trees (BDT)

A commonly used algorithm in binary classification problems is the Boosted Decision
Trees (BDT) one, whose building block is the Decision Tree (DT) [335]. A DT corre-
sponds to a sequential model combining a series of simple tests to distinguish two
classes of events according to their features. The typical structure of a DT is shown
in Fig. 6.2, where the signal (S) and background (B) correspond to the two classes of
events to be distinguished. The tree develops from a root node where a first test is
performed. Such a test corresponds to the comparison of a numeric feature with a
threshold value established to separate the two classes. A single event is then sent
to either of the two directions before being subject to another “left/right” test based
on a different feature. The sequence of these binary classifications stops when the
stopping criterion, established a priori by the user, is fulfilled. The logic behind this
classifier is quite simple, since the decision taken at each node is understandable.
The construction of a DT takes place automatically during the training step and a
commonly used variable at this stage is the so-called Gini index, defined as:

Gini =

(
N

∑
i=1

wi

)
P(1− P) , (6.2)

where wi is the weight of the i-th event and P is the signal purity in the consid-
ered node. The criterion for the best splitting consists in minimizing the Gini index
difference between the parent and children nodes, namely:

C = Gini −
(

Gleft child
ini + Gright child

ini

)
. (6.3)

Such minimisation is performed sequentially, looking for the features and selection
criteria providing the best splitting at each node. In this way, big DTs may be built
to well classify the training dataset, but the risk that the algorithm does not catch
the general patterns characterising the two classes is high. For this reason, the DT
depth is usually constrained to avoid the overtraining. However, the discrimination
power of a small DT is limited and the algorithm stability may be severely changed
by a small fluctuation in the training dataset. In order to build a robust model with
a good discrimination power, more DTs may be used and the final classification is
performed by combining the outcome of all the DTs. A Random Forest [336] exploits
the usage of several DTs and provides a classification according to the (weighted)
average of the outcomes from all the DTs in the forest. A ranking among all the
possible features describing the training dataset can be done basing on the frequency
of use of each feature in the DTs creation. This ranking is particularly interesting
in high-energy physics analyses, where the features correspond to variables with a
precise physical meaning and the more important ones should be those that better
differentiate the signal and background events.

The creation of hundreds of independent trees may be demanding in terms of
computational resources. Moreover, one may naturally expect that adding a new DT
helps to improve the discrimination power of the whole algorithm, without being
a copy of the previous classifier that does not improve the classification. For this
reason boosting techniques are usually adopted. In such procedures the DTs are built
sequentially, trying to add a new DT that compensates the lacks of the previous
classifier. This is based on the event re-weighting, with the goal of increasing the
importance of the events misclassified by the previous classifier so that the new one
will take more care of them. The BDT model corresponds to the ensemble of these
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FIGURE 6.3: Schematic sketch representing the AdaBoost boosting
algorithm logic. Left: original dataset of “+” and “-” signs. Middle:
first classifier that misses three “+” signs, classifying them as “-” ones.
Right: second classifier. Notice that it correctly classifies the three “+”
signs missed by the previous classifier, even if now new elements are
wrongly classified. They will be treated in priority by the following

classifier.

trees and its response is more stable than a single DT with respect to the training-set
fluctuations. The BDT provides an output score that is related to the outcome of each
DTs, called weak learners in this context, according to the boosting algorithm. The
most popular one is called Adaptive Boost (AdaBoost) [337] and this is the algorithm
adopted in this work. In the following, a typical explanation of the algorithm is
presented. Calling x the set of features characterising an event and y the known
class label of the training data (e.g.: +1: signal; -1: background), then each event can
be indicated with the pair (xi, yi). Considering the t-th classifier (i.e.: decision tree)
it is possible to define a misclassification rate εt on m events as:

εt =
∑m

i=1 wt(i) ·mt(xi)

∑m
i=1 wt(i)

, (6.4)

where wt(i) is the weight assigned to the i-th event and mt(x) is equal to 1 if ht(xi) 6=
yi, where ht(xi) is the classifier response (i.e.: +1 if the event is classified as signal,
-1 if it is classified as background) and equal to 0 in case the event is well classified.
Therefore, only misclassified events contribute to the sum at the numerator. The
misclassification rate εt is used to re-weight all the m events and the definition of
the t + 1-th classifier is influenced by the value of εt. The new weights, modulo a
normalization factor, are expressed as:

wt+1(i) ∝ wt(i)×
{

e+αt , if misclassified
e−αt , if well classified

, (6.5)

where the boost weight αt is defined as:

αt =
1
2

ln
(

1− εt

εt

)
. (6.6)

The αt coefficient increases the weight for the misclassified events, according to Eq.
6.5, so that the t + 1-th classifier will consider such cases with higher priority. A
discrete example is reported in Fig. 6.3, where in panel (a) the sample with the two
classes to be separated is reported. A first classifier is applied in panel (b) and it
classifies all the elements on the right as “-” and those on the left as “+” and the
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red circles identify the misclassified elements. Now, using Eq. 6.4 and giving equal
importance to all the elements (i.e.: wI(i) ∝ 1/m = 1/10 fo all i), then the misclas-
sification rate of the classifier I is εI = 3/10 and the boost weight corresponds to
αI = 0.5 · ln(7/3) = 0.42. If a second classifier is added, as shown in panel (c), it
will concentrate more on the three events wrongly classified by I, having a weight
wII(i) ∝ wI × exp(+α1) = 0.3× exp(0.42) that is higher than that of the correctly
classified events wII(i) ∝ wI × exp(−α1) = 0.3× exp(−0.42). The classifier II pro-
duces other three misclassified events and the misclassification rate ε2 is influenced
by the new weights wII. Adding more classifiers, they will always concentrate on the
elements previously misclassified, according to the weight wt(i) deriving from the
application of the first t classifiers. The BDT output score is calculated considering
all the T classifiers as1:

yBoost(xi) ∝
T

∑
t=I

αt · ht(xi) , (6.7)

where ht is the response of the t-th classifier, namely +1 for the classification in signal
and -1 for that in background. According to this procedure, the larger (lower) the
yBoost(xi) value the more the event is signal-(background-)like. This boosting algo-
rithm better performs with weak classifiers, namely DTs with a three depth of 2 or
3 that own a low discrimination power by themselves. By construction, such small
trees are much less prone to overtraining with respect to deep binary trees. More-
over, the AdaBoost algorithm may further enhance its performance by enabling a
slow learning and using a larger number of boosting steps instead. This is controlled
by the so-called learning rate parameter β, which is used to change the boost weight
αt 7→ βαt, with 0 < β < 1. Given the boosting procedure, the feature importance
ranking may change with respect to a case without boosting, especially due to the
weight unbalance introduced by the misclassification rate of each classifier.

6.1.3 Search for Ξ+
c → pK−π+ signal with AdaBoost

The signal related to the Ξ+
c → pK−π+ decays has been searched in the pp collision

sample at
√

s = 13 TeV analysed in Chapter 5 in the transverse momentum inter-
val 3 < pT < 5 GeV/c. The pK−π+ candidates are reconstructed with the same
single-track and filtering selections reported in Tab. 5.22 and 5.5 within the fiducial
rapidity acceptance interval defined in Eq. 5.1. In addition, good secondary vertices
are selected with the requirement of a vertex χ2 < 1.5 and the tracks with pT < 1
GeV/c are used only if they have a point in the first SPD layer, so that the combina-
torial background given by secondary tracks and particles from conversions in the
material is reduced.

The optimisation of single-track and topological selections is performed with a
BDT model based on the AdaBoost boosting method. As explained in Sec. 6.1.1 and
6.1.2, the model needs to be trained to recognise true Ξ+

c → pK−π+ signal events
and distinguish them from the combinatorial background formed by fake pK−π+

triplets. The signal events are taken from PYTHIA 6 simulations anchored to 2017
and 2018 data taking periods with injected Ξ+

c → pK−π+ decays that are all em-
ployed for the BDT training and testing. The background candidates, taken from

1In a discrete problem, like the one shown in Fig. 6.3, the BDT score usually corresponds to the
quantity in Eq. 6.7.

2The pK−π+ candidates in this case are reconstructed using tracks with at least 70 clusters in the
TPC, without any specific requirement on the number of crossed rows and on the found/findable
clusters.
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FIGURE 6.4: Examples of variable distributions for signal and back-
ground candidates used to train the BDT in the interval 3 < pT < 8

GeV/c.

data, are required to be located in the sideband regions of the invariant mass distri-
bution, around the expected position of the Ξ+

c signal. In particular, the background
candidates for the training dataset are asked to satisfy the condition minv. . 2.43
GeV/c2 or minv. & 2.51 GeV/c2, to be sure not to include any signal candidate in
the background sample. The invariant mass of each background candidate is cal-
culated by assigning the kaon mass to the opposite-charged track and either the
proton or the pion one to the two equal-charged tracks. If the candidate satisfies
with the pK−π+ (π+K−p) hypothesis according to the criteria in Tab. 5.2 and 5.5,
then the mpK−π+ (mπ+K−p) invariant mass value is calculated. In case both hypoth-
esis are possible, two copies of the same candidate with swapped identities for the
equal-charged tracks are considered. The background training dataset is built by
randomly-selected pK−π+ candidates from data and keeping the relative size with
respect to the full dataset negligible, to avoid overtraining with respect to the appli-
cation data themselves.

The BDT algorithm adopted in this work is constituted by 1500 DTs with a max-
imum of 3 splits. The learning rate parameter β used in the boosting is fixed to 0.6.
The training dataset is composed by 30000 and 80000 events for signal and back-
ground respectively, selected in the interval 3 < pT < 8 GeV/c. Even if the signal
search in data will be performed in the range 3 < pT < 5 GeV/c, the former in-
terval is considered to build the training and testing samples, in order to increase
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(A) Signal.
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(B) Background.

FIGURE 6.5: Variable correlation matrices for signal and background
candidates used for the BDT training in the interval 3 < pT < 8

GeV/c.

their statistics. The residual signal used for the training amounts to about 13000
events, while 160000 background candidates are used for testing. In Fig. 6.4 the dis-
tributions of Lxy, nLxy, cos(θp) and ∑i(d

xy(i)
0 )2 variables for signal and background

candidates used for the BDT training are shown. Given the proper decay length
cτ = 136.6 µm, the Ξ+

c → pK−π+ signal shows a larger displacement with respect
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Rank Variable Frequency

1 Lxy 2.749× 10−1

2 nLxy 2.112× 10−1

3 cos(θp) 1.736× 10−1

4 nTOF
σK

(1) 1.015× 10−1

5 ∑i(d
xy
0 (i))2 8.927× 10−2

6 nTPC
σK

(1) 7.891× 10−2

7 nTOF
σp

(2) 7.578× 10−2

8 nTOF
σp

(0) 7.072× 10−2

9 nTOF
σπ

(0) 6.644× 10−2

10 nTOF
σπ

(2) 5.716× 10−2

11 pT(2) 5.551× 10−2

12 nTPC
σp

(2) 4.900× 10−2

13 dxy
0 (0) 4.739× 10−2

14 pT(1) 4.298× 10−2

15 dxy
0 (2) 4.221× 10−2

16 nTPC
σπ

(0) 3.556× 10−2

17 dxy
0 (1) 3.498× 10−2

18 pT(0) 3.376× 10−2

19 nTPC
σπ

(2) 2.614× 10−2

20 dxy
res. 2.169× 10−2

21 nTPC
σp

(0) 1.967× 10−2

22 σvtx 1.142× 10−2

23 χ2
vtx 6.785× 10−3

Rank Variable Frequency

1 Lxy 5.948× 10−2

2 nLxy 5.542× 10−2

3 pT(K) 5.270× 10−2

4 nTPC
σK

(1) 5.231× 10−2

5 dxy
res. 5.182× 10−2

6 nTPC
σp

(2) 4.886× 10−2

7 nTPC
σp

(0) 4.814× 10−2

8 nTPC
σπ

(0) 4.496× 10−2

9 pT(0) 4.472× 10−2

10 pT(2) 4.326× 10−2

11 dxy
0 4.245× 10−2

12 nTOF
σK

(1) 4.228× 10−2

13 nTPC
σπ

(2) 4.220× 10−2

14 dxy
0 (0) 4.196× 10−2

15 dxy
0 (2) 4.173× 10−2

16 cos(θp) 4.014× 10−2

17 χ2
vtx 3.858× 10−2

18 nTOF
σp

(0) 3.772× 10−2

19 σvtx 3.712× 10−2

20 ∑i(d
xy
0 (i))2 3.631× 10−2

21 nTOF
σp

(2) 3.489× 10−2

22 nTOF
σπ

(2) 3.277× 10−2

23 nTOF
σπ

(0) 3.018× 10−2

TABLE 6.1: Feature importance ranking for the Ξ+
c → pK−π+ candi-

dates from the training of 1500 decision trees using 30000 and 80000
candidates for signal and background respectively within the range
3 < pT < 8 GeV/c. The left Table refers to the ranking of indepen-
dent decision trees, the right one instead shows the updated raking
in case of boosting with AdaBoost. The indices “0”, “1” and “2” are
used to refer to the daughter tracks of the Ξ+

c → pK−π+ candidate
decays.

to the background candidates. This behaviour covers a key role in the separation
of signal candidates from the combinatorial background and this is reflected in the
feature importance ranking after the training. In Tab. 6.1 the list of variables used
to train the BDT algorithm is reported. In the left side of the Table, the variable
ranking deriving from the creation of 1500 independent DTs is reported, while the
updated list after the boosting is shown on the right side. The decay length along
the transverse plane Lxy and its normalised value nLxy cover the first two positions
in the ranking, being the two most used features in the DT creation. Also the PID
variables are included in this procedure and the nσ for TPC and TOF detectors are
largely used in the training. Apart from the variables associated to the single-track
and candidate displacement, also the transverse momentum of the daughter tracks
is inserted in the training, in order to exploit the correlations with the PID variables,
as shown in Fig. 6.5.

In panel (A) of Fig. 6.6 the BDT score distributions for signal and background
events after the training and testing of the BDT model are shown. The background
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FIGURE 6.6

distribution peaks around -0.1, while the signal one around 0.05. The BDT score dis-
tributions from the training are compatible with those obtained after the testing for
both classes, indicating that the model is not overtrained. This is confirmed by the
ROC curves obtained after the training and testing of the model, which are shown
in panel (B) of Fig. 6.63. The two curves are very similar and the ROC AUC for the
training (0.945) is close to that for the testing (0.941). Such values larger than 94%

3The ROC curves shown in Fig. 6.6 do not have the same structure of that introduced in the right
panel of Fig. 6.1. This is a consequence of the TMVA package implementation, which defines the ROC
curve as the correlation between the “true negative rate” (“background rejection (1-eff.)”) and the “true
positive rate” (signal efficiency). This convention is driven by the physics meaning carried by these
two categories of events, since the two classes always refer to signal and background in high-energy
physics analyses. Despite the different implementations, the information provided by the ROC curve
does not change.
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indicate that the overall separation power of the trained model is good.
The trained BDT model is finally applied on real data in order to look for the

Ξ+
c → pK−π+ signal. The invariant mass distribution of pK−π+ candidates in the

3 < pT < 5 GeV/c interval selected with different thresholds on the BDT output
score is shown in Fig. 6.7. The invariant mass distribution is evaluated in three dif-
ferent regions of the BDT score distributions, according to the signal and background
efficiencies reported in panel (C) of Fig. 6.6. The first row shows the invariant mass
distributions of pK−π+ candidates selected with loose threshold values around -
0.25, where the signal and background efficiencies are both close to unity. The region
around the expected Ξ+

c → pK−π+ signal is fitted with a Gaussian plus an exponen-
tial and an excess of the order of 2.7σ is observed around mpK−π+ = 2.475 GeV/c2.
In the second row the invariant mass distribution for the pK−π+ candidates selected
with thresholds of -0.14, -0.13, -0.12, -0.11 are reported. These thresholds still guar-
antee a signal efficiency of almost 100%, but they provide a background rejection
that grows from about 20% to 35%, with an expected improvement in the signal ex-
traction with respect to the first row. However, the excess around the expected mass
decreases to about 2.1σ, indicating that the larger excess observed in the first row is
probably driven by the statistical fluctuations of background. The last row of Fig. 6.7
shows the invariant mass distribution obtained with pK−π+ triplets selected apply-
ing threshold values around 0.1, where the highest signal purity is expected given
a background rejection larger than 98%. However, the Ξ+

c → pK−π+ signal is not
visible in these cases. The fit with a Gaussian for the signal and an exponential for
the background does not even converge for threshold values equal to 0.08 and 0.09,
while in the other two cases the fit picks up an excess of counts below 2σ in cor-
respondence of mass values that are significantly lower than m(Ξ+

c ) (see Tab. 5.4).
These results suggest that despite the huge rejection the residual background is still
overwhelming the signal, which is apparently too low to be visible.

6.1.4 Outlook for future analyses

Despite the current analysis does not provide any satisfactory extraction of the Ξ+
c →

pK−π+ signal in pp collisions at
√

s = 13 TeV, the work described in this Section
provides some useful suggestions to address this analysis in the next future. The
collection of a larger dataset, expected during Run 3 and 4 at the LHC, as well as the
expected improvements in terms of pointing resolution granted by the upgraded ITS
(see next Section) can further enhance the performance of this analysis. However, a
precise measurement of the Ξ+

c production cross section through the reconstruction
of the pK−π+ decay channel is actually precluded by the huge ambiguity on the
branching ratio value, as explained in Sec. 6.5. All the points listed below may be
helpful to improve the quality of the analysis.

• The first fundamental point regards the lack of statistics for the signal in the
training and testing samples. The total amount of signal available in the range
3 < pT < 8 GeV/c is about 43000, which needs to be split for the BDT training
and testing. Looking at the blue distributions in the left panel of Fig. 6.6 some
fluctuations of the testing distribution in correspondence of the left tail as well
as of the peak region are noticeable. This can be ascribed to the limited size of
the testing sample, counting only ∼ 13000 signal events. A larger amount of
signal is necessary to properly train and test the algorithm in such a large pT
interval, where the decay kinematics significantly changes at lower and higher
pT due to the different boost. Moreover, the Monte Carlo simulations avail-
able for the BDT training and testing are not fully representative of the whole
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dataset. The signal is obtained from generated events anchored to only one
data taking period from 2017 and another one in 2018. Such events may be not
enough for the algorithm to learn the properties of the whole data sample of
pp collisions at

√
s = 13 TeV collected by the ALICE experiment, considering

that they do not cover the sample collected in 2016 and even do not repre-
sent completely those collected in 2017 and 2018. At the moment of this work
there were no alternative Monte Carlo productions available. Larger statis-
tics would be beneficial also to perform the training in the same transverse
momentum interval considered for the data, in order to train the algorithm
with candidates whose kinematics is fully in line with those in data. Finally,
such a larger statistics would be useful to study the effect of preselections on
single-track and topological variables, which now is prevented by the too large
fluctuations and instability with the current sample.

• A second aspect to be taken with care is the management of the TOF signal
in the BDT training. Being a feature of the events processed by the algorithm,
a value for the nTOF

σ of each daughter track is necessary, which however is
not defined in case of low-momentum tracks that do not match the TOF. An
unphysical value of +999 is assigned to all these cases. Such a hack would not
introduce any bias in case of a standard analysis with rectangular selections,
but this is not granted to be safe for the training of an algorithm that bases
its behaviour on the variable distributions, which are evidently altered by this
choice. In case of larger available statistics, the ideal choice would be to use the
TOF signal to preselect the candidates and get rid of a significant amount of
background before the BDT training and application. A derived PID variable
defined by the quadrature sum of nTPC

σ and nTOF
σ signals, or by the former

one only in case the latter one is not available, was also explored in the BDT
training and application, but no significant changes in the Ξ+

c → pK−π+ signal
extraction were noticed.

• The determination of the BDT score threshold value may be driven by some
quantitative arguments. As it will be described in Sec. 6.5, the expected signif-
icance for the signal extraction can be determined by quantifying the amount
of expected background from data and that of raw signal using an assumption
of the cross section and deconvolving it by the efficiency related to the chosen
threshold. The model working point can be then identified with that ensuring
the maximum expected significance, which is calculated using an independent
dataset with respect to the application one, avoiding picking-up background
fluctuations from the peak region. Such an approach was not adopted in this
work, given that no significant signal was observed for any BDT score thresh-
old value.

• The transverse momentum of the candidate daughters is inserted in the list
of training features. These variables are strongly correlated with the invariant
mass and particular selections applied by the BDT may alter their distribution
and consequently influence the invariant-mass one and pT(Ξ+

c ). This may be
not ideal for the signal extraction, since the presence of high-concavity back-
ground may be delicate to be treated with a polynomial function, so that no
background fluctuations are confused with the signal. This does not seem to
be relevant for this analysis. Other attempts without inserting the single-track
transverse momenta were explored as well, without any particular gain in the
Ξ+

c → pK−π+ signal extraction.
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6.2 The ALICE upgrade during the LS2

During the ongoing long shutdown number 2 (LS2) of the LHC several subsystems
of the ALICE apparatus are undergoing a major upgrade process. This was con-
ceived in the last decade to provide the ALICE experiment with the possibility of ex-
tending its physics case and performances, with the main objective of high-precision
measurements of rare QCD probes down to low transverse momenta, with a special
focus on heavy-ion collisions. To achieve such goals, the ongoing upgrades are fi-
nalised to provide a significant enhancement in the low-pT vertexing and tracking
capabilities, as well as substantially higher data acquisition rates, preserving the
excellent PID capabilities that are already granted by the current apparatus. The
ALICE upgrade has been designed with the goal of exploiting an increased lumi-
nosity of the LHC accelerator, with peak values reaching L = 6× 1027 cm−2s−1 and
an expected interaction rate of about 50 kHz in Pb–Pb collisions. In this scenario,
the upgraded ALICE apparatus is expected to collect about L = 13 nb−1 of Pb–Pb
collisions at

√
sNN = 5.5 TeV during Run 3 and 4 at the LHC, accompanied by a pp

data sample at the same collision energy corresponding to an integrated luminosity
of about 6 pb−1, which may be collected within few months at an event readout rate
of about 200 kHz. The ongoing upgrades on the ALICE apparatus include [338]:

• a new beam pipe, characterised by a smaller diameter and a lower material
budget;

• a new, high-resolution, low-material-budget Inner Tracking System (ITS), con-
ceived to improve by a factor of about ×3 (5) the resolution on the distance of
closest approach of the tracks to the primary vertex in the xy (z) directions,
as well as a significant improvement of the performance of ITS standalone
tracking [339]. A more detailed description of the upgraded ITS layout and
performances will be provided in Section 6.3;

• the substitution of the multi-wire proportional chambers with GEM (Gas Elec-
tron Multipliers) detectors for the Time Projection Chamber (TPC) readout,
together with the pipelined electronics, which will enable an ungated usage of
this gas detector with a consequent cancellation of readout dead-time [340];

• the upgrade of the TRD, TOF, PHOS and Muon Spectrometer readout electron-
ics, allowing for a higher data acquisition rate in these devices;

• the addition of a Muon Forward Telescope (MFT), to allow vertex capabili-
ties to the existing Muon Spectrometer aimed at separating prompt charmonia
from beauty feed-down ones [341];

• the upgrade of the trigger detectors at forward rapidity and of the full trigger
system, as well as of the data acquisition (DAQ) system and the High Level
Trigger (HLT), to allow for high-rate acquisition [342];

• the upgrade of the offline data processing software to manage the reconstruc-
tion of the expected statistics during Run 3 and Run 4 at LHC, constituting the
O2 framework [240]. With the O2 tool the detector data are all transferred to
the computing system and their reduction is performed by an on-the-fly pro-
cessing running in parallel with the data collection. The system will perform
an online partial calibration and reconstruction, so that the original raw data
can be replaced with compressed ones. This step is fundamental to keep the
data storage contained and able to fit within the available resources.
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FIGURE 6.8: Layout of the upgraded Inner Tracking system detector
for Run 3 at the LHC (ITS 2). Figure from [339].

Inner Barrel Outer Barrel
Inner Layers Middle Layers Outer Layers

0 1 2 3 4 5 6

Minimum radius (mm) 22.4 30.1 37.8 194.4 243.9 342.3 391.8
Maximum radius (mm) 26.7 34.6 42.1 197.7 243.9 342.3 394.9
Length (sensitive area) (mm) 271 271 271 843 843 1475 1475
η coverage ±2.5 ±2.3 ±2.0 ±1.5 ±1.4 ±1.4 ±1.3
Active area (cm2) 421 562 702 10483 13104 32105 36691
Pixel Chip size (mm2) 15× 30
Nr. Pixel Chips 108 144 180 2688 3360 8232 9408
Nr. Staves 12 16 20 24 30 42 48
Staves overlap in rϕ (mm) 2.23 2.22 2.30 4.3 4.3 4.3 4.3
Gap between Chips in z (µm) 100
Chip dead area in rϕ (mm) 2
Pixel size (µm2) 29× 27 29× 27

TABLE 6.2: Geometrical parameters of the upgraded Inner Tracking
system detector during Run 3 at the LHC (ITS 2). Numbers from [339]

and [343].

6.3 The upgrade of the ITS for Run 3

The Inner Tracking System layout that would be available during the Run 3 at the
LHC, called in the following “ITS 2” [339], is shown in Fig. 6.8. It is formed by
seven detection layers, which are grouped in two separate barrels: the Inner Bar-
rel, represented by the three Inner Layers, and the Outer Barrel, which is in turn
divided in Middle and Outer Layers, as reported in Tab. 6.2. The ITS detector is
azimuthally segmented in mechanically independent units called staves, used to re-
fer to the whole detector element. Differently from the old ITS, the upgraded one is
characterised by a unique technology for all the layers, based on silicon Monolithic
Active Pixel Sensors (MAPS) implemented using the 0.18 µm CMOS technology of
TowerJazz. The basic component is the Pixel Chip, consisting in a single silicon die of
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dimensions 15 mm × 30 mm incorporating a high-resistivity silicon epitaxial layer
(sensor active volume), a matrix of charge collection diodes (pixels) with a pitch
of about ∼ 30 µm and finally the electronics performing the signal amplification,
digitisation and zero-suppression. The Pixel Chip that integrates the sensor matrix
and the readout composing the ITS 2 is called ALPIDE (ALice PIxel DEtector). The
output provided by this module is a digital signal, giving only the information on
whether a charged particle crossed the pixel. The main geometrical parameters of
the ITS 2 layout are reported in Tab. 6.2.

The ITS 2 represents a major upgrade with respect to the previous detector, given
the several improvements listed below.

• Detector closer to the beam line. The ∼ 29 mm diameter beam pipe will be
squashed by a factor of about 34%, giving the possibility to the ITS 2 to be
closer to the interaction point. The innermost layer of the SPD detector was
located at a radial distance of about 3.9 cm, while the innermost layer of the
ITS 2 has a radius of about 2.5 cm.

• Reduced material budget. The usage of MAPS technology allows for a reduc-
tion of the silicon material budget per layer by a factor of about×7 with respect
to the first ITS, that is reduced from about 350 µm to about 50 µm. Moreover,
a further reduction of about a factor ×5 is granted by the lower power con-
sumption and a more optimised scheme for the electrical power and signal
distribution. The thickness of the ITS 2 Inner Barrel layers is of the order of
0.3% X0. The reduction of the material budget is fundamental for the improve-
ment of the pointing resolution at low pT, which is significantly affected by
multiple Coulomb scatterings (innermost layer), and for the improvement of
the overall tracking performances and momentum resolution.

• Highly-segmented detector. The ITS 2 detector is constituted by seven layers
equipped with maps of pixels with dimensions of about 30 µm× 30 µm, grant-
ing high performances in the pointing resolution. Such a new ITS is equipped
with about 105 pixels/cm2, while the granularity of the older ITS was about
5× 103 pixels/cm2.

• Low read-out time. The ITS 2 detector is designed to cope with a read-out rate
of 100 kHz for Pb–Pb collisions and 400 kHz for pp collisions. This corresponds
to a read-out rate of about a factor ×2 higher with respect to the requirements
from the ALICE upgrade and it provides a gain in statistics of more than a fac-
tor×100 with respect to the older ITS, which was able to operate at a maximum
read-out rate of 1 kHz.

Combining all these elements together, the ITS 2 detector will provide better tracking
and pointing performances with respect to the older ITS. In the left panel of Fig. 6.9
the tracking efficiency of the standalone ITS in the two layouts is compared. The
old ITS detector (“Current ITS”) provided a tracking efficiency of about ∼ 10% at
pT = 100 MeV/c, dropping at 0 at about pT = 80 MeV/c. With the ITS 2 (“Upgraded
ITS”) a gain of a factor of about ×7 is estimated at pT = 100 MeV/c and the track
reconstruction can be pushed down to even lower transverse momenta. In the right
panel of Fig. 6.9 the pointing resolution along the z direction and in the transverse
rϕ plane with the ITS 2 and the older ITS detector is reported. At pT = 200 MeV/c
the pointing resolution is improved by a factor of about 3 in the transverse plane
and by a factor of about 4 along the longitudinal direction, given the significant
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FIGURE 6.9: Tracking performances of the ITS 2 compared with the ones of the
older detector. “Upgraded ITS” indicates the ITS 2 layout, while “Current ITS”

refers to the older detector. Figures from [339].

FIGURE 6.10: Layout of the ITS 3 Inner Barrel, where the two half-
barrels mounted around the beam pipe are shown. Figure from [344].

reduction of the material budget and the increased granularity. This improvement
is even larger at higher pT: at pT = 10 GeV/c the pointing resolution decreases of
about a factor 4 in the transverse plane and 20 along the longitudinal direction. The
ITS 2 detector will not measure the ionisation energy loss in the silicon material,
given the logic signal provided by the read-out modules and this would prevent to
exploit the PID techniques for tracks not reaching the TPC. According to the studies
performed on the benchmark measurements of Λ+

c → pK−π+ decays and low-mass
di-electron reconstruction [339], the benefits coming from the preservation of the PID
capabilities of the older ITS would have been marginal and it was finally decided to
equip the upgraded detector with a binary read-out.
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IB layer parameters Layer 0 Layer 1 Layer 2

Radius (mm) 18.0 24.0 30.0
Length (sensitive area) (mm) 270 270 270
η coverage ±2.5 ±2.3 ±2.0
Active area (cm2) 305 408 508
Pixel sensors size (mm2) 280× 56.5 280× 75.5 280× 94
# pixel sensors / layer 2
Pixel size (µm2) O(15× 15)

Beam pipe inner/outer radius (mm) 16.0/16.5

TABLE 6.3: Geometrical parameters of the ITS 3 Inner Barrel layout.
Table from [345].

(A) Tracking efficiency. (B) Pointing resolution
on the transverse

plane.

FIGURE 6.11: Tracking performances of the ITS 3 detector compared
with the ones of the ITS 2. Figure from [345].

6.4 The upgrade concept of the ITS detector for Run 4

Despite the outstanding improvement provided by the usage of the ALPIDE for the
single-particle detection in terms of signal/noise ratio, spatial resolution, readout
speed and material budget, there is still much room for further MAPS improve-
ments, given the rapid progress of this technology. The CMOS sensor technology
recently offered the so called stitching, a feature that will allow realising large size
MAPS with an area of the order of 14× 14 cm2 and with a reduced sensor thickness
of about 20-40 µm. This would allow exploiting the flexible nature of silicon for the
construction of large-area curved sensors, to be used to assembly truly cylindrical
layers of silicon-only sensors that will further reduce the material budget in a signif-
icant way [344]. This technology is conceived to realise a further version of the ITS
detector, the “ITS 3”, to be commissioned during the long shutdown number 3 (LS3)
of the LHC [345]. It will consist of an Inner and Outer Barrel, where the latter corre-
sponds to that of the ITS 2 detector. A completely new Inner Barrel will instead fully
replace the ITS 2 one. The new Inner Barrel will consist of two half-barrels, each con-
sisting in three half-layers with a truly cylindrical shape, mounted around the beam
pipe as shown in Fig. 6.10. The geometrical parameters of the ITS 3 Inner Barrel
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layers are reported in Tab. 6.3. The ITS 3 commissioning will be accompanied by the
installation of a new beam pipe, with a lower inner radius of 16 mm and a thickness
of 500 µm with respect to that installed during the LS2, with an inner radius of 18.2
mm and a thickness of 800 µm. All the Inner Barrel layers of the ITS 3 detector will
be installed closer to the interaction point with respect to the correspondent layers
of the ITS 2, with the radius of the innermost one that will decrease from ∼ 2.2 cm
to ∼ 1.8 cm. Furthermore, the usage of stitched sensors, where the distribution of
power and electrical signals can be entirely done inside the silicon chip [344], will
reduce the material budget for each layer down to 0.05% X0. This improvement,
together with the closer position to the interaction point of the innermost layer will
significantly improve the tracking efficiency and impact parameter resolution at low
pT. This can be appreciated in Fig. 6.11, where the tracking efficiency (left) and the
pointing resolution along the transverse plane (right) provided by the ITS 2 and ITS
3 detectors are shown. The tracking efficiency of charged particles with transverse
momentum below pT = 100 MeV/c is increased by about ×1.2− 2 with the ITS 3
and a gain of a factor of about ×2 is observed for the impact parameter resolution at
all transverse momenta.

The mentioned improvement on the ITS detector for the Run 3 and 4 at the LHC
will have a huge impact on the measurement of charmed baryons, especially at low
pT. In the next Sections, the ITS 2 and ITS 3 detector performances for the recon-
struction of Ξ+

c → pK−π+ decays in Pb–Pb collisions at
√

sNN = 13 TeV as well as
some pilot exploration for the reconstruction of Ω0

c → Ω−π+ signal with ITS 3 are
described.

6.5 Prospects for Ξ+
c → pK−π+ signal measurement in Pb–

Pb collisions at
√

s = 5.5 TeV with the upgraded ITS

The understanding of the charm hadronisation in hadronic collisions at the LHC en-
ergies can significantly profit from the measurement of the Ξ+

c baryon production in
Pb–Pb collisions. According to the most recent measurements of Λ+

c /D0, Ξ0,+
c /D0,

Σ0,+,++
c /D0 and Λ+

c (← Σ0,+,++
c )/Λ+

c in pp collisions at
√

s = 13 TeV, discussed
exhaustively in the previous Chapter, the charm quark hadronisation into baryons
is not well understood yet, given the not conclusive comparison to the predictions
from several theoretical calculations assuming different hadronisation mechanisms
for heavy quarks in a hadronic environment. Analogously, the measurement of
charm baryons in Pb–Pb collisions would be crucial to understand the influence
of the deconfined medium in the heavy baryon formation. The production of Ξ+

c
baryon is particularly interesting given its strange content, that may boost the Ξ+

c
production with respect to that of non-strange baryons for pT . 8 GeV/c in a sce-
nario of hadronisation via coalescence, given the significant increase of strangeness
production observed in heavy-ion collisions at the LHC (see Sec. 1.4.5). A hint of
larger nuclear modification factor for prompt D+

s meson with respect to non-strange
D mesons in 4 < pT < 8 GeV/c has been already measured with the ALICE experi-
ment in Pb–Pb collisions at

√
sNN = 5.02 TeV [147] and for the B0

s meson with respect
to B+ for 7 < pT < 15 GeV/c with the CMS experiment [346]. Similarly, a hint of
enhancement in Pb–Pb collisions has been observed with the ALICE experiment for
the D+

s /D+ ratio in the 4 < pT < 8 GeV/c interval [147] and for the B0
s /B+ ratio in

the 10 < pT < 50 GeV/c interval in central (0–30%) Pb–Pb collisions by the CMS
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collaboration [347]. The comparison of Ξ+
c production with that of D mesons in Pb–

Pb collision may give further insights in the heavy baryon-to-meson fragmentation
fraction ratios in the QGP.

In this work, a performance study for the Ξ+
c → pK−π+ decay channel recon-

struction in Pb–Pb collisions at
√

sNN = 5.5 TeV with the upgraded ITS detector
layouts were done. In the next Sections, the reconstruction of the Ξ+

c candidates is
briefly recalled, and the data samples and MC simulations used in the current stud-
ies are described. In addition, the performances of ITS 2 and ITS 3 layouts in the
Ξ+

c → pK−π+ secondary vertex and decay length reconstruction, and in the signifi-
cance of the signal reconstruction are discussed.

6.5.1 Data and MC samples and Ξ+
c → pK−π+ reconstruction

The Ξ+
c → pK−π+ performance studies are performed on a sample of about ∼ 3×

106 central (0–10%) Pb–Pb events simulated with the HIJING event generator [248,
273], in which charm hadron signals are injected with PYTHIA 8 [319]. In this MC
simulations, the ITS 2 geometry is implemented and the performance provided by
the ITS 3 layout is mimicked by applying a track-by-track rescaling of the DCA and
track parameters with a procedure analogous to that described in 5.3.2, applied to
simulate the pointing resolution performances expected with the ITS 3 layout. About
0.6× 106 Pb–Pb collision events from the 2015 recorded sample are used, as well as
about ∼ 0.9× 106 simulated events anchored to these collected data. Their usage is
described in detail later.

The Ξ+
c → pK−π+ candidates are reconstructed following the same procedure

used to tag the Λ+
c → pK−π+ decays in the analysis of pp collisions at

√
s = 13

TeV collected in 2016, 2017 and 2018, as discussed in the previous Chapter. The
pK−π+ triplets are built with tracks satisfying the criteria reported in Tab. 5.2 and
compatible with the searched particle species within 3σ in the TPC and TOF, if its
signal is available. On top of these selections, the normalised χ2 associated to the
vertex fitting [348] is asked to be lower than 2 to increase the signal purity. The
effect of the selections on the PID variables and on the secondary vertex topology is
investigated in detail in the context of the performance studies for the significance
of the Ξ+

c → pK−π+ signal measurement.

6.5.2 Ξ+
c → pK−π+ vertex reconstruction

The spatial resolution granted by the upgraded ITS layouts for the reconstruction
of the Ξ+

c → pK−π+ decay is quantified by looking at the distribution of residual
between generated and reconstructed secondary vertex position coordinates and de-
cay length components. In panels (A) of Fig. 6.12 and 6.13 the residuals of the recon-
structed Ξ+

c → pK−π+ decay vertex and decay length, respectively, with respect to
the generated quantities and their dependence on the Ξ+

c baryon pT are shown. In
the top row, the residuals for Ξ+

c → pK−π+ decays reconstructed with the ITS 2 lay-
out are shown, while in the bottom row the performance granted by the ITS 3 layout
is reported. The left columns in Fig. 6.12 shows the residuals for the global x coordi-
nate of the reconstructed secondary vertex, while in the left column of Fig. 6.13 the
residuals of the decay length projected along the transverse plane (Lxy) are shown.
For both Figures, the right column shows the residuals of the global z component
of the two quantities. For both variables, the spread of the residuals is observed to
decrease with increasing pT, as expected from the improvement of the pointing reso-
lution (see panel (B) in Fig. 3.17). This behaviour is observed for both ITS 2 and ITS 3
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(A) Correlation between Ξ+
c baryon pT and the residuals of

the reconstructed Ξ+
c → pK−π+ decay vertex with respect to

the generated position for ITS 2 (top row) and ITS 3 (bottom
row) layouts. In the left column, the residuals for the global x
coordinate are shown, while on the right one the same quan-

tity for the global z coordinate is reported.
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(B) Ξ+
c → pK−π+ secondary vertex residuals along the global

x (left) and z (right) global coordinates for Ξ+
c baryons with

transverse momentum in the 4 < pT < 6 GeV/c interval re-
constructed with ITS 2 and ITS 3 layouts.

FIGURE 6.12: Ξ+
c → pK−π+ secondary vertex global coordinates.
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(A) Correlation between Ξ+
c baryon pT and the residuals of

the reconstructed Ξ+
c → pK−π+ decay length with respect

to the generation one for ITS 2 (top row) and ITS 3 (bottom
row) layouts. In the left column, the residuals for the decay
length projection along the transverse plane (Lxy) are shown,
while on the right one the same quantity along the global z

coordinate is reported.
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(B) Ξ+
c → pK−π+ decay length residuals along the transverse

plane (left) and along the global z coordinate (right) for Ξ+
c

baryons with transverse momentum in the 4 < pT < 6 GeV/c
interval with ITS 2 and ITS 3 layouts.

FIGURE 6.13: Ξ+
c → pK−π+ decay length along global coordinates.
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detector layouts. The spread of the residuals reconstructed with the ITS 3 is smaller
that that observed with the ITS 2. This difference is quantified for the 4 < pT < 6
GeV/c transverse momentum interval in the panels (B) of Fig. 6.12 and 6.13. The
spatial resolution provided by the two ITS layouts in the reconstruction of the sec-
ondary vertex position and the decay length are estimated as the σ of Gaussian fit
performed around the peak at null residual. The Gaussian fits are performed within
±10 µm with the aim of avoiding the non-Gaussian tails of the distributions. How-
ever, this approach may introduce some bias in the resolution estimate, due to the
arbitrary choice of the range around zero considered for the fit and the consequent
influence of the non-Gaussian tails in the σ value. For this reason, the residual dis-
tributions are also fitted with the function reported in Eq. 3.12 along the full range,
where the exponential trend is used to parametrise the distribution tails. Another
approach adopted in this work is to estimate the resolution as the full-width at half-
maximum divided by 2.355, in order to avoid possible biases given by an arbitrary
treatment of the tails. The resolution estimates from all these tests agree within about
1.5 µm. As reported in Fig. 6.12 and 6.13, the ITS 3 detector (red) grants a spatial
precision that is better than the ITS 2 layout (blue) by about a factor 2.

6.5.3 Significance of Ξ+
c → pK−π+ reconstruction in Pb–Pb collisions

The significance optimisation requires to find the best compromise between rejecting
background and preserving signal. This study is performed considering Ξ+

c baryons
with transverse momentum in the intervals 4 < pT < 6 GeV/c, 6 < pT < 8 GeV/c
and 8 < pT < 12 GeV/c, assuming an integrated luminosity of Pb–Pb collisions of
LRun 3, 4

int = 10 nb−1, corresponding to a number of events equal to Nexpected
ev ≈ 8× 109

for the 0–10% centrality class.
The expected background obtained with a given set of single-track and topolog-

ical variable selection is estimated as follows:

B(3σ, pT) =
BITS2–3

MC (3σ, pT)

NMC, ITS2–3
ev

·
BRun 2

data (full range,pT)

NRun 2 data
ev

BRun2
MC (full range,pT)

NRun 2 MC
ev

·Nexpected
ev · 1

(15/100)3 . (6.8)

The amount of background per event within 3σ with respect to the signal mean4

BITS2–3
MC (3σ, pT) is estimated from the simulated Pb–Pb collision events. The number

of background candidates is counted from the invariant mass distribution, which is
fitted with a 3rd order polynomial and it is normalised to the number of simulated
Pb–Pb collisions analysed (NMC, ITS2–3

ev ). This sample does not include the products
of the injected Ξ+

c → pK−π+ decays, but only reconstructed particles generated
with HIJING, then associated to the underlying event, are considered to build the
triplets. This quantity is scaled assuming that the background per event ratio in data
and in MC corresponds to that observed for Run 2 periods and associated MC pro-
ductions. This scaling is thought to reproduce the expected background given the
particle multiplicity measured in Pb–Pb collisions at a similar energy, cancelling any
possible effect related to a wrong event multiplicity of the simulated Pb–Pb events.
Moreover, this scaling is useful to provide more realistic pT distributions of primary
p, K− and π+ particles. Also in these cases the background shape is fitted with a
polynomial function and loose selections are used to calculate this ratio. In partic-
ular, the background present in the mass range 2.15 < M(pK−π+) < 2.64 GeV/c2

(“full range”) is taken into account for the calculation. Then, the absolute quantity

4This 3σ interval is used to estimate both signal and background, and consequently the significance.



6.5. Prospects for Ξ+
c → pK−π+ signal measurement in Pb–Pb collisions at√

s = 5.5 TeV with the upgraded ITS
203

1 10
)c (GeV/track

T
p

10

8
6
4
2
0
2
4
6
8

10
TP

C
pn

1

10

210

310

410

510

610

710

 = 13 TeVspp, 

1 10
)c (GeV/track

T
p

10

8
6
4
2
0
2
4
6
8

10

TO
F

pn

1

10

210

310

410

510

610

1 10
)c (GeV/track

T
p

10

8
6
4
2
0
2
4
6
8

10

TP
C

Kn

1

10

210

310

410

510

610

710

1 10
)c (GeV/track

T
p

10

8
6
4
2
0
2
4
6
8

10
TO

F
Kn

1

10

210

310

410

510

610

This work

FIGURE 6.14: Distributions of nTPC
σp , nTOF

σp , nTPC
σK

and nTOF
σK

as a function
of reconstructed transverse momentum of charge particles measured
in pp collisions at

√
s = 13 TeV. The red lines circumscribe a region of

higher purity for the inspected particle species.

of background is obtained by scaling by the number of expected events (NMC, ITS2–3
ev ).

Finally, the correct amount of background is obtained with a further scaling by a
factor (1/(15/100)3), which reflects the fact that only 15% of the tracks present in
the simulated Pb–Pb events at

√
sNN = 5.5 TeV are considered to build background

pK−π+ triplets, to avoid unaffordable CPU times required to produce them from
the filtered tracks.

The signal amount, given the value of integrated luminosity, is estimated as fol-
lows:

SPb–Pb, 5.5 TeV
Ξ+

c , raw (3σ, pT) =

(
Ξ+

c

Λ+
c

)
pp

∣∣∣∣∣
|y|<0.5

(pT) ·
d2NPb–Pb, 5.02 TeV

Λ+
c

dpTdy

∣∣∣∣∣∣
|y|<0.5

(pT)·

· 2∆pT∆y · BR ·Nexpected
ev · αy(acc× ε) .

(6.9)

The αy(acc× ε) term defined in Eq. 5.21 is calculated from the dedicated MC pro-
duction mentioned above. In this study all prompt Ξ+

c baryons are considered, since
they are directly injected in the simulated Pb–Pb event. This term is used to extract
the expected raw yield starting from the expected production yield, given as input.
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FIGURE 6.15: Variable distributions for signal and background Ξ+
c →

pK−π+ candidates in the 4 < pT < 6 GeV/c interval in Pb–Pb colli-
sions at

√
sNN = 5.5 TeV reconstructed with the ITS 2 detector.
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FIGURE 6.16: Variable distributions for signal and background Ξ+
c →

pK−π+ candidates in the 4 < pT < 6 GeV/c interval in Pb–Pb colli-
sions at

√
sNN = 5.5 TeV reconstructed with the ITS 3 detector.

In this case, the expected yield for the Ξ+
c in Pb-Pb collisions at

√
sNN = 5.5 TeV is

derived from two independent ALICE measurements:

• the Λ+
c corrected yield measured at midrapidity in central Pb–Pb collisions at√

sNN = 5.02 TeV. The preliminary result shown at SQM2019 conference [349]
is used for this study (d2NPb–Pb, 5.02 TeV

Λ+
c

/dpTdy||y|<0.5), neglecting the difference
on the corrected yield measured at 5.02 TeV and at 5.5 TeV;

• the Ξ+
c /Λ+

c ratio measured at midrapidity (|y| < 0.5) in pp collisions at
√

s =
13 TeV [312].

In absence of a measurement in Pb–Pb collisions, the Ξ+
c /Λ+

c ratio in pp is used,
being aware that this may underestimate the final estimate of the significance. As
a matter of fact, due to the strangeness enhancement expected in the QGP the Ξ+

c
production may undergo a larger increase with respect to pp compared to what is



6.5. Prospects for Ξ+
c → pK−π+ signal measurement in Pb–Pb collisions at√

s = 5.5 TeV with the upgraded ITS
205

Variable Conditions Number of cases

Lxy (cm) > 0, > 0.01, > 0.02 3
nLxy > 1, > 2, > 3 3

cos(θpoint) > 0.990, > 0.995, > 0.999 3
dxy

res. < 99, < 3, < 2 3

Total number of cases 81

TABLE 6.4: Values of topological variables associated to the Ξ+
c →

pK−π+ decay used in the context of the significance studies for the
signal measurement in Pb–Pb collisions at

√
sNN = 5.5 TeV with ITS

2 and ITS 3 detector layouts.

expected for the non-strange baryons, like the Λ+
c . The additional factor introduced

in Eq. 6.9 restores the dependence on the kinematic range in which the measure-
ment is performed (2∆pT∆y), as well as the number of considered events (Nexpected

ev )
and the branching ratio of the chosen decay channel (BR), directly influencing the
absolute number of signal counts expected. As remarked later, the ambiguity on the
branching ratio BR(Ξ+

c → pK−π+) is the cause of the main source of uncertainty on
the significance estimate.

In Fig. 6.15 and 6.16 the distributions of the pK−π+ invariant mass M(pK−π+)
and of the topological variables, namely the transverse decay length Lxy, the nor-
malised transverse decay length Lxy/σ(Lxy), the cosine of pointing angle cos(θpoint)

and the maximum “topomatic” along the transverse plane dxy
res. for signal and back-

ground Ξ+
c → pK−π+ candidates in the 4 < pT < 6 GeV/c interval with the ITS

2 and ITS 3 detectors, respectively, are shown. The invariant mass distribution of
generated Ξ+

c → pK−π+ decays is fitted with a Gaussian function to determine the
3σ interval for the significance estimate, while the combinatorial background shows
a pretty flat distribution between 2.15 and 2.64 GeV/c2. The topological variables
are exploited to separate the Ξc → pK−π+ signal from the combinatorial back-
ground, together with additional PID selections on the candidate decay products.
Apart from the Bayesian PID with maximum probability criterion, a set of 10 differ-
ent “nσ” selections are tested, according to the correlation of the reconstructed pT of
the candidate Ξ+

c and the one of the single tracks exploited in the vertex reconstruc-
tion. As a matter of fact, the PID selection criteria are established as a function of
the single-track pT, independently from that of the Ξ+

c candidate pT. They are estab-
lished according to a study performed originally for the prompt Λ+

c reconstruction
in pp collisions at

√
s = 13 TeV (previous Chapter), before the final decision of us-

ing the Bayesian PID technique. In Fig. 6.14 the distributions of nTPC
σp

, nTOF
σp

, nTPC
σK

and nTOF
σK

as a function of reconstructed single-track pT measured in pp collisions
at
√

s = 13 TeV are shown. The empty and full squares represent respectively the
lower and upper limits of a high-purity region determined around zero, where the
distribution of the considered particle species is supposed to peak. This limits are
determined by projecting the 2D-correlation plots along the y-axis in adjacent pT in-
tervals and fitting the signal peak around zero with a Gaussian function. Given the
significant amount of different particle species contaminating the distribution of in-
terest, the Gaussian function is able to describe only the region around zero and it
strongly underestimates the distribution profiles at lower and higher nσ. The edges
are then defined as the points where the Gaussian fit underestimates by a factor 2 the
distribution profile and this is repeated for adjacent pT intervals up to pT = 6 GeV/c.
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Case PID selections

0
Bayes PID on nTPC

σ and nTOF
σ (when available) for all decay
products

1 (nTPC
σp

(0) ∨ nTPC
σp

(2)) ∧ nTPC
σK

(1)

2
[
(nTPC

σp
(0) ∧ nTOF

σp
(0)) ∨ (nTPC

σp
(2) ∧ nTOF

σp
(2))

]
∧ nTPC

σK
(1)

3
[
(nTPC

σp
(0) ∧ nTOF

σp
(0)) ∨ (nTPC

σp
(2) ∧ nTOF

σp
(2))

]
∧ nTOF

σK
(1)

4
[
(nTPC

σp
(0) ∧ nTOF

σp
(0)) ∨ (nTPC

σp
(2) ∧ nTOF

σp
(2))

]
∧ nTPC

σK
(1) ∧ nTOF

σK
(1)

5 (nTOF
σp

(0) ∨ nTOF
σp

(2)) ∧ nTOF
σK

(1)

6 (nTOF
σp

(0) ∨ nTOF
σp

(2)) ∧ nTPC
σK

(1)

7 (nTOF
σp

(0) ∨ nTOF
σp

(2)) ∧ nTPC
σK

(1) ∧ nTOF
σK

(1)

8
[
(|nTPC

σp
(0)| < 3∧ nTOF

σp
(0)) ∨ (|nTPC

σp
(2)| < 3∧ nTOF

σp
(2))

]
∧ nTOF

σK
(1)

9
[
(|nTPC

σp
(0)| < 3∧ nTOF

σp
(0)) ∨ (|nTPC

σp
(2)| < 3∧ nTOF

σp
(2))

]
∧ nTPC

σK
(1)

10

[
(|nTPC

σp
(0)| < 3∧ nTOF

σp
(0)) ∨ (|nTPC

σp
(2)| < 3∧ nTOF

σp
(2))

]
∧

nTPC
σK

(1) ∧ nTOF
σK

(1)

TABLE 6.5: Sets of PID selection conditions used in the context of the
significance studies of the Ξ+

c → pK−π+ decay signal measurement
in Pb–Pb collisions at

√
sNN = 5.5 TeV with ITS 2 and ITS 3 detector

layouts. The candidate Ξ+
c decay products are labelled with 0, 1 and 2,

where the daughter number 1 indicates the track with opposite elec-
tric charge with respect to the other two, namely the candidate kaon

particle.

The red lines represent the parametrisation of the edge pT trend, when the defined
selection region is narrower than −3 <nσ < 3, otherwise this is constrained at ±3
number of σ. This kind of study was originally tried for the prompt Λ+

c reconstruc-
tion in pp collisions at

√
s = 13 TeV (previous Chapter), before the final decision

of using the Bayesian PID technique, and indeed the 2D-correlation plots shown in
Fig. 6.14 regard this data sample. The same parametrizations are exploited here to
explore their performance for the Ξ+

c signal extraction, given a larger flexibility with
respect to the Bayesian PID technique and ensuring at the same time a higher pu-
rity than that obtained with rectangular nσ selections. The different collision system
with respect to that in which these significance studies are performed affects the rel-
ative amount of particle species, but this does not compromise the performance in
terms of efficiency.

The full set of topological variable and PID selection criteria tested in this work
is reported in Tabs. 6.4 and 6.5. In particular, three values for each topological vari-
able are considered, as well as eleven different PID selections. In the latter Table,
the candidate Ξ+

c decay products are labelled with 0, 1 and 2, where the daugh-
ter number 1 indicates the track with opposite electric charge with respect to the
other two, namely the candidate kaon product. When not specifically indicated, the
“nTPC

σp
(0)” notation indicates that the daughter 0 is required to satisfy the condition
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FIGURE 6.17: Invariant mass M(pK−π+) distribution in the simu-
lated Pb–Pb events at

√
sNN = 5.5 TeV (top left), in the collected

Pb–Pb collisions at
√

sNN = 5.02 TeV (top right) and in the associ-
ated MC production (bottom left) of combinatorial pK−π+ triplets in
the 4 < pT < 6 GeV/c interval reconstructed with the ITS 3 detector

using the selections reported in Tab. 6.6.

low(pT) < nTPC
σp

(pT) < up(pT), where “low” and “up” refer to the red lines delim-
iting the selection region shown in Fig. 6.14. A similar notation is used also for the
TOF signal and the other decay products. Combining all the variations on the topo-
logical variables and the PID selection, the expected significance for a total of 891
sets is calculated in the three pT intervals considered in the analysis. The background
within ±3σ is estimated following the recipe given by Eq. 6.8, applying on the com-
binatorial pK−π+ triplets the different selection criteria listed in Tabs. 6.4 and 6.5.
The invariant mass distribution from the simulated Pb–Pb collisions at

√
sNN = 5.5

TeV, the one from collected Pb–Pb events at
√

sNN = 5.02 TeV and from the asso-
ciated MC simulations for combinatorial pK−π+ triplets with 4 < pT < 6 GeV/c
reconstructed with the ITS 3 detector are shown in Fig. 6.17. In particular, these dis-
tributions are obtained with the set of selections chosen for the final estimate of the
significance, reported in Tab. 6.6. At the same time, the expected Ξ+

c → pK−π+ sig-
nal within±3σ is estimated using Eq. 6.9 for each of the considered set of selections,
which influences the value of the αy(acc× ε) correction term. Another ingredient en-
tering the signal estimate consists in the BR(Ξ+

c → pK−π+) value, which at the time
of writing this thesis is not precisely known. In this work, three different values for
the branching ratio are taken into account, according to what present in literature:
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FIGURE 6.18: Expected significance for the Ξ+
c → pK−π+ signal

measurement in the 4 < pT < 6 GeV/c interval in Pb–Pb collisions at√
sNN = 5.5 TeV obtained with the combinations of topological vari-

able and PID selections listed in Tabs. 6.4 and 6.5 and with the three
BR(Ξ+

c → pK−π+) values available in the literature [315, 333, 350].
The left panel shows the results for Ξ+

c → pK−π+ candidates re-
constructed with the ITS 2 detector, while in the right one the results

obtained with the ITS 3 detector are reported.

1. the experimental measurement performed by the Belle experiment [315], pro-
viding the value BR=(0.45± 0.21± 0.07)%;

2. the experimental measurement performed by the LHCb experiment [333], pro-
viding the value BR=(1.135± 0.002± 0.387)%;

3. the theoretical prediction provided in Ref. [350], providing the value BR =
(2.2± 0.8)%.

In Fig. 6.18 the expected significance for the Ξ+
c → pK−π+ signal measurement in

the 4 < pT < 6 GeV/c interval in Pb–Pb collisions at
√

sNN = 5.5 TeV obtained with
the combinations of topological variable and PID selections listed in Tabs. 6.4 and 6.5
is shown. The results obtained by reconstructing the Ξ+

c → pK−π+ decays with the
ITS 2 and ITS 3 detectors are shown in the left and right panel, respectively, where
the different distributions are obtained with the BR(Ξ+

c → pK−π+) values listed
above. The significance reaches higher maximum values as soon as the branching
ratio increases, as expected. Furthermore, the expected significance estimated with
the ITS 3 layout is higher than that obtained with the ITS 2 for the same value of
the branching ratio. In particular, the gain provided by the ITS 3 can be quantified
with a factor of about 3 and, given that the maximum significance estimated with the
highest branching ratio value, is of the order of about 30 with ITS 3. The feasibility of
this analysis with ITS 2 is not granted. As clearly visible from the left panel, in case
of BR(Ξ+

c → pK−π+) = 1.135% the estimated significance in the signal extraction is
always contained below 5 with the ITS 2 detector, while with a branching ratio value
smaller of about a factor 2.5 the signal extraction looks not doable. Even with the
ITS 3 the maximum expected significance is of the order of ∼ 5 in case of BR(Ξ+

c →
pK−π+) = 0.45%, which would not grant an outstanding statistical precision in the
signal extraction even if the analysis would be still doable.
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pT (GeV/c)

Variable [4, 6) [6, 8) [8, 12)

Lxy (cm) > 0.02 > 0.02 > 0.02

nLxy > 3 > 2 (ITS 2)
> 1 (ITS 3)

> 3 (ITS 2)
> 1 (ITS 3)

cos(θpoint) > 0.995 (ITS 2)
> 0.99 (ITS 3)

> 0.99 > 0.999 (ITS 2)
> 0.99 (ITS 3)

dxy
res. < 2 < 2 < 99 (ITS 2)

< 2 (ITS 3)
PID set 1 1 1

αy(acc× ε) 7% (ITS 2)
8% (ITS 3)

19% 26%

TABLE 6.6: Topological variable and PID selection criteria chosen for
the significance estimated on the Ξ+

c → pK−π+ signal measurement
in Pb–Pb collisions at 5.5 TeV with the ITS 2 and ITS 3 detectors. The
“PID set ” field refers to the combinations of PID selections listed in

Tab. 6.5.

To provide a final estimate of the expected significance for the Ξ+
c → pK−π+

signal measurement, one set of topological variables and PID selection criteria is
chosen in each pT interval for the reconstruction done with ITS 2 and ITS 3 detec-
tors. This choice is done looking at the significance, as well as the ingredients used
for the background calculation. As a matter of fact, the application of tight selec-
tions may reject almost all the statistics of combinatorial pK−π+ triplets, especially
in the simulated events where the generated statistics is not large. This may cause
an increase of the significance, though not always corresponding to a real gain in
the signal extraction. This statement is supported by the fact that using only 5% of
the tracks to build the combinatorial triplets high relative statistical fluctuations are
observed given the low statistics for tight selections, accompanied by a bad back-
ground description. This feature causes a fake increase up to about a factor 2 in
the expected significance with respect to what obtained with the same selections but
keeping 15% of tracks for the combinatorics. This effect is observed for the tight-
est selections and consequently the highest expected significance is observed to be
associated always to one of such “pathologic” sets of selections. For this reason, a
more conservative approach is finally employed and looser selections are chosen to
provide the final results, given that they ensure a good background description, as
shown in Fig. 6.17. The selection criteria chosen to provide the significance esti-
mate for the Ξ+

c → pK−π+ signal measurement in Pb–Pb collisions at
√

sNN = 5.5
TeV with ITS 2 and ITS 3 detectors are reported in Tab. 6.6. The selection efficiency
for the Ξ+

c → pK−π+ signal granted by these selections increases from about 7%
at 4 < pT < 6 GeV/c to about 26% at 8 < pT < 12 GeV/c and it does not show
any significant difference between ITS 2 and ITS 3 detectors. However, the usage
of either the two layouts affects the background rejection, and consequently the ex-
pected significance. This quantity is shown in Fig. 6.19, where the final results in
the three pT intervals obtained with the ITS 3 detector are reported. The result is
accompanied by the uncertainties deriving from the statistical uncertainties of the
different ingredients involved in the significance calculation, (empty box), such as
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FIGURE 6.19: Expected significance for the Ξ+
c → pK−π+ signal

measurement in Pb–Pb collisions at
√

sNN = 5.5 TeV with the ITS
3 detector. The significance is estimated considering the BR(Ξ+

c →
pK−π+) provided by the LHCb measurement [333]. The bottom
panel shows the gain with respect to the same estimate performed

with the ITS 2 detector.

the signal and background counts. The significance is estimated considering the
BR(Ξ+

c → pK−π+) provided by the LHCb measurement [333] and the other two
values are used to provide a further systematic uncertainty, which is reported as a
shaded box. This corresponds to the envelope between the upper and lower signif-
icance obtained with the three branching ratios varied within their uncertainties. In
the bottom panel, the gain provided by the ITS 3 with respect to the ITS 2 is quan-
tified as the ratio of the significance given by the reconstruction using the two de-
tector layouts. In this case, the branching ratio related uncertainty cancels out since
it is fully correlated between the two estimates, under the assumption of S/B � 1.
The ITS 3 provides a gain of about a factor×3 with respect to the ITS 2, thanks to the
higher capability in the rejection of combinatorial background. This can be consid-
ered the most important piece of information learnt from this study, and it strongly
supports the proposal of the ITS 3 detector, being crucial for the measurement of
charm baryons in hadronic collisions with the ALICE apparatus using the collected
data during Run 4. However, this study does not provide a definitive value of the
expected significance for the Ξ+

c → pK−π+. A larger sample of simulated Pb–Pb
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Species
Valence
quarks

Mass
(MeV/c2)

cτ (cm)
Decay channel

(BR)

Σ+ uus 1189.37± 0.07 2.404
pπ0 (∼ 52%),
nπ+ (∼ 48%)

Ξ− dss 1321.71± 0.07 4.91
π−Λ(→ pπ−)

(∼ 100%× 64%)

Ω− sss 1672.45± 0.29 2.461
K−Λ(→ pπ−)
(∼ 68%× 64%)

Ξ+
c usc 2467.94+0.17

−0.20 136.6× 10−4 Ξ−π+π+

(Defined as 1)
Ξ0

c dsc 2470.90+0.22
−0.29 45.8× 10−4 Ξ−π+ (∼ 1.43%)

Ω0
c ssc 2695.2± 1.7 80× 10−4 Ω−π+ (Defined

as 1)

TABLE 6.7: Multi-strange and strange-charm baryons. Numbers
taken from [3].

events is needed to increase the combinatorial background statistics and see if even
larger significance values can be achieved with tighter selections than those listed in
Tab. 6.6. Moreover, this performance studies can benefit also from the application of
ML techniques, as discussed in Sec. 6.1.1. Anyway, at the moment a precise estimate
is still compromised by the huge ambiguity on the BR(Ξ+

c → pK−π+), given the
different values available in the literature.

6.6 The upgraded ITS as a “strangeness tracker”

The layers of ITS inner barrel will be characterised by radii going from about 2.2 cm
to 4.2 cm in the ITS 2 and from about 1.8 cm to 3.0 cm in the ITS 3. As reported in
Tab. 6.7 the proper decay length of multi-strange charged baryons is of the order
of some centimetres, thus the same magnitude of the inner barrel layers of the ITS.
Given the improved spatial resolution granted by this detector, it will be possible to
reconstruct and identify the signal released by these strange charged particles. In
other words, with a read-out rate of 400 kHz in pp collisions, the new ITS might be
thought as a “MHz bubble chamber”, with the possibility to be used to reconstruct
the short tracks associated to each strange charged particles similarly to what could
be done with bubble chambers. The reconstruction of these mini tracks can improve
the pointing at the primary vertex of the cascades associated to the multi-strange
baryon decays, whose reconstruction only with the TPC tracks does not grant a com-
parable spatial resolution. This aspect is fundamental to improve the identification
of secondary vertices of strange-charm baryons decaying to strange hadrons, given
the intrinsic spatial displacement with respect to the primary vertex of the order of
tens or hundreds of microns, as reported in Tab. 6.7. Promising physics cases are the
reconstruction of the Ξ+

c → Ξ−π+π+ decay, exploiting the intrinsic displacement
of about 137 µm of the Ξ+

c and the proper decay length of about 4.9 cm of the Ξ−,
and the Ω0

c → Ω−π+ decay, which can profit from the tracking of the Ω− baryon,
whose proper decay length is about∼ 2.5 cm, as well as from the Ω0

c lifetime, giving
an intrinsic displacement of about ∼ 80 µm. The performance achieved with this
innovative reconstruction technique is sensitive to the detector layout. Therefore, its
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FIGURE 6.20: Example of Ω0
c → Ω−π+ decay simulated with

PYTHIA 8 event generator and GEANT 4 transport code then recon-
structed with the ITS. The adopted layout for the detector consists
in the ITS 3 one with the addition of a further layer with a radius of
R = 7 cm. A schematic representation of the decay is reported in the

right panel.

study is fundamental to define the ideal geometry and layout for the ITS 3 detector,
whose final design may be revisited in case these studies provide positive outcomes.

In this thesis, an exploratory study for the Ω0
c → Ω−π+ decay reconstruction ex-

ploiting the strangeness tracking technique is described. In particular, the main goal
of this work is to study the feasibility of the primary Ω− baryon separation from the
Ω−(← Ω0

c) ones in an ideal environment, without considering possible inefficien-
cies or fake-cluster associations in the tracking. Moreover, some preliminary studies
about alternative ITS 3 layouts are touched, starting from an “improved ITS” layout
used as default, as discussed in the next Section. In these studies, only the ITS de-
tector is exploited, namely no track reconstruction using the information from TPC
is used.

6.6.1 The Ω0
c → Ω−π+ decay: primary Ω− vs. Ω−(← Ω0

c)

The decay channel chosen to explore the performance of the strangeness tracking
technique with the upgraded ITS 3 detector is the Ω0

c → Ω−π+. In Fig. 6.20 a
typical event display related to a Ω0

c → Ω−π+ decay and the consequent Ω− →
ΛK− → pπ−K− cascade is shown. The kinematic of the Ω0

c decay is simulated with
the PYTHIA 8 event generator, while the decay of strange hadrons as well as the
transport of charged particles through the ITS layers is managed with the GEANT
4 transport code. The simulations are based on a realistic implementation of the
beam pipe. Furthermore, in these simulations no magnetic field is applied (B = 0)
and the intrinsic resolution of the detector is not implemented. The latter aspect is
mimicked with a smearing of the generated hit coordinates, as explained later in this
Section. The default ITS geometry adopted in these studies corresponds to the ITS 3
one, to which an additional layer with a radius of R = 7 cm is added. The coloured
points highlighted in the event display correspond to the generated hits related to
the charged particles crossing the ITS layers and the different colours indicate the
species taken into account. With the upgraded ITS 3 layout is possible to observe the
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FIGURE 6.21: Impact parameter (dxy
0 ) distribution for primary Ω−

and Ω−(← Ω0
c) baryons with 4pT < 6 GeV/c from PYTHIA 8 +

GEANT 4 simulations with the ITS detector. The adopted layout for
the detector consists in the ITS 3 one with the addition of a further
layer with a radius of R = 7 cm. The comparison between primary
Ω− and Ω−(← Ω0

c) baryons is proposed under the hypothesis of dif-
ferent uniform smearing for the generated hits in the ITS, within a
range of 0 µm (no smearing), 10 µm, 20 µm, 30 µm, 40 µm and 50 µm.

signal released in the 4 innermost layers by the charged Ω− baryon (blue), which is
produced together with a π+ (red) from the Ω0

c decay, that takes place in correspon-
dence of the nominal interaction point (star). A K− meson (green) and a Λ baryon,
which decays (star) into a proton (light blue) and a π− (red), deriving from the Ω−

cascade are also fully reconstructed in the ITS detector.
The events with a Ω0

c → Ω−π+ decay are compared with those containing a pri-
mary Ω−, namely directly produced at the interaction point. Such a comparison is
fruitful to understand whether the Ω0

c → Ω−π+ secondary vertex can be resolved
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FIGURE 6.22: Impact parameter resolution for the reconstruction of
primary Ω− and Ω−(← Ω0

c) baryons in different transverse mo-
mentum intervals obtained with several uniform (left) and Gaus-
sian (right) smearing ranges from the simulation with PYTHIA 8 +
GEANT 4 of 300k primary Ω− baryons and 300k Ω0

c → Ω−π+ de-
cays. The adopted layout for the detector is the ITS 3 one with the

addition of a further layer with a radius of R = 7 cm.

from the primary one. This is possible only if the Ω− deriving from the Ω0
c decay can

be separated from the bulk of primary Ω− baryons. The performance on this sepa-
ration is investigated by means of the reconstructed impact parameter dxy

0 of the Ω−

baryon, corresponding to the distance of closest approach of the Ω− reconstructed
track to the primary vertex in the transverse plane. Given the decay kinematics,
the impact parameter of Ω−(← Ω0

c) baryons is higher with respect to the primary
Ω− ones, because of the non-negligible proper decay length of the Ω0

c of cτ = 80
µm that causes a displacement from the interaction point. For this reason, the im-
pact parameter distribution for primary Ω− is expected to be narrower than that of
Ω−(← Ω0

c) baryons. However, the effective spread observed on the reconstructed
Ω− baryons is also influenced by other aspects which may prevent us from resolv-
ing the two cases. First of all, the multiple scattering in the beam pipe as well as in
the innermost layers of the ITS detector is expected to broaden the impact parame-
ter distribution especially at low pT. Furthermore, the effective spread of the impact
parameter distribution is influenced by the intrinsic spatial resolution of the detec-
tor, which is not implemented in the MC simulations. For this purpose, the global
coordinates of the generated hits are randomly smeared with respect to the original
position according to two different approaches:

• uniform smearing: given a value r for the range of the i-th spatial coordi-
nate, then the original value xorig.

i is mapped into x′i so that x′i = xorig.
i +

Uniform(−r/2,+r/2);

• Gaussian smearing: in this case, the original value xorig.
i is mapped into x′i so

that x′i = xorig.
i + Gaus(0, r/

√
12).

Given that the pixel dimensions in the ITS 2 and ITS 3 detectors are respectively
about 30 × 30 µm and 15 × 15 µm, reasonable choices for the range r consist in
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values of the order of some tens of microns. In this work, both the uniform and
Gaussian smearing approaches are considered to study the separation between pri-
mary Ω− and Ω−(← Ω0

c) baryons considering a smearing range increasing up to
50 µm. In Fig. 6.21 the impact parameter (dxy

0 ) distributions for primary Ω− and
Ω−(← Ω0

c) baryons in the 4 < pT < 6 GeV/c interval obtained from the genera-
tion of 3 × 105 primary Ω− baryons as well as 3 × 105 Ω0

c → Ω−π+ decays with
PYTHIA 8 + GEANT 4 simulations given an uniform smearing of the hit coordi-
nates are shown. As expected, the dxy

0 distribution of primary Ω− baryons looks
narrower than what observed for Ω−(← Ω0

c) ones and the separation between the
two samples worsen with increasing smearing range. In particular, the top left panel
shows the case without applying any smearing, which would reflect the perfor-
mances granted by a detector with a perfect resolution. In this case, only the spread
given by the multiple scattering emerges, since it is implemented in the GEANT
transport, but the hit coordinates are not affected by the intrinsic resolution of the
detector. The impact parameter distributions are fitted with the function defined in
Eq. 3.12 and the Gaussian resolution σ is considered to quantify the separation be-
tween the two samples. The distributions shown in Fig. 6.21 refer to Ω− baryons
with a transverse momentum in the interval 4 < pT < 6 GeV/c and they are ob-
tained after applying a uniform smearing on the global coordinates of the generated
hits. To study the dependence of the detector performance as a function of pT, the
analysis is repeated for Ω− baryons with a transverse momentum in 2 < pT < 4
GeV/c, 6 < pT < 8 GeV/c and 8 < pT < 12 GeV/c, and also the Gaussian smearing
on the global coordinates of the generated hits is tested. In Fig. 6.22 the measured
impact parameter resolution for the reconstruction of primary Ω− and Ω−(← Ω0

c)
baryons in different transverse momentum intervals obtained with several uniform
(left) and Gaussian (right) smearing values are shown. For all the pT intervals con-
sidered in this work, the impact parameter resolution of the primary Ω− baryons
looks smaller by about a factor of about ×1.5 − 3 with respect to the Ω−(← Ω0

c)
ones. This is valid for both smearing strategies. The dxy

0 resolution for each value
of the smearing range is observed to decrease with increasing pT. This behaviour
is the direct consequence of the decreasing influence of the multiple scattering with
increasing pT, which provokes an improvement of the pointing resolution.

As soon as the smearing range increases the tails become more relevant, espe-
cially for the primary Ω−. This effect, that in principle may prevent a significant
separation from the decay products of Ω0

c decays, derives from the lack of a mini-
mum number of ITS hits required for the Ω-tracklet reconstruction. As a matter of
fact, all the generated Ω− baryons releasing a hit in at least 2 layers of the ITS are
kept in this study5, but the description of the trajectory is much less accurate for par-
ticles with only 2 or 3 associated points and this causes the broadening of the tails
and, as a consequence, of the estimated resolution. In Fig. 6.23 the impact param-
eter distribution of primary Ω− (left) and Ω−(← Ω0

c) baryons (right) reconstructed
with a transverse momentum in the 4 < pT < 6 GeV/c interval after applying a
uniform smearing on the generated hit coordinates within a range of 30 µm and
requiring a different number of hits for the track reconstruction is shown. When

5The simulations are performed with a null magnetic field (B = 0), hence the charged particles are
not bended and follow a straight-line trajectory. A polynomial of first order is used to interpolate the
points on the transverse plane. Therefore, 2 points are enough. This would not be true in case of non-
null magnetic field (B 6= 0), given the induced trajectory bending. However, the assumption of linear
trajectories should not bias the results, considering that for transverse momenta of the order of GeV/c
the curvature radius is about 7 m.
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FIGURE 6.23: Impact parameter dxy
0 distribution of primary Ω− and

Ω−(← Ω0
c) baryons reconstructed with a transverse momentum in

the 4 < pT < 6 GeV/c interval in PYTHIA 8 + GEANT 4 simulations
with different requirements on the number of hits in the ITS detec-
tor, after applying a uniform smearing along a range of 30 µm of the
generated hit coordinates. The layout adopted for these studies cor-
responds to the ITS 3 one with the addition of a further layer with a

radius of R = 7 cm.

reconstructing a primary Ω− with at least 4 hits in the ITS detector, the dxy
0 gets sud-

denly sharper, with a relative increase of statistics around the peak. This gets even
more evident when requiring at least 5 hits in the ITS. On the other hand, the distri-
bution of Ω−(← Ω0

c) baryons undergoes a milder modification when modifying the
condition on the minimum number of hits, considering the intrinsic larger displace-
ment provoked by the proper decay length of Ω0

c baryon. Finally, a higher number
of points involved in the Ω− baryon reconstruction implies a better separation be-
tween the two sample. In particular, the fourth layer added at a radius of R = 7 cm
seems to significantly help to constrain the quality of the reconstructed Ω−, given
the observed improvement when requiring at least 3 or 4 hits in the ITS.

Another variable to be exploited for the separation of Ω0
c → Ω−π+ signal from

the combinatorial background is the product of the daughter impact parameters
dxy

0 (Ω−)× dxy
0 (π+). By definition, the impact parameter is a kinematic variable asso-

ciated to each reconstructed track defined either with positive or negative sign deter-
mined by cos(arctan(py/px)), where px and py correspond to the track momentum
components along the global x and y axes. Given the non-negligible proper decay
length of the Ω0

c baryon and the consequent induced displacement from the pri-
mary vertex, the Ω0

c → Ω−π+ decay products are expected to have a larger impact
parameter with respect to primary particles and with an opposite sign, considering
the decay kinematics that forces the Ω− and the π+ to fly on opposite directions. For
this reason, the dxy

0 (Ω−)× dxy
0 (π+) distribution measured considering the products

of Ω0
c → Ω−π+ decays is expected to be strongly asymmetric, with a significant

amount of statistics populating the dxy
0 (Ω−) × dxy

0 (π+) < 0 region. On the other
hand, the impact-parameter product distribution for combinatorial background is
expected to show a more symmetric shape around 0, given the random orienta-
tion of uncorrelated Ω− and π+ hadrons. The impact parameter distributions of
Ω0

c → Ω−π+ decay products for reconstructed Ω0
c baryons are compared with the
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FIGURE 6.24: Impact parameter product dxy
0 (Ω−) × dxy

0 (π+) distri-
bution of Ω0

c → Ω−π+ decay products compared with the one of
primary Ω− and primary π+ in the 4 < pT < 6 GeV/c interval sim-
ulated with PYTHIA 8 + GEANT 4. The ITS layout adopted in this
study corresponds to the ITS 3 one with the addition of a further layer
with a radius of R = 7 cm. For these studies, 3× 105 Ω0

c → Ω−π+

decays and 3× 105 events containing a primary Ω− and a primary
π+ are simulated.

same quantity measured for combinatorial background of primary Ω− and primary
π+ in Fig. 6.24. This comparison is performed simulating 3 × 105 Ω0

c → Ω−π+

decays, as well as 3× 105 events containing a primary Ω− and a primary π+ with
PYTHIA 8 + GEANT 4 codes. The comparison is performed in the 4 < pT < 6
GeV/c interval, where the transverse momentum for the combinatorial Ω−π+ pair
derives from the four-momentum sum of the constituent primary particles. As done
for the impact parameter dxy

0 in Fig. 6.21, the reconstructed dxy
0 (Ω−)× dxy

0 (π+) dis-
tributions are evaluated with different smearing ranges for the generated hit coor-
dinates, in order to appreciate the effect of the detector resolution. In the top left
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FIGURE 6.25: Efficiency of Ω0
c → Ω−π+ signal (top row) as well

as for combinatorial Ω−π+ background reconstruction (middle row)
and signal purity (bottom row) estimated with dxy

0 (Ω−)× dxy
0 (π+) <

0 cm2 (left column) and dxy
0 (Ω−) × dxy

0 (π+) < 0.00001 cm2 (right
column) obtained with PYTHIA 8 + GEANT 4 simulation of 3× 105

Ω0
c → Ω−π+ decays and 3× 105 events containing a primary Ω− and

a primary π+. The results in different pT intervals and with several
either uniform or Gaussian smearing values for the generated hit co-
ordinates are reported. The ITS layout used in these studies is the ITS
3 one with the addition of a further layer with a radius of R = 7 cm.

panel the dxy
0 (Ω−) × dxy

0 (π+) distribution of the Ω0
c → Ω− decays shows the ex-

pected asymmetric shape, with the dxy
0 (Ω−)× dxy

0 (π+) < 0 region containing about
∼ 73% of the total generated signal. The distribution associated to the combina-
torial background is symmetric around 0 and the spread is driven by the multiple
scattering in the beam pipe and the innermost layers of ITS. This effect is the main
responsible for the population of the dxy

0 (Ω−) × dxy
0 (π+) > 0 region in the signal

distribution. With the increase of the, the shape of signal distribution is broadened.
Moreover, the dxy

0 (Ω−) × dxy
0 (π+) unbalance toward negative values becomes less

relevant and the signal distribution gets closer to the combinatorial background one,
which also broadens for higher smearing values. The results shown in Fig. 6.24
refer to Ω0

c → Ω−π+ decays and combinatorial Ω−π+ pairs reconstructed in the
4 < pT < 6 GeV/c interval after the application of a uniform smearing of the gen-
erated hit coordinates. The same analysis is repeated in different pT intervals and
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testing the Gaussian smearing. In Fig. 6.25 the efficiency for the Ω0
c → Ω−π+ sig-

nal (top row) as well as for combinatorial Ω−π+ reconstruction (middle row) and
the signal purity (bottom row) estimated with the dxy

0 (Ω−)× dxy
0 (π+) < 0 cm2 (left

column) and dxy
0 (Ω−)× dxy

0 (π+) < 0.00001 cm2 selections obtained from the same
simulations used before are shown. The three quantities are computed in the trans-
verse momentum intervals 2 < pT < 4 GeV/c, 4 < pT < 6 GeV/c, 6 < pT < 8
GeV/c and 8 < pT < 12 GeV/c. The signal efficiency shows a clear ordering as
a function of pT in case of dxy

0 (Ω−)× dxy
0 (π+) < 0 cm, showing decreasing values

from high to low pT. This behaviour reflects the larger displacement of the prod-
ucts of Ω0

c → Ω−π+ decays given the larger pT of decaying baryon, reflected into
a higher population of the negative side of the distribution. Furthermore, the sig-
nal efficiency shows a decreasing trend with increasing smearing value, going from
∼ 80% (∼ 68%) without smearing to ∼ 0.66% (∼ 0.58%) with a smearing range of
50 µm in the 8 < pT < 12 GeV/c (2 < pT < 4 GeV/c) interval. This is a direct
consequence of the distribution broadening, since some statistics moves to the pos-
itive side due to the worsening of the pointing resolution. On the contrary, given
the symmetric nature of its dxy

0 (Ω−) × dxy
0 (π+) distribution, the reconstruction ef-

ficiency of the combinatorial background is independent on the reconstructed pT
and the smearing value and amounts to ∼ 50%. As a consequence, the signal pu-
rity shows the same dependencies of the signal efficiency. For the tighter selection
dxy

0 (Ω−)× dxy
0 (π+) < 0.00001 cm2 the signal efficiency drops to∼ 25%, with slightly

higher values registered at low pT due to the larger influence of the multiple scat-
tering that tends to populate the tails of the distribution. This behaviour affects also
the background and what observed at the level of signal purity is again an increase
with transverse momentum and a decreasing trend with increasing smearing. How-
ever, the tighter selection on the dxy

0 (Ω−)× dxy
0 (π+) product ensures in this case a

higher background rejection, with a maximum amount of ∼ 3% combinatorial pairs
surviving this criterion, and a consequent higher signal purity with respect to the
looser dxy

0 (Ω−)× dxy
0 (π+) < 0 cm2 selection that was constraining the purity below

∼ 60%. As a matter of fact, applying the dxy
0 (Ω−)× dxy

0 (π+) < 0.00001 cm2 crite-
rion the signal purity is always higher than ∼ 84%, even in the worst scenario of
a spatial smearing of 50 µm. Also in this case, the uniform and Gaussian smearing
approaches provide similar conclusions.

6.6.2 Performances with different ITS 3 layouts

The studies presented in the previous Section are performed considering the ITS 3
layout with the addition of a further layer with a radius of R = 7 cm, whose pres-
ence was found to be important to improve the quality of the reconstructed primary
Ω− baryons (see Fig. 6.23). The design of the ITS 3 detector for Run 4 does not
include this additional layer and the possibility to insert it in the final detector con-
figuration must be justified by demonstrating an important gain in terms of physics
performance. Exploiting again the reconstruction of primary Ω− and Ω−(← Ω0

c)
baryons with the ITS 3 detector and the measurement of the impact parameter dxy

0
distribution, a first investigation of the performances provided by different ITS 3
configurations is addressed. In this work, three versions of the ITS 3 layout are con-
sidered, which differ one from the other by the presence and position of a fourth
layer in the inner barrel, thought to provide an additional space point to better con-
strain the reconstruction of a charged particle trajectory. The main aspect investi-
gated in this study is the radius of the possible additional layer, which is correlated
with the momentum needed for a charged particle to reach it. In a scenario without
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FIGURE 6.26: Impact parameter dxy
0 distribution of primary Ω− and

Ω−(← Ω0
c) baryons reconstructed in the 4 < pT < 6 GeV/c interval

with PYTHIA 8 + GEANT 4 simulations requiring at least 4 hits in the
ITS, comparing different layouts for the detector based on the ITS 3
one: without any addition layer and with an additional one, either at

a radius of R = 4 cm or R = 7 cm.

magnetic field (B = 0), the average covered distance 〈L〉 by a charged particle of mo-
mentum p and mass m corresponds to 〈L〉 = cτβγ = cτ〈p〉/(mc), implying a linear
dependence of the particle momentum 〈p〉 with the covered distance 〈L〉, namely
〈p〉 = mc〈L〉/(cτ). Taking into account a Ω−, with a mass of 1.672 GeV/c2 and a
proper decay length cτ = 2.461 cm, the average momentum 〈p〉 needed to cover a
range 〈L〉 corresponding to 〈p(Ω−)〉 ≈ 0.679 · 〈L〉 cm−1· GeV/c. If the kinematics
fully develops along the transverse plane, the average pT that a Ω− baryon needs to
have to reach a given layer with a radius R is directly proportional to the radius itself.
Considering the detector layout adopted so far, the average pT of a Ω− baryon that
reaches the additional layer at R = 7 cm corresponds to 〈pT(Ω−)〉 ' 4.75 GeV/c.
The average pT reduces to about 〈pT(Ω)〉 ' 2.72 GeV/c6 in case the radius of the ad-
ditional layer is put at R = 4 cm, ensuring a higher reconstruction efficiency for low
pT particles if one requires a point on this layer in the reconstruction. For this reason,
an additional layer put at R = 4 cm instead of R = 7 cm is taken into account. In
Fig. 6.26 the impact parameter distribution of primary Ω− and Ω−(← Ω0

c) baryons
reconstructed in the 4 < pT < 6 GeV/c interval using the three mentioned ITS 3
layouts is shown. The track reconstruction is performed using at least 4 space points
in all the three cases. In the case of the ITS 3, the inner barrel is composed by 3 layers
and the fourth one is located at a radius of R = 19 cm, which requires an average
transverse momentum of 〈pT(Ω−)〉 ' 12.90 GeV/c to be reached by a Ω− baryon.
On the other hand, in the two improved scenarios the fourth space point used for
the track reconstruction is closer to the inner barrel, with a consequent decrease of
the average pT for the Ω− baryon. As shown in the left panel of Fig. 6.26 the ITS 3
original layout provides a spatial resolution that is comparable with that obtained
by inserting the additional layer at R = 7 cm. However, the requirement of at least 4
hits causes a drop of about a factor 10 in the former scenario, given that the track is

6Note that in this case the curvature effect is negligible, since R[m] =
pT[GeV/c]

0 .3eB[T] ' 2.7GeV/c
0.3·0.5 '

18 m.
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forced to pass through a more distant layer with respect to the latter case. A broad-
ening of about a factor 2.5 is observed when the additional layer is put at R = 4 cm
instead of R = 7 cm, but the reconstruction efficiency increases by a factor of about
1.7 in the former case with respect to the latter. A milder dependence from the ITS 3
layout is observed for the Ω−(← Ω0

c) baryons, whose impact parameter distribution
reflects the larger displacement given by the decay kinematics. According to these
studies, the insertion of a eighth layer in the ITS 3 layout would be fruitful in case it
has a radius about 2 times larger than the third inner barrel layer, in order to reach
a good compromise between pointing resolution and tracking efficiency and at the
same time a significant separation between primary Ω− and Ω−(← Ω0

c) baryons.

6.6.3 Outlook for future developments

The concept of strangeness tracking in Run 3 and Run 4 may be the key for the AL-
ICE experiment to extend the physics case and performances regarding the heavy-
flavour hadron reconstruction. However, in order to provide a quantitative overview
of the improvements by this technique, further commitment is necessary to bring the
simulation framework to a more realistic description of the data taking and recon-
struction. First of all, the implementation of realistic resolution effects in the detector
simulations are required to provide more punctual conclusions about the spatial pre-
cision granted by the upgraded ITS and the test on bended particle trajectory by the
application of a non-null magnetic field is also important. Another crucial aspect
to be considered to correctly interpret the studies shown in Section 6.6 concerns the
global track and cascade topology reconstruction. In this work, the Ω− trajectories
are reconstructed only using the ITS detector, constraining the tracks with at most 8
points in the scenario of the improved ITS 3 layout. A fundamental ingredient still
completely missing in the simulation framework is the charged particle transport
and tracking in the TPC detector, which covers a key role in the cascade topology
reconstruction. The strange-particle momentum is precisely measured in the TPC
with the cascade reconstruction, but a precise determination of the impact parame-
ter to the primary vertex requires some points constraining the propagation. In this
context, the idea is to exploit the clusters released by the strange charged particle on
the ITS detector to further constrain the propagation of the equivalent track obtained
from the cascade reconstruction towards the primary vertex. This may offer the op-
portunity to perform precise measurements of multi-charm baryon production that
at the moment are not affordable due to the limited spatial resolution of the appa-
ratus. The tracking in the TPC and ITS detectors in the context of the continuous
readout foreseen in the coming data-taking campaigns and the matching between
the two trackers are still under development. Finally, the overall performances (e.g.
matching and tracking efficiency) need to be studied with realistic detector occu-
pancies, differently for what done in this work where only the desired signal was
considered in the simulations (see Fig. 6.20). A crucial aspects that requires dedi-
cated studies is the fake-cluster association probability, which is not negligible in a
high-multiplicity environment and may increase significantly close to the interaction
point.
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Chapter 7

Conclusions and outlook

The two data analyses presented in this thesis contribute to the investigation of the
charm and beauty quark production and dynamics in hadronic collisions at the LHC.
With the measurement of electrons from semileptonic decays of charm and beauty
hadrons in Pb–Pb collisions the charm and beauty quark energy loss in the QGP is
studied. Such measurement is sensitive to the shadowing effect, which suppresses
the heavy quark production at low Bjorken-x. The measurement of Σ0,++

c and Λ+
c

baryons in pp collisions contributes to the investigation of charm baryon production,
whose ratio to the D0 meson one is observed to be enhanced compared to what
measured in e+e− collisions.

The measurement of the pT-differential invariant yield and nuclear modification
factor RAA of electrons from semileptonic decays of charm and beauty hadrons in
central (0–10%), semicentral (30–50%) and peripheral (60–80%) Pb–Pb collisions at√

sNN = 5.02 TeV collected by the ALICE experiment in 2015 is described in Chapter
4. The work presented in this thesis corresponds to the results published in [266] in
the interval pT < 3 GeV/c. The RAA measured in the three centrality classes exhibits
the dependence of the charm and beauty quark energy loss on the path length and
energy density of the deconfined medium produced in Pb–Pb collisions at the LHC.
The results in central (0–10%) and semicentral (30–50%) collisions are compatible
within uncertainties with the predictions from several theoretical models describing
the centrality dependence of the in-medium radiative energy loss. The measure-
ment described in this thesis covers transverse momenta down to pT = 500 MeV/c,
where nuclear shadowing is expected to suppress the heavy quark production in
Pb–Pb collisions at low Bjorken-x. Only model calculations that implement this cold
nuclear matter effect are able to describe the measurement for pT . 3 GeV/c.

The measurement of the production cross section of prompt Λ+
c and Σ0,+,++

c
baryons in pp collisions at

√
s = 13 TeV collected by the ALICE experiment in 2016,

2017 and 2018 is described in Chapter 5. These charm baryons are reconstructed
via the Λ+

c → pK−π+ decays. Selections on specific variables related to the intrin-
sic displacement of the decay vertex with respect to the interaction point and on
the PID of daughter tracks are applied to separate the signal from the combinato-
rial background. The results discussed in this thesis contribute to those published
in [313], where a weighted average with the results obtained from the Λ+

c → pK0
S

decay reconstruction is performed, as explained in Sec. 5.5. The Λ+
c /D0 charm

baryon-to-meson ratio is compared with several model predictions. The Monash
tune of PYTHIA 8 generator, tuned to reproduce the results in e+e− and e−p col-
lisions, significantly underestimates the measurement and does not reproduce the
measured trend in pT. This is observed also for the Σ0,+,++

c /D0 ratio, with a dis-
crepancy between the measurement and the model expectation even larger in rel-
ative terms than that of Λ+

c /D0. Only model calculations implementing different
hadronization mechanisms for the charm quark compared to the conventional string
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fragmentation are able to describe the measurements within uncertainties. The first
measurement of the prompt Λ+

c feed-down from strong decays of Σ0,+,++
c baryons

(Λ+
c (← Σ0,+,++

c )) in pp collisions at the LHC is also presented and it amounts to
about ∼ 38% in the interval 2 < pT < 12 GeV/c.

Despite the interesting insights provided by the results discussed in this thesis, a
complete understanding of the charm and beauty quark production and dynamics
in hadronic collisions at the LHC requires further measurements. The measurement
of electrons from semileptonic decays of heavy-flavour hadrons does not permit to
disentangle the contribution of charm and beauty flavours and the measurement as
a function of electron pT does not give a direct access to the heavy-flavour hadron
kinematics. These points can be addressed with direct measurements of charm and
beauty hadron productions, which at the moment are precluded by the available
recorded luminosity and the challenging separation of the signal from the over-
whelming background. New production measurements need to be performed also
in pp collisions, in order to further study the charm quark hadronization in such col-
lision system and distinguish the new mechanisms introduced in Pb–Pb collisions
by the formation of a deconfined medium. Also in this case, more precise and dif-
ferential results are required. Some perspectives for such measurements in the Run
3 and 4 data-taking campaigns at the LHC are discussed in Chapter 6. Emphasis
is given to the upgrade of the ITS detector, which will provide improved perfor-
mances in the track and vertex reconstruction at low pT and open the door to new
measurements. Thanks to the improved spatial resolution of the upgraded ITS, the
Ξ+

c → pK−π+ signal can be reconstructed with a sample of L = 10 nb−1 central
(0–10%) Pb–Pb collisions at

√
sNN = 5.5 TeV. If this measurement may still be at

limit with the ITS 2, the upgrade to the ITS 3 can guarantee a gain of about a factor
3÷ 4 in significance. These performances can be further boosted by the optimisation
of the PID and topological selections via the usage of Machine Learning techniques.
Finally, the improved spatial resolution of the ITS detector as well as its layout closer
to the beam interaction point will enable the direct tracking of strange charge parti-
cles with a typical decay length of the same order of the innermost ITS layer radii.
A first exploratory study employing this innovative approach is discussed in the
last Section of Chapter 6. According to simulations performed with PYTHIA, the
pointing resolution provided by the ITS 3 detector will permit to separate primary
Ω− baryons from those coming from Ω0

c by reconstructing their impact parameter
to the primary vertex. These studies show that the separation improves where more
points are included in the tracking. Therefore, this technique can be fruitful to pre-
cisely propagate to the primary vertex the strange baryon tracks coming from the
cascade reconstruction in the TPC. Even if the real performances of this innovative
technique are still to be assessed, this approach should pave the way to the recon-
struction of multi-charm (strange) baryons, such as Ξ+

cc, Ξ++
cc and Ω0

cc baryons.
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