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Abstract

This thesis presents a comprehensive investigation of the 12C(p, γ)13N and the
13C(p, γ)14N reactions, crucial elements that help in understanding different stages

of stellar evolution. In particular, the ratio of carbon isotopes, 12C/13C, directly

observable in the stellar atmospheres, is profoundly impacted by the dynamics

of stars. Thus, it is a useful observable that can be tested against the stellar

models to better constrain the mixing phenomena within Red Giant Branch (RGB)

and Asymptotic Giant Branch (AGB) stars, offering valuable insights into their

evolution. Additionally, the carbon isotopic ratio serves as a potent tool to study

the chemical evolution of galaxies.

The primary focus of this study was the determination of precise cross section

data for these reactions, achieved through experiments conducted at LUNA, lo-

cated in the Laboratori Nazionali del Gran Sasso (LNGS), both the 12C(p, γ)13N

and the 13C(p, γ)14N, and at Felsenkeller laboratories, only the 12C(p, γ)13N. The

energy range covered in the former is Ep = 70 − 400 keV, the latter instead is

Ep = 320 − 620 keV. By employing multiple experimental techniques and per-

forming rigorous cross checks, highly precise cross section data were obtained for

the 12C(p, γ)13N and 13C(p, γ)14N reactions. Additionally, an in depth charac-

terization of systematic uncertainties was performed with several supplementary

measurements to enhance the reliability of the results. The results show cross

sections approximately 30% lower for both reactions with respect to the literature

values.

The novel 12C/13C ratio derived from this study, in combination with the obtained

reaction rates, can significantly advance our ability to model and understand the

mixing phenomena occurring in stars. The improved precision facilitates the con-

straining of theoretical stellar models against the observations, leading to more

accurate predictions of stellar evolution and nucleosynthesis processes.
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Chapter 1

Introduction

The research in Nuclear Astrophysics is of fundamental importance to understand

the origin of all the elements in our Universe. It focuses on studying the intricate

nuclear reaction networks that are responsible of creating nuclei heavier than H

and that drives the stellar evolution. Stars are the main blacksmith of our Universe

that not only produce the energy necessary for life on Earth, but also creates more

and more complex elements inside their cores that make up everything in our

Universe. Thus, by knowing the rates of these reactions inside stellar interiors it

is possible to study the evolution of our Universe.

In this chapter the main concepts of stellar evolution will be illustrated, focusing on

two different types of stars that are particularly prolific in terms of nucleosynthesis.

Then the main ingredients of the reaction mechanism inside the stars will be

explained. Finally, the two reactions under study, namely the 12C(p, γ)13N and
13C(p, γ)14N will be described and the state of the art discussed.

1.1 Stellar Evolution

Hydrogen and helium are still the most abundant elements in our Universe. Most

of these are located in the interstellar medium in form of a interstellar nebula. This

could be created either from the nuclei directly coming from the Big Bang itself or

from the remnants of an already died star. When the mass of the elements reaches

the critical value, the gravitational force starts to compress all the nuclei, which

as a consequence increase their kinetic energy and thus the temperature. When

the density and the energy of the nuclei is high enough, the first fusion reaction is

ignited and the star is born.
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Figure 1.1: All the possible pp chains inside the star hydrogen burning region. Three different
branches are possible. The total outcome is the 4He production, but as a byproduct also some
amounts of d, 3He, 7Li and 7Be can be produced [2].

Initially, the star burns hydrogen to produce helium nuclei, for a total reaction

of 41H →4 He +2 e+ +2 νe, which is referred to as hydrogen burning. This stage

of the stellar life is called Main Sequence [1]. The hydrogen burning can occur

through two different chains of reactions, depending on both the mass of the star

and its composition. If the star is small, the main mechanism is the pp process.

It is a chain of reactions that starts from the p+ p and finishes by producing one
4He nucleus. In reality, the chain can be divided in three different sub-chains,

predominance of which depends on the star temperature. The full structure of the

pp chains can be seen in Fig. 1.1.

An alternative to the the pp process is the CNO cycle. It consists in several

reactions on C, N and O nuclei that cathalitically create one 4He nucleus from 41H.

The entire cycle can be seen in Fig. 1.2. This is the predominant mechanism of

the hydrogen burning for star with masses approximately 1.5 higher than the solar

one [1]. Nevertheless, the star composition must contain some of the nuclei that

takes part in it. This propriety is called metallicity, ie. how many nuclei heavier

than 1H and 4He does the star contain. As an example, the first generation stars,

created just after the Big Bang, have very low metallicity, since no C, N nor O

nuclei were produced before. Thus these, even with high enough mass, can not

burn the hydrogen through the CNO cycle. Additionally, the cycle is important

for the nucleosynthesis: the amounts of each isotope are changed when the cycle

is ignited and reaches an equilibrium value given by the reaction rates of each of

the reactions.
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Figure 1.2: The CNO cycles inside the stellar hydrogen burning regions. Three different closed
cycles are possible, depending on the star temperature [2].

Once most of the hydrogen has been burned and the star is not able to sustain

itself, the hydrogen burning region is pushed towards an outer shell of the star,

leaving the core made of helium. The stars thus begins to expand and cool while

the core is being contracted and enters into the Red Giant Branch (RGB) phase.

At this point, the first dredge up (FDU) occurs [3]. The convective motion pene-

trates into the hydrogen burning regions of the star and brings up heavier elements,

such as carbon and nitrogen, from the stellar core to the surface. As a result of

FDU, the surface elemental abundances of the star change. The newly mixed ma-

terial, enriched in hydrogen burning products, is transported to the stellar surface,

where it can be observed through spectroscopic analysis. This alteration of surface

composition is an important aspect of stellar evolution and has implications for the

chemical enrichment of the interstellar medium and the formation of subsequent

generations of stars and planetary systems.

When a high enough temperature is reached in the core, the helium burning can

be started inside the core which will produce enough energy to stop the core

contraction. The process consists in triple 4He reactions that create 12C nuclei [1].

This process is highly unlikely due being a two step process: first, the 8Be nucleus

must be produced, which is unstable with a half life of 8.19×10−17 s, and then has

3



1.1. Stellar Evolution Chapter 1. Introduction

to capture a 4He nucleus before decaying. Nevertheless, this process is favoured

by the existence of the Hoyle state in the 12C nuclei [1].

Once the star has exhausted most of its helium, the process called second dredge

up (SDU) occurs [3], which is analogous to the FDU: the convective envelope

penetrates in the helium burning regions and brings up all the produced elements

to the stellar surface.

At this evolutionary point, the star usually enters its most prolific stage for nu-

cleosynthesis: the Asymptotic Giant Branch (AGB) [3]. The stars once again

expands and cools, leaving a core made of carbon and oxygen, the products of the

helium burning. The helium burning starts again in a shell around the core, until

the helium is mostly exhausted. At this point, the hydrogen burning starts in a

thin shell around the helium one. At a certain point, when the helium builds-up

significantly from the hydrogen burning shell, the helium burning ignites again.

This process is known as helium flash and it repeats several times during the fol-

lowing star evolution. The hydrogen and helium shells are constantly switched off

and on up until most of the hydrogen is burned and it can no more provide helium

for the other shell.

In the meantime, the phenomena called third dredge up (TDU) occurs several

times. When the hydrogen shell is switched off, the convective motion can pene-

trate down to the helium burning region and thus brings up all the encountered

material up to the surface, enriching the surface with the helium burning prod-

ucts and several other elements [3]. A simplified scheme of the TDU is shown in

Fig. 1.3. The TDU is thus responsible for the creation of carbon stars. Carbon

stars are giant stars with a surfaces carbon abundance higher than the oxygen

one, resulting from the dredge up of carbon-rich material from the helium burning

ashes. These carbon stars are particularly interesting to astronomers because they

play a crucial role in the chemical enrichment of the universe. Additionally, the

AGB start pulsation can trigger intense mass loss in the star [4]. As the convec-

tive envelope reaches deeper layers and brings up the hot material from the deeper

region, it becomes unstable leading to the ejection of stellar material in the form

of stellar winds that then enrich the interstellar medium.

Once the AGB star finishes most of its helium and hydrogen, and thus is not able to

maintain the burning in its shells, two fates are possible. Either the star mass is big

enough to start the process of carbon burning, or it dies as a White Dwarf, ie. hot

stellar core remnant made of carbon and oxygen unable to undergo further fusion

4



Chapter 1. Introduction 1.1. Stellar Evolution

Figure 1.3: The third dredge up representation for an AGB star. The convective shell penetrates
deep inside the helium burning ashes when the hydrogen burning shell is switched off. This
repeats several time during the AGB phase [5].
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1.1. Stellar Evolution Chapter 1. Introduction

processes. If the star mass is approximately > 8M⊙, the
12C +12 C fusion starts

inside the stellar core. At this point the star evolution is quick and straightforward

with respect to the previous stages, producing heavier and heavier nuclei: once

the 12C has been depleted, the neon burning phase starts, followed by the neon

burning, the oxygen burning and the silicon burning phases. When iron-peak

elements have been reached, the star is not able anymore to produce any energy

building heavier elements since the fusion processes starts to be endothermic and

the stellar core inevitably collapses, exploding in the supernova and leaving either

a Neutron Star or a Black Hole [1].

1.1.1 The 12C and 13C Ratio

As seen in the previous section, the elemental abundances in the stellar atmosphere

can provide important information on both the star evolution and its nucleosyn-

thesis. The 12C and 13C ratio, in particular, is an important observable since it

can be readily observed in stellar spectra [6] and it an observable sensible to the

non-standard mixing processes [7]. In particular, the carbon isotopic ratio in the

RGB stars can give insight on the stage of their nucleosynthesis and their mix-

ing processes. As an example, the observations show that the occurrence of FDU

is linked to lower atmospheric 12C/13C ratios [6]. These abundances, however,

are not well reproduced by standard stellar models, thus extra-mixing processes

are needed to model stars that are climbing the Red Giant Branch [6]. For now,

the thermohaline-induced mixing seems to give the most promising results for the

low-mass stars. However, some discrepancies are still present [6]. For higher mass

stars, a contribution from the rotation induced mixing is needed to describe the

observed abundances, which are not affected if the star mass is too low [7].

Similar conclusion has been reached in [8] where a different type of mixing is used.

It is claimed that this could derive from the magnetic buoyancy effects inside

these stars, which is able to give a good description of the observed isotopic ratios.

However, quite intense magnetic fields deep in the stars are required for which little

evidence is still present in literature. Nevertheless, the magnetic buoyancy mixing

is successfully used to describe other important variables in the AGB stars, like

the formation of the 13C pocket [9], which could confirm its need in the description

of the AGB star mixing processes. On the other side, the mixing induced by the

star rotation is able to explain the 13C pocket formation as well [10].

In other studies, focused on the AGB stars, the need of extra mixing processes

is evidenced by the lower 12C/13C ratios than expected [11]. The 12C that is

6



Chapter 1. Introduction 1.2. Nuclear Reactions in Stars

brought towards the surface during the TDU phenomena must be compensated

by its destruction while it crosses the hydrogen burning regions. In there, the 12C

is partially converted into 13C and thus lower ratios are achieved in the stellar

surface. Similar conclusions are reached by studying the presolar SiC grains [12].

These are thought to be created in the loosely bound atmospheres of the AGB

stars, and as such can be readily used to test the AGB star models. In the newest

study, some of the SiC grains present anomalies in the 12C and 13C isotopic ratio

that still are not well understood due to the lack of knowledge in the extra mixing

processes that occur inside some of the AGB stars [13].

Additionally, the 12C/13C ratio is a good tracer for the chemical evolution of galax-

ies. In [14] a positive gradient of the carbon isotopic ratio was found in function

of the distance from the center of the galaxy. The 12C found in the interstellar

medium (ISM) is thought to be produced in three different scenarios: the AGB

stars, that loose their mass through the TDU episodes, the heavy stars that ex-

plodes in supernovae and the White Dwarfs that accrete material from a companion

star and hence explode as a supernovae [14]. The 13C instead is mainly expelled

from the AGB stars, where it is produced through the CNO cycle. The latter

contribution is delayed because it involves low or intermediate AGB stars, which

lifetimes are generally much larger. Hence, the observation of a positive gradient is

a direct consequence of the more frequent star cycling in the center of the galaxy,

where the gas density is higher, with respect to the outer regions [14]. As this

hypothesis describes very well the data, the 12C/13C can be used to estimate the

date and position at which planetary systems were born, since this value is locked

at their formation time.

Finally, in order to improve the models for both the extra mixing in the RGB

and AGB stars, and have a more precise description of the chemical evolution of

galaxies, having a precise reaction rate for both the 12C(p, γ)13N and 13C(p, γ)14N

reaction is mandatory. This is due to the fact that the carbon isotopic ratio in the

hydrogen burning regions is directly proportional to these two quantities.

1.2 Nuclear Reactions in Stars

In order to understand how the nuclear reaction occur inside the stellar interiors,

it is necessary to introduce the reaction rate formalism. Generally, it is possible

to describe a nuclear reaction inside the stars as:

7



1.2. Nuclear Reactions in Stars Chapter 1. Introduction

a+ b → c+ b (1.1)

where the a+b is the entrance channel and c+b is the exit channel, which includes

either particles or radiation that takes part in it. The fundamental quantity that

describes the probability of each type of reaction is the cross section, σ(E) [1],

which depends on the energy, E, of the system in the Center of Mass (CM) refer-

ence. This refers only on occurrence of a single reaction, wheres inside the stars

many particles of type a and b are present. Additionally, the energy is not unique.

The star, in fact, can be modelled as an ideal gas where the particle velocities, v,

follow a Maxwell Boltzmann distribution, ϕ(v). Thus, the number of reactions per

unit time and unit volume, rab, can be written as:

rab = NaNb

∫︂ ∞

0

ϕ(v)vσ(v)dv (1.2)

= NaNb ⟨σv⟩ab (1.3)

where Na and Nb are the number densities of particles a and b, respectively, and

⟨σv⟩ab is the reaction rate per particle pair. The latter is one of the most important

quantities in the nuclear astrophysics. This value, however, is usually very low and

the rab is increased by extremely high particle densities inside the stellar core. This

is due by the fact that particles inside the stars have relatively low energies, eg. a

temperature of 0.2GK, typical of hydrogen burning in RGB stars [15], corresponds

to a mean energy of about 20 keV. Hence, the cross section at such low energies

drops exponentially due to the presence of the Coulomb barrier [1] and the reaction

is mainly driven by the quantum tunneling effect. For this reason, the cross section

is usually parameterized as:

σ(E) =
1

E
exp (−2πη(E))S(E) (1.4)

2πη(E) = 0.989534Z0Z1

√︃
1

E

M0M1

M0 +M1
(1.5)

where the 1/E factor is associated to the de Broglie wavelength, the exp (−2πη(E))

is the factor proportional to the tunneling probability, with η(E) being the Som-

merfeld parameter, S(E) is the astrophysical S-factor, the Z0 and Z1 are, respec-

tively, the atomic numbers of the projectile and the target and M0 and M1 are

8
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Figure 1.4: Two Gamow peaks for the
12C(p, γ)13N reaction for, respectively, the
minimum and the maximum temperature in
the RGB hydrogen burning region [15].
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Figure 1.5: Two Gamow peaks for the
12C(p, γ)13N reaction for, respectively, the
minimum and the maximum temperature in
the AGB hydrogen burning region [16].

the masses (in amu) of, respectively, the projectile and the target [1]. The latter

is the variable that incorporates all the nuclear structure proprieties of the com-

pound that is being formed and as such has much more steady dependence on the

energy, since the exponential has been factored out. This is incredibly helpful to

extrapolate the cross section at the energy ranges of interest, which are otherwise

mostly inaccessible for the experiments.

In order to estimate the energy region of interest, it is possible to plug the Equa-

tion 1.4 inside the reaction rate rate integral in Equation 1.3. The product of the

cross section and the Maxwell Boltzmann distribution gives the Gamow peak [1]

which indicates the energy range at which the reaction occurs inside the stellar

medium at a given temperature, being the product of the energy and reaction

probabilities. An example of the Gamow peak for the 12C(p, γ)13N reaction is

shown in Fig. 1.4 and Fig. 1.5 for, respectively, RGB and AGB stars.

1.3 Proton Capture on Carbon Isotopes

The 12C(p, γ)13N and 13C(p, γ)14N consists in the capture of the proton by the

respective carbon isotopes and the consequent production of a nitrogen isotope.

Both the reactions are exothermic, i.e. the energy is released due to the fact that

the binding energies per nucleon of both the 13N and 14N are higher than in the

respective carbon nuclei [1]. The total difference in the binding energies is called

the Q-value of the reaction and can be easily calculated from the initial and final

9



1.3. Proton Capture on Carbon Isotopes Chapter 1. Introduction

masses of the nuclei. In case of the 12C(p, γ)13N, the Q-value is (1943.5± 0.3) keV

[17], whereas for the 13C(p, γ)14N it amounts to (7550.5636± 0.0003) keV [17].

The capture of the proton can occur through two different mechanisms, namely the

direct capture (DC) or resonant capture. The former refers to a mechanism where a

proton is captured by a nucleus without any intermediate steps: it directly merges

with the nucleus, resulting in the formation of the new compound, whether in its

ground state or in an excited state, and in the simultaneous emission of a γ-ray. In

contrast, resonant capture involves a two-step process. First, the incoming proton

forms the compound directly in its excited state, known as a resonance. This

subsequently decays to its ground state by emitting γ-rays. Resonant capture is

characterized by the involvement of specific energy levels in the compound nucleus,

making it highly dependent on the total energy of the reactants, ie. Q-value plus

the proton energy, matching the resonant energy of the nucleus.

In both the reactions of interest, no resonance is present in the Gamow windows

of the hydrogen burning regions in both AGB and RGB stars. Nevertheless, two

excited states are present in the 13N and in the 14N nuclei, respectively, at ap-

proximately Ep = 421 keV and Ep = 551 keV, which tail can affect the cross

section even at lower energies. The level scheme of the two reactions is shown

in Fig. 1.6 and in Fig. 1.7. The two reactions are different in complexity: in

the 12C(p, γ)13N only one γ-ray is emitted, whereas for the 13C(p, γ)14N several

different excited states can be populated through the DC process and many more

γ-rays are emitted, given the much complex γ-cascades.

Since the γ-rays are emitted in each reaction, these can be counted and associated

to the number of occurred reactions, Nr. By dividing this term by the number

of incoming protons, Np, a quantity called reaction yield, Y , is obtained which

then is linked to the reaction and target proprieties, ie. cross section, σ(E), target

thickness, ∆E, and the effective stopping power, ϵ(E), as follows [1]:

[︃
Nr

Np

]︃
exp

= Y =

[︃∫︂ E

E−∆E

σ(E)

ϵ(E)
dE

]︃
theo

(1.6)

This equations make it possible to link the experimental variables to the cross

section that can be then promptly extracted by using the information provided

on the target thickness and composition. Since an integral is present on the right

part of the equation, the value that is obtained is in reality the mean cross section

10
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Q = 1943.5 keV

13N

Figure 1.6: The level scheme for the 12C(p, γ)13N reaction. Only one direct capture transition
to the ground state is possible.
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8062 keV [1-]

7966 keV [2-]

7029 keV [2+]

6446 keV [3+]

6203 keV [1+]

5834 keV [3-]

5691 keV [1-]

5105 keV [2-]

4915 keV [0-]

3948 keV [1+]

2312 keV [0+]

0 keV [1+]

13C + p

Q = 7550.6 keV

14N

Figure 1.7: The level scheme for the 13C(p, γ)1NN reaction. Mainly the first 6 lowest levels are
populated by the direct capture process that then decay by following their γ-ray cascade.
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averaged over the energies spanned over the target. Thus, in order to correct for

this issue, the effective energy, Eeff, that is then associated to the cross section, is

calculated as follows [1]:

Eeff =

∫︁ E

E−∆E
σ(E)EdE∫︁ E

E−∆E
σ(E)dE

(1.7)

These two equations are fundamental to obtain the cross section for both the

reactions under study. In the following, the review of all the literature studies for

both the reaction will be revised.

1.3.1 State of the Art - 12C(p, γ)13N

The 12C(p, γ)13N was studied several times in the past. In Fig. 1.8 the literature

cross section data in form of the astrophysical S-factor are shown. In the following

brief descriptions of each study is given:

Hall and Fowler (1950) [18] The reaction was studied between 88 keV and

128 keV by counting the emitted positrons from the decay of 13N nuclei. The

target was made from pure graphite disk. The data acquisition took place only af-

ter the sample was irradiated and brought to the counting station. Slightly higher
13N life time of ((10.13±0.10)min) than the current value of (9.965±0.004)min is

reported in the paper. Only the yield values are reported in the paper in form of

a plot with a statistical uncertainty of 20%. No cross section value is reported, al-

though the details of its calculation is discussed. The systematic effects due to the

accelerator voltage inaccuracy and the stopping power uncertainty are reported as

10% each.

Bailey et al. (1950) [19] The reaction cross section was studied in the energy

range between 125 keV and 200 keV. A 0.5mm thick carbon target was used. The

positrons emitted by the decay of the 13N nuclei were counted. The obtained yield

values are in agreement with the Hall and Fowler study. The cross section data

are reported in the plot with a statistical uncertainty ranging from 5% up to 10%.

A 10% systematic uncertainty due to the stopping power is reported.

Vogl PhD. Thesis (1963) [20] The 12C(p, γ)13N reaction was studied in three

different energy ranges. Below 300 keV a soot target of unknown thickness was

13



1.3. Proton Capture on Carbon Isotopes Chapter 1. Introduction

used. In the region between 300 keV and 480 keV evaporated targets with 39% of
12C were employed which thicknesses were obtained by scanning the 448 keV nar-

row resonance in the 13C(p, γ)14N reaction, whereas above 480 keV methyl iodide

targets, with calculable thicknesses were used. The γ-rays were detected with a

NaI(Tl) crystal. Additionally, a plastic scintillator was used as an anti-coincidence

shield to reduce the observed background. The soot target data were normalized

to the evaporated ones to have a good overlap in the cross section. The low energy

data agree with the past studies, however large statistical uncertainty is present

in the overlap region. No major insight is provided for the systematic errors. The

cross section data are provided in a table.

Rolfs and Azuma (1974) [21] The reaction cross section was measured in the

energy range between 150 keV and 2500 keV. Both the 457 keV and 1699 keV

resonances were studied. The experiments were conducted in two different facilities

for, respectively, first and second resonance. However, it is not clear which is

the clear energy cut. The targets were made by depositing the 12C on tantalum

backings. The γ-rays were observed with two Ge(Li) detectors at, respectively,

0◦ and 90◦. The data were normalized to the elastic scattering cross section by

performing a run at 250 keV where protons were detected. The rest of the data

points were then normalized to that value. The data are provided in form of the

differential cross section plots, thus these are rather problematic to be extracted

precisely. They are in good agreement with the previous studies. No systematic

uncertainty is discussed.

Burtebaev et al. (2008) [22] The reaction was studied at 7 different energies

in the 354 – 1061 keV range. A HPGe detector was used to observe the emitted

γ-rays. The targets were made by evaporating first Ta, then 27Al and finally !2C

on Cu backings. The Ta layer was needed to reduce the proton energies when

reaching the Cu layer. The 27Al layer, instead, was used to measure the thickness

of the 12C by looking at the energy shift of the 992 keV narrow resonance. The

cross sections are provided in a table. The overall reported systematic uncertainty

is 10.2% and a good agreement was found with the previous results.

Gyürky et al. (2023) [23] The cross section was studied in the 300 – 1900 keV

range. The targets were prepared by electron beam evaporation of graphite on

tantalum backings and were then characterized by using the (1747.6 ± 0.9) keV

narrow resonance of the 13C(p, γ)14N reaction. The number of 13N decays was

14



Chapter 1. Introduction 1.3. Proton Capture on Carbon Isotopes

200 400 600 800 1000 1200 1400 1600 1800 2000
 [keV]c.m.E

2−10

1−10

1

10

210

S
-f

ac
to

r 
[k

eV
 b

]

N - Total Capture13)γC(p,12

Vogl et al. (1963)
Rolfs et al. (1974) - 0 deg
Rolfs et al. (1974) - 90 deg

Bailey et al. (1950)
Burtebaev et al. (2008)

Lamb et al. (1957)

Figure 1.8: The literature S-factor values for the 12C(p, γ)13N reaction. The Rolfs differential
data were multiplied by 4π in order to compare it with the other datasets.

counted by observing the 511 keV γ-rays emitted by the annihilation events due to

the positron emission. Cross section data are presented in a table with both the

statistic and total uncertainties. Even if the authors claims the data are in good

agreement with the literature, the cross sections for energies lower than 600 keV

are approximately 20% lower.

1.3.2 State of the Art - 13C(p, γ)14N

The 13C(p, γ)14N reaction was focus of many experiments in the past. However,

only one of these measured the cross section for all the transitions, whereas the

others focused on the capture to the ground state. In Fig. 1.9 the literature cross

section data in form of the astrophysical S-factor are shown for the latter one and

in the following brief descriptions of each study is given:

Seagrave (1952) [24] The reaction was studied between 400 keV and 2700 keV.

The detection system consisted in Geiger tubes. Both thick and thin targets were

used by evaporating 13C on silver backings. The yield data are provided over the

wide energy range in form of plots. The cross sections are provided in a table only

at the top of the resonances.
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Woodbury and Fowler (1952) [25] The cross section is obtained only at the

proton energy of 129 keV. A NaI crystal was used to count the γ-rays emitted in the

reaction. The targets were made by cracking enriched methyl iodide on tantalum

strips and the narrow resonance at (1747.6 ± 0.9) keV was used to characterize

them. The obtained cross section value is compared with an extrapolated value

from the Seagrave (1952) study with an observed value about 50% higher than

the extrapolated one.

Hester and Lamb (1961) [26] In this measurement, graphite targets with 1.1%

abundance of 13C were employed. A NaI crystal was used to count the emitted

γ-rays. The efficiency was obtained by extrapolating the integral bias curve. A

1% precision is stated for the accelerator voltage. The cross section was obtained

from the observed yields assuming an infinitely thick target. The obtained values

are in good agreement with the Woodbury and Fowler (1952) measurement.

Vogl PhD. Thesis (1963) [20] The 13C(p, γ)14N measurements were conducted

in the same manner as the previously discussed 12C(p, γ)13N. Only the cross section

values for transition to the ground state are reported. In general, a good agreement

was found with the previous studies. However, a small disagreement with respect

to the Hester and Lamb (1961) is stated.

King et al. (1994) [27] In this study, six different transitions in the 13C(p, γ)14N

reaction were investigated in the beam energy range between 120 keV and 950 keV.

Two different accelerator setups were used for, respectively, the measurements in

Ep = 120− 325 kev and Ep = 255− 950 kev ranges. The targets were prepared by

evaporating the carbon powder, enriched up to 99% in 13C, on tantalum backings.

These were characterized with the use of the 448 keV narrow resonance. As an

additional cross check, the shape of the primary γ-ray was used for the target

thickness estimation. The γ-rays were observed with both Ge(Li) and Ge detectors,

calibrated in efficiency with calibration sources and proton induced reactions. The

detectors were positioned at 0◦, 45◦, 90◦ and 135◦, thus the angular distribution of

several primary transitions were studied. The absolute cross sections were obtained

relative to the 14N(p, γ)15O and 19F(p, αγ)16O resonances. The obtained energy of

the broad resonance at 0.55MeV is shifted by approxiamtely 5 keV with respect to

Vogl PhD. Thesis (1963). A systematic uncertainty of 11.7% is reported for the

absolute normalization. Finally, the extrapolations at stellar energies is obtained

and the reaction rate calculated.
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Figure 1.9: The literature S-factor values for the 13C(p, γ)14N reaction. Only the transition
to the ground state is showed since it is the most studied one. The Zeps data were arbitraily
renormalized to make them comparable with the other datasets.

Zeps et al. (1995) [28] This study focuses on the nuclear theory to describe

the mixing within the 14N nuclei. Nevertheless, many resonances were studied

in the energy range between 500 keV and 2000 keV, reporting new ωγ values for

high lying resonances. No information is provided on the target production, which

was characterized with the narrow resonance at 1.75MeV. Both NaI and Ge(Li)

detectors were used to count the emitted γ-rays. For what concerns the cross data,

only not normalized values are available. The reported energy for the 0.55MeV

resonance indicates a possible 5 keV shift in the King et al. (1994) result.

Genard et al. (2010) [29] Unlike other studies, the reaction was performed

in inverse kinematics. The 13C beam impinged on the 1H target implanted in

silicon backing. The γ-rays were detected with the use of an HPGe detector. The
15N(p, αγ)12C reaction was used to characterize the target. The cross section was

measured in the Ep = 225− 561 keV range, only for the transition to the ground

state. The result for the ωγ of the 551 keV resonance is approximately 30% lower

than the value reported in King et al. (1994). However, the work was never

published and only a conference proceeding exists.
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Chapter 2

Experimental Campaign at
LUNA

Due to the significant decrease in cross section below the Coulomb barrier and

the low energies involved in astrophysical contexts, determining the cross sections

of reactions induced by charged particles is challenging. The experiments usually

must be designed to measure extremely small cross sections, on the order of pico

to femto barn or less. This makes it necessary to reduce the potential noise, in this

case the cosmic and environmental radiation, as much as possible. Additionally,

the accelerator used in these experiments must provide an intense and stable beam

over long periods of time and should have the smallest possible energy spread.

The LUNA experiment [30] is one of the few places in the world where all these

conditions are matched and the experiments of astrophysical interest performed.

In here, beneath the Gran Sasso mountain in Italy, both the 12C(p, γ)13N and
13C(p, γ)14N measurement were performed. The underground environment re-

sulted in a significant reduction in cosmic background. In addition, the laboratory

utilizes the LUNA 400 kV accelerator which maintains a stable beam for extended

periods with an incredibly low energy spread. These combined factors provide an

exceptional opportunity to obtain highly precise measurements of reaction cross

sections at extremely low energies.

In this chapter the experiments performed at LUNA will be described. The ex-

perimental setups used for the 12C(p, γ)13N and 13C(p, γ)14N reaction study will

be illustrated and all the analysis steps for both experimental campaigns will be

thoroughly explained.
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2.1 The LUNA Facility

The LUNA experiment is located in the underground laboratory at Laboratori

Nazionali del Gran Sasso (LNGS) in Italy, situated in the heart of the Gran Sasso

mountain. As the rock thickness is approximately 1400m [30], the muon flux, built

up from cosmic radiation interacting with the upper atmosphere, is substantially

reduced by a factor of 106 compared to the Earth’s surface [30]. Additionally to

the natural shielding, a Pb castle of different thicknesses is usually built around

the detectors in order to decrease the background from the radioactivity of the

surrounding rocks. In fact, the γ-peaks that are present below 3MeV comes from

radioactive nuclei that are naturally present in the environment. In Figure 2.1

the HPGe background spectra acquired both on the surface and at the LUNA

experiment are compared. As can be seen, the background reduction is particularly

important for the region above the 3MeV where about 5 orders of magnitude

reduction in the γ-spectrum is achieved. For what regards the region below 3MeV,

the environmental γ-background can be easily reduced by adapting the Pb shield

thicknesses basing on the necessities of each experiment, i.e. depending on where

the γ-rays of interest are expected to appear.
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Figure 2.1: The comparison of HPGe spectra taken both on the surface and at the LUNA
experiment. The Pb shield (15 cm) reduces the environmental background coming from the
surrounding rocks. The muon flux (above 2.5MeV), instead, is reduced by the Gran Sasso
mountain.

The LUNA 400 kV accelerator, mounted in the LNGS tunnels, can accurately

deliver protons and alpha particles with energies ranging from 50 to 400 keV,
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with a beam stability of ±2 eV in an hour and an energy spread of 100 eV [31].

Typical beam currents on target at LUNA are between 100−400 µA. Two separate

beamlines exist at the LUNA facility for various experiments, with one line devoted

to solid targets experiments and the other containing a windowless gas target

system.

2.2 Experimental Setup

The study of both the reactions involved the use of two different detector setups

located on the same beamline. The latter consists of several water-cooled collima-

tors, a quadruple magnet, steerer magnets and a bending magnets 2.2. All these

were used to drive and optimize the beam that impinged on the targets and to

avoid the stray beam hitting other parts of the target holder besides the active

target surface. The targets, which will be described in more detail in the following

sections, usually consisted in 0.4mm thick Ta disks with the element of interest

evaporated on top of it.

When the beam was stopped in the target, its power dissipated in the target

material with heating power ranging between 10 – 100W, corresponding to currents

of a few hundred µA and energies of a few hundred keV. Due to the concentration

of this power on a relatively small area, active cooling was necessary to prevent

excessive heating of the target. High temperatures can lead to the deterioration

of the target through evaporation or diffusion of the active material. To mitigate

this risk, the target holder was designed in a way to permit the water flow on the

backside of the Ta disk.

The target chamber, on which the target holder was screwed, was electrically

isolated from the beamline thus acting like a Faraday cup. This allowed for the

direct measurement of the number of impinging protons per unit time as an electric

current. The ORTEC Model 439 Digital Current Integrator was utilized to convert

the accumulated charge into a series of pulses, with each pulse representing a fixed

amount of collected charge.

One factor that could lead to a systematic error in the determination of the in-

tensity of impinging protons by current measurements is the emission of electrons

from the target due to the interaction of the proton beam with the target mate-

rial. If these secondary electrons are not collected, the measured current would be

larger than that corresponding to the flux of protons, resulting in overestimated

accumulated charges and underestimated yields. To address this issue, a copper
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tube was placed inside the beamline, separated from both the target chamber and

other parts of the beamline. The tube was positioned very close to the front of

the target, and a potential of −300V was applied to deflect electrons emitted from

the target back onto it. This system is known as secondary electron suppression.

Another potential source of distortion in the current reading on the target could be

the protons from the beam hitting the tube of the secondary electron suppression.

This effect was taken care of by monitoring the power source connected to the

tube to detect if any part of the beam impinged on the tube.

The copper tube also had a secondary function. It was in thermal contact with

a bath of liquid nitrogen and functioned as a cold trap to capture organic vapors

in the beamline volume. This prevented the deposition of contaminants on the

target surface. The additional material deposited in front of the active target,

in fact, would cause energy loss of the protons before they reach the active layer

and consequently, building up over time, the energies observed in the active layer

would change. This type of build up can usually be easily checked after the beam

irradiation by looking at the energy position of well-known narrow resonances.

Finally, in Fig. 2.2 a simplified scheme of the solid target beamline is shown. The

detection setup, located at the end of the beamline are not shown and will be

discussed in the following sections.

Target

CuPipe

Ta
rge
t

Ch
am
be
r

Figure 2.2: A simplified scheme of the solid target setup. Several magnetic appliances are present
to drive the beam directly to the target.
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2.2.1 Targets

During the experiments two different types of targets were used. The evaporated

ones, made by evaporating respectively the 12C and 13C powders, provided by

Sigma Aldrich with chemical purities of 99.9% and respective isotopic purities of

99%, on 0.4mm thick Ta backings and 6mm thick natural graphite disks. The

usage of a heavy metal as the backing permits to avoid any possible background

reaction on it due to the much higher Coulomb barrier. Before the evaporation, the

Ta backing were chemically cleaned to reduce as much as possible the presence of

contaminants, as oxygen and fluorine, that could generate unwanted background in

the γ-spectra. The thick targets, instead, were used for normalization cross checks

and for the 12C(p, γ)13N measurements with the BGO detector. In Figure 2.3 - 2.4

pictures is shown of the two types of targets mounted on the target holder.

Figure 2.3: The picture of the evaporated
12C target on the Ta disk mounted on the
target holder.

Figure 2.4: The picture of the graphite disk
mounted on the target holder. The disk is
placed on a blank Ta disk of the same thick-
ness as in the evaporated target case.

The evaporated targets were prepared and characterized at the ATOMKI facility

and were used for most of the measurements. The evaporation procedure was the

same one used for the target production of the recent 13C(α, n)16O experiment [32].

The thickness of all the evaporated targets lied in the 7 – 18 keV range at proton

beam energy of 380 keV. The graphite disk, instead, was thick enough to entirely

stop the beam. After the irradiation at LUNA, the evaporated targets were char-

actarized at ATOMKI both on the beamspot and off the beamspot through the

Nuclear Resonant Reaction Analysis (NRRA) by exploiting the 1.7MeV resonance

in the 13C(p, γ)14N reaction [28].
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2.3 HPGe Campaign

The first measurement of both the 12C(p, γ)13N and 13C(p, γ)14N was conducted

with the use of the high-purity germanium (HPGe) detector in close geometry.

The detector efficiency was obtained by using the radioactive sources and the

resonant proton capture reactions on both 27Al and 14N targets. In total, four

different evaporated 12C targets, three evaporated 13C and an infinitely thick natC

(graphite) target were used, described in Section 2.2.1.

The high energy resolution of the HPGe detector permitted to carefully study the

branchings of both the reactions. Additionally, it allowed to use the so-called Peak

Shape Analysis to retrieve both the S -factor and the target information directly

from the primary γ-peak.

In the following, the analysis procedure will be explained. First, the efficiency of

the HPGe detector will be described. Then the Peak Shape Analysis that was used

to extract the cross section information will be discussed and explained. Finally,

the additional cross-check for the target composition and the angular distributions

will be shown.

2.3.1 HPGe Detection Setup

In Figure 2.5 the scheme of the detection setup is shown, which allowed placing one

HPGe detector either at 0◦ or 55◦ from the beam axis. The 55◦ angle was selected

to minimize the potential influence of angular distribtuion of γ-ray emission with

respect to the beam axis, as the Legendre polynomial P2 vanishes for cos
2(θ) = 1/3

and was mainly used to cross check the angular distribution. Additionally, to

enhance the detection efficiency for γ-rays resulting from reactions in the target

in the 0◦ configuration, the detector was placed in close proximity to the target,

at a distance of approximately 5mm from the back of the target holder (or about

1.4 cm from the beam spot). In order to reduce the environmental background, the

detector was shielded with 15 cm of lead mounted on rails to create a quick access

to the target as necessary for the frequent target exchange. The lead shielding was

able to reduce the environmental background by two orders of magnitude (as can

be seen in Fig. 2.1).

The high voltage of 4900V was supplied by the CAEN N1471HET module. The

signal from the preamplifier integrated into the detector was amplified by an OR-

TEC Model 671 spectroscopic amplifier before being fed into an ORTEC ASPEC-

23



2.3. HPGe Campaign Chapter 2. Experimental Campaign at LUNA

Cu Pipe

Ta
rg
et

W
at
er

HPGe Detector
(0 degree)

HPGe Detector

(55 degree)

Pb Shielding

Pb Shielding

Pb Shielding

Beam

Figure 2.5: The scheme of the HPGe detection setup both in 0◦ and 55◦ configuration. When
the HPGe was used at 0◦, the 55◦ was closed with a lead block.

927 Multi-Channel Analyzer (MCA). The MCA had a second input connected to

a pulse generator that was triggered by the signal of the current integrator. This

allowed the charge on the target to be recorded together with the γ-ray spectrum,

as an event in the second MCA channel corresponded to a fixed amount of charge

on the target.

The ORTEC MAESTRO software was used to acquired the spectra. The data

saved included the count of the binned spectrum, live time, and real time. Live

time is the duration in which the acquisition could detect events, i.e. when the

acquisition was not in busy state, while real time is the actual time passed between

the start and the stop of the acquisition. Dead time, i.e. time period during which

the acquisition system could not register any event, was calculated as the difference

between the two aforementioned quantities. Intermediate spectra were saved at

fixed time intervals during long runs to obtain information on the spectrum’s

evolution during the measurement.

2.3.2 Efficiency

The absolute full-energy peak efficiency, ηph(Ei), for a mono-cromatic γ-ray source

of an energy Ei, such as 137Cs, is defined as the number of observed events in the

observed γ-peak, N(Ei), and the amount of emitted γ-rays. The latter can be
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obtained from the activity, A, of the radioactive source. Hence:

ηph(Ei) =
N(Ei)

biA∆T
(2.1)

where ∆T is the acquisition time and bi is the branching of the observed γ-ray.

Ideally, by using this formula it is possible to calibrate the detector efficiency by

using radioactive sources that emits γ-rays at different energies.

Unfortunately only few sources are mono-energetic. Usually one decay is followed

by the emission of several γ-rays in cascade, e.g. in 60Co case which decay scheme is

shown in Fig. 2.6. In addition, it is possible that more than one excited state of the

daughter nuclei is populated, which further complicates the efficiency extraction,

e.g. in the 133Ba case illustrated in Fig. 2.7. When more than one γ-ray is emitted

in coincidence with an another one, or more precisely in a time window lower

than the timing resolution of a given detector (for an HPGe we are talking about

∼ 200 ns), it is possible that two or more γ-rays are indistinguishably seen as one.

This give rise to two different well-know effects called coincidence summing in and

summing out [33].

2505 keV [4+]

1332 keV [2+]

0 keV [0+]

60Co

τ = 5.272 a

60Ni

Figure 2.6: 60Co decay scheme.

437 keV [1/2+]

383 keV [3/2+]

160 keV [5/2+]

80 keV [5/2+]

0 keV [7/2+]

133Ba

τ = 10.551 a

133Cs

Figure 2.7: 133Ba decay scheme.

These two effects are proportional to the solid angle covered by the detector, thus

they highly depend on the distance from the γ-ray source. At close distances both

the summing out and summing in can have a large impact on the observed full-
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energy γ-peak. On the contrary, if the detector is far, and thus its solid angle is

small, the two can be completely neglected.

In order to deal with both the effects it is necessary to parametrise all the γ-rays

adequately. Let’s take as an example the 60Co. In this case ∼ 99.9 % of the

decays occurs through a γ-cascade where two γ-rays are emitted, Eγ,1 and Eγ,2.

Since the summing out can remove some counts from the γ-peak because of a

non-null probability of observing a fingerprint of the second γ-ray in coincidence,

it is possible to write the following:

N(Eγ,1) = Ndecaysb1ηph (Eγ,1)(1− b2ηtot(Eγ,2)) (2.2)

N(Eγ,2) = Ndecaysb1b2ηph (Eγ,2)(1− ηtot(Eγ,1)) (2.3)

where N(Eγ,i) is the expected number of observed γ-rays, Ndecays is the calculated

number of decays of the 60Co source and ηtot(Eγ,i) is the total efficiency of the

detector for a given γ-ray, i.e. the probability to see the γ-ray anywhere in the

spectrum. The position of the branching parameters, bi, depends on whether the

γ-ray of interest is emitted before or after the other one.

Let’s now consider the remaining ∼ 0.01 % of the 60Co decays, which occurs

through a single γ-ray, Eγ,3. In reality those are hardly observed given the very

low branching, but the example is only for instructive purpose. In this case the

equation becomes:

N(Eγ,3) = Ndecays (b3ηph(Eγ,3) + b1b2ηph(Eγ,1)ηph(Eγ,2)) (2.4)

where the new factor describes the possibility of observing the two γ-rays deposit-

ing the full-energy in coincidence, thus contributing to the observed counts through

the summing in. No summing out is expected in this case.

The procedure can be generalized to a case where the decays occurs through several

γ-rays and where many different cascades can contribute in generating the γ-ray

of interest:

N(Eγ,k) =Ndecays

N1∑︂
i=0

k∏︂
j

bijηph(Eγ,k)

×

[︄(︂
1−

k∑︂
l=0

k∏︂
l

ηtot(Eγ,l)−
n1∑︂

l=k+1

n1∏︂
l

blηtot(Eγ,l)
)︂

+

N2∑︂
l=0

n2∏︂
h

bhηtot(Eγ,h)

]︄
i

(2.5)
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where k is the index of the γ-ray of interest in a given i-th cascade, n1 is the index

of the last decay, i.e. to the ground state, n2 is the index of the decay to state

that γ-ray of interest decays to, and N1 and N2 are the numbers of, respectively,

decays cascades that produces the γ-ray of interest and cascades that can create

summing in. The first summation is due to different cascades that can generate

the γ-ray of interest, the two summations inside the brackets takes into account

the summing out of the γ-rays produced respectively before and after the γ-ray of

interest, whereas the last term describes the summing in contribution.

One last problem to address is the fact that radioactive sources are not enough

to describe the detector efficiency in a wide energy range. Most of these are not

able to produce γ-rays with energies higher than 3 MeV. Thus, in order to get

the efficiency information in higher energy regions it is necessary to use nuclear

reaction resonances, e.g. 27Al(p, γ)28Si ones, that populate high lying excited states.

These usually permit to extend the efficiency calibration up to 10 MeV. In case

of resonances the Ndecays is substituted by the rate of the resonance, R, which

describes the strength of the resonance and thus depends on its ωγ. Nevertheless,

the precise dependence can be neglected for the purpose of this work and it can

be treated as free parameter. This is due to the fact that the selected nuclear

resonances emit both low energy and high energy γ-rays in cascade, where the

former energy range is very well constrained by the radioactive sources. By treating

R as a free parameter we are indirectly using not the absolute yields of the γ-rays

but their ratio, i.e. how many high energy γ-rays are observed with respect to the

lower lying ones in the same γ-cascade.

Multiparametric Fit In order to address all of the aforementioned issues, sev-

eral different radioactive sources and resonances were used at LUNA: 60Co, 137Cs,
27Al(p, γ)28Si resonances at 223 keV and 327 keV [34] and 14N(p, γ)15O resonance

at 278 keV [35]. The spectra were acquired at four different distances: 1.45 cm,

6.45 cm, 11.45 cm and ∼ 16.45 cm. Additionally, in order to test the reproducibil-

ity of the efficiency calibration the data were taken both before and after the

measurements.

To extract the efficiency curve for the HPGe detector, a multiparametric fit was

performed. The following parametrizations were used to describe the full-energy

and total efficiencies as a function of the detector position d and the γ-ray en-
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ergy [35]:

ηph(d,Eγ) = D(d,Eγ) exp
[︁
a+ b ln(Eγ) + c ln2(Eγ)

]︁
(2.6)

ln
(︂ηph
ηtot

)︂
= k1 + k2 ln(Eγ) + k3 ln

2(Eγ) (2.7)

where a, b, c, k1, k2 and k3 are free parameters, and D is a function of distance,

d, that describes the detector response in function of the solid angle:

D(d,Eγ) =
1− exp

(︂
− d+d0

d1+d2
√

Eγ

)︂
(d+ d0)2

(2.8)

where d0, d1 and d2 are free parameters.

The rates of the resonances, Ri, were left free to vary in the fitting procedure.

The activities of the radioactive sources, Ai, were instead treated as nuisance

parameters since their values are affected by a 1 % uncertainty. In case of the
60Co and 14N(p, γ)15O angular correlations were taken into account by calculating

the attenuation coefficients [36], needed to account for the finite angle covered by

the detector. On the contrary, for the 27Al resonances it was not possible to apply

the corrections since the coefficients of the Legandre polynomial are not present

in literature.

Finally, the Equation 2.5 was used to calculate the expected counts in each γ-peak

at every distance. The χ2 value was then calculated where both the statistical and

the model errors were included. The model uncertainty was calculated by using

the literature uncertainties on the branchings for each γ-decay. Finally, it was

possible to minimize the χ2 and obtain the best-fit values for the parameters. The

final full-energy efficiency and the residues can be seen in Fig. 2.8. The best fit

parameters are reported in Table 2.1.

d0 2.0± 0.2
d1 5.4± 0.4
d2 0.1± 0.05
a 0.08± 0.01
b −0.57± 0.02
c −0.103± 0.009

k1 −1.47± 0.09
k2 −0.6± 0.2
k3 −0.1± 0.08

R(14N - 274 keV) 41.6± 0.6
R(27Al - 223 keV) 0.39± 0.01
R(27Al - 327 keV) 13.0± 0.3

Table 2.1: Best-fit parameters and their errors obtained from the chi-squared minimization

In order to obtain an estimate of the efficiency uncertainty at each energy, a Monte

Carlo approach was followed. First a multivariate normal distribution was created
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Figure 2.8: (Upper panel) The efficiencies for the best-fit parameters at different distances.
(Lower panel) Best fit residues for the multiparametric minimization for all the distances.
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from the covariance matrix of the parameters. Then it was sampled 10000 times

and 1σ confidence interval could be derived. The result of the parameter sampling

is showed in Fig. 2.9. In the region of interest for this study, between 2MeV and

8MeV, the efficiency uncertainty ranges from 2 % to 3%.

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
Energy (keV)

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

E
ffi

ci
en

cy

0

200

400

600

800

1000

1200

1400

1600

1800

2000

Figure 2.9: The result of the Monte Carlo sampling of the best-fit parameters used to extract
1σ region for uncertainty estimation.

2.3.3 Peak Shape Analysis

Once the detector efficiency was calibrated, the data acquired by irradiating the

evaporated targets with proton beam were analyzed in order to extract the cross

section. Since it was not possible to perform the target scans, e.g. with the NRRA

technique, and thus to obtain the target information during the irradiation, the

analysis procedure relied on the so called Peak Shape Analysis [1], that will be

described in the following.

If we consider a direct capture process of a proton with a subsequent primary γ-ray

emission, an infinitesimal yield, dY , inside an infinitesimal thickness of the target,

dE, depends on the cross section of the reaction, σ(Ep), at the energy of the beam,
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Ep, inside the infinitesimal slice of the target, as follows from Equation 1.6. Since

the protons loss their energy while travelling through the target, the contribution

of the deeper parts will be lower than that of the initial layers following the expo-

nential drop of the cross section, thus affecting the shape of the observed γ-peak.

The width of the γ-peak, instead, will depend on the target thickness, i.e. how

much energy the beam has lost inside it. The thicker the target, the wider the

primary γ-peak will be. These concepts can be easily visualized in Fig. 2.10. Since

the shape of the γ-peak depends on the aforementioned quantities, it is possible

to extract them by parametrizing the γ-peak and fit it against the data.

Given the primary γ-peak for either 12C(p, γ)13N or 13C(p, γ)14N reaction, it is

always possible to make a transformation from its energy, Eγ, to the corresponding

proton energy (in CM frame) at which the reaction took place, Ec.m., by using the

following relation:

Eγ = Q+ Ec.m. −∆ERec +∆EDopp (2.9)

where Q is the Q-value of the reaction, ∆ERec is the correction for the recoil effect

of the 13,14N compound nucleus and ∆EDopp is the correction for the Doppler effect.

The last two terms are defined as [1]:

∆ERec =
E2

γ

2M13,14Nc2
(2.10)

∆EDopp =
v

c
Eγ cos θ (2.11)

where c is the speed of light, v is the compound nucleus velocity and θ is the angle

between the beam direction and the γ-ray detector.

By differentiating Equation 2.9 we obtain that:

dEγ = dEp (2.12)

where the correction terms are negligible. By using this equivalence and Equa-

tion 2.9 it is possible to work directly in the Eγ domain. Using the following

definition of the experimental yield [1]:

Yi =
Ni

Npη(Eγ)W (θ, Ep)
(2.13)

where Ni is the number of counts inside each i-th bin, η(Eγ) is the full-energy

efficiency of the detector, Np is the number of incoming protons and W (θ, Ep) is

the angular distribution factor.
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Figure 2.10: Left: The peak shape of the γ-ray emitted reflects the cross section dependence on
energy as the beam loses energy inside the target. The number of counts, δNR, corresponding
to a thin slice of the target of width, δE, is proportional to the integral of the cross section.
Right: Example of the γ-ray peak from the study of the 12C(p, γ)13N reaction. The dashed line
represents the target profile.
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By combining the Equation 2.13 with Equation 1.6, and substituting the infinites-

imal dEγ with the discretized ∆Eγ given by the binning of the γ-spectrum, it is

possible to obtain the following relation:

Ni =
σ(Ep,i)

ϵeff(Ep,i)
ηph(Eγ,i)W (θ, Ep)Np∆Eγ,i (2.14)

Up to now, the thickness of the target, ∆E, which is the integration range of the

Equation 1.6 was omitted. The target profile can be modelled by the use of two

Fermi functions as follows [32]:

P (Ep) =
[︂
exp

(︂Ep − E0

Γ1

)︂
+ 1

]︂−1[︂
exp

(︂E0 − Ep −∆E

Γ2

)︂
+ 1

]︂−1

(2.15)

where E0 is the incident beam energy, ∆E is the target thickness, and Γ1 and

Γ2 are two parameters accounting, respectively, for the slopes of the falling and

leading edges of the target profile. By introducing it to the Equation 1.6 it is

possible to extend the integral to infinity, i.e. the integral domain information is

handled by the target profile itself. By doing this, the P (E) can be added to the

model as a multiplicative factor:

Ni = P (Ep,i)
σ(Ep,i)

ϵeff(Ep,i)
ηph(Eγ,i)W (θ, Ep)Np∆Eγ,i (2.16)

In order to describe the real γ-ray peak, several other crucial ingredients are miss-

ing, such as the detector response, the Doppler broadening and the beam straggling

inside the target. All these points will be thoroughly discussed in the following

sections.

HPGe Detector Resolution

The resolution of the HPGe detector, i.e. its response function, can be parameter-

ized as a Gaussian distribution, N(Eγ, σHPGe(Eγ)), with a given width, σHPGe(Eγ).

Unfortunately, it can not be calculated a priori, i.e. from the detector data sheet,

or at least it will not precisely corresponds to that value due to the aging of the de-

tector itself. Hence, in order to calibrate the detector resolution, the γ-peaks from

the radioactive sources were analyzed. In Tab. 2.2 all the used γ-peaks are listed.

It was not possible to use the nuclear reaction resonances, as the 14N(p, γ)15O one,

due to the Doppler effect: when the γ-ray is emitted, the excited nucleus is still

moving through the target, thus the width of the γ-peak will be broadened and

thus can not be used for the resolution calibration.
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In order to extend the resolution to higher energies, the data were fitted with the

following formula [33]:

σHPGe =
√︁

a+ b× Eγ (2.17)

where a and b are the only free parameters of the fit.

After finding the best fit parameters, the covariance matrix was obtained and 3σ

intervals were calculated for each energy. The results are shown in Fig. 2.11.

Source γ-rays (keV)

60Co 1173.240± 0.003
1332.508± 0.004

88Y 898.05± 0.01
1836.090± 0.008

137Cs 661.659± 0.003

Table 2.2: List of all the γ-rays used
for the resolution calibration.
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Figure 2.11: The result of the minimization for
the σHPGe. The red area represents the 3σ con-
fidence interval.

The 3σ interval was then used for the Peak Shape Analysis as the upper and lower

bounds in which the σHPGe(Eγ) parameter could vary. As can be seen from the

plot, at energies close to 2MeV, near the region of interest of the 12C(p, γ)13N

reaction, the detector resolution is well known and its value is close to 1 keV,

thus not affecting very much the primary γ-peak shape. Whereas, in the case

of the 13C(p, γ)14N reaction which emits γ-rays up to 8MeV we expect that the

primary γ-peak will be looking more like a Gaussian respect to the other reaction.

An example of this can be seen in Fig. 2.12 and in Fig 2.13, where two different

detector responses were applied.

Doppler Broadening

The Doppler shift can be calculated as follows [1]:

∆EDopp(Eγ, Ep, θ) = 4.63367× 10−2

√︁
MpEp

M0

Eγ cos θ (2.18)
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Figure 2.12: An example of the Gaussian
peak convolution of the γ-peak yield calcu-
lated with Equation 2.16 with σHPGe = 1
keV. This is a typical resolution for the γ-
peak of the 12C(p, γ)13N reaction.
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Figure 2.13: An example of the peak con-
volution of the γ-peak yield calculated with
Equation 2.16 with σHPGe = 2 keV. This is
a typical resolution for the main γ-peak of
the 13C(p, γ)14N reaction.

where M0 is the mass of the recoil nucleus and θ is the emission angle of the γ-ray

respect to the nucleus trajectory. The Doppler term depends both on the proton

and the γ-ray energies, whereas the intrinsic detector resolution depends only on

the latter.

Ideally, it would be possible to analytically calculate the Doppler contribution to

the γ-peak by averaging it over the detector geometry. Nevertheless, the knowledge

of the detection efficiency in function of the γ-ray emission angle would be needed

which is not something that can be easily measured. To overcome this problem

and study the impact of this effect on the shape of the primary γ-peak, the Monte

Carlo method was preferred. Both the 12C and 13C primary γ-rays were simulated

within the Geant4 framework [37] by assuming a mono-energetic γ-ray. The HPGe

detector was put along the 0◦ axis with respect to the beam. The emission angle

was considered isotropic, thus sampled from a uniform distribution. Once the

emission direction was drawn, the energy of the γ-ray was calculated according to

Equation 2.18.

The result in case of the 13C(p, γ)14N transition to the ground state is shown in

Fig. 2.14. As can be seen, the Doppler has an important effect on the energies

of the γ-ray seen by the HPGe detector by shifting the energies towards lower

values. In order to obtain a description of this effect, that can be introduced in

the Peak Shape Analysis fit, the following skewed normal distribution was used to
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fit simulated spectrum:

fbroad(Eγ, σDopp, α) = N(Eγ, σDopp)× Φ(αEγ, σDopp) (2.19)

(2.20)

where Φ(αEγ, σDopp) is the cumulative distribution function of N(Eγ, σDopp), with

the α parameter that governs the skewness of the total distribution. The best fit

values for both the σDopp and α were used in order to convolve the modelled primary

γ-peaks with the skewed normal distribution. An example of the convolution

can be seen in Fig. 2.15. The same procedure was followed in case of the other

primary γ-rays and in the case of the 12C(p, γ)13N reaction, where similar skewness

parameters were obtained but with lower σDopp, accordingly to the Doppler effect

dependence on the energy of the γ-ray.
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Figure 2.14: The γ-peak from the ground
state transition of the 13C(p, γ)14N ob-
tained from the Geant4 simulation of the
HPGe detector. The Geant4 spectrum was
not smeared with the detector resolution in
order to highlight the effect of the Doppler
broadening.

7875 7880 7885 7890 7895 7900 7905 7910
Energy (keV)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

Y
ie

ld
 (

a.
u.

)

Figure 2.15: The effect of the Doppler
broadening on the primary γ-peak to
ground state of the 13C(p, γ)14N. The
dashed line is the γ-peak yield calculated
with Equation 2.16 and the solid line is the
convolution with the skewed normal distri-
bution obtained from Geant4 simulation.

Beam Straggling

When the beam enters the target, it starts loosing energy and thus it widens its

energy distribution because of the statistical nature of the energy loss. This effect

is called the beam straggling and should be taken into account during the γ-peak

parametrization since at each point of the target profile, protons with different

energies can produce the γ-ray. An approximate solution for this is the convolution
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of its profile by the mean of the following function [38]:

fstragg(Ep, Eslowed(x)) = exp

[︃
− (Ep − Eslowed(x))

2

2σ2
strag(Eslowed(x)) + 2σ2

beam

]︃
(2.21)

where the Eslowed(x) is the energy of the beam at a given position, x, inside the

target, the σbeam is the initial energy spread of the LUNA 400 kV accelerator (≤
0.1/2.355 keV), and σstrag(Eslowed(x)) is the straggling contribution to the energy

spread.

In order to use this equation, it is necessary to calculate the spread of the beam

energy at a certain distance x inside the target, the σstrag(Ep) parameter. To

achieve it, the Chu’s theory of straggling was used where [39]:

σ2
strag(Ep) = σ2

BohrH(Ep, Z2) (2.22)

σ2
Bohr = 4πe4Z2

1Z2∆x (2.23)

where Z1 and Z2 are the atomic numbers of, respectively, the projectile and the

target, e is the fundamental charge and H(Ep, Z2) is the Chu correction to the

Bohr formula for low-energy region.

The values of the correcting function, in case of the 12/13C target, were taken from

SIMNRA [40], and are listed in Tab. 2.16. Furthermore, it is possible to interpolate

H(E) with [41]:

H(E) = aEn exp(−bE) + (1− exp(−cE)) (2.24)

where a, b, c and n are free parameters. The resulting curve can be visualized in

Fig. 2.17.

Once the energy spread, σstrag(Ep), has been calculated at each position, x, inside

the target, it is possible to apply the convolution. However, since the calculated

σ2
strag(Ep) values are of the order of 0.5 keV, which is approximately the width

of each bin inside the γ-spectrum, the convolution has little effect on the γ-peak

shape with respect to all the previous corrections. For this reason and due to the

fact that the convolution with an energy dependant σ is computationally heavy,

this effect was neglected in the Peak Shape Analysis.

Cross Section

Both the 12C(p, γ)13N and 13C(p, γ)14N reactions present a broad resonance at

energies close to the measurement range at LUNA (at Ecm = 424.2 keV and Ecm =
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Energy (keV) H(Z2 = 6)

10 0.16325
50 0.48162
100 0.667
200 0.824
300 0.858
400 0.881
500 0.899

Figure 2.16: Data for the Chu H(Ep) func-
tion in case of the C nuclei.
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Figure 2.17: The result of the interpolation
for the Chu H(Ep) function.

517.8, respectively). Given the resonance widths, their tails strongly contribute

to the reaction cross section at lower energies. Nevertheless, it is not possible

distinguish between the resonant and direct capture contributions [1] from an

experimental point of view.

This creates a major issue for the analysis since in the energy range spanned

throughout the target the S(Ep) is a strongly varying function. On the other side,

the shape of the S-factor depends on several resonance parameters, which will be

discussed in Sec. A. It is possible to use the literature values for the two broad

resonances to decouple their contribution from the direct capture one. The latter

can be then considered with a good approximation constant throughout the target.

Hence, it is possible to write the cross-section as:

σ(Ep) = σNR(Ep) + σR(Ep) (2.25)

where σNR(Ep) and σR(Ep) are, respectively, the direct capture and the resonant

components. The latter can be parametrized by the use of the Breit-Wigner dis-

tribution [1]:

σR(Ep) =
π

k2

2J + 1

(2jp + 1)(2jt + 1)

Γp(Ep)Γr(Ep)

(Ep − ER)2 + (Γ(Ep)

2
)2

(2.26)

where k is the wavenumber, J , jp and jt are, respectively, the spin of the resonance,

the projectile and the target, Γp(Ep) and Γr(Ep) are the widths of the entrance

and reaction channels, Γ(Ep) is the total width of the resonance and ER is the

energy of the resonance in the CM.
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ER (keV) Γ (keV) ωγ (eV)

12C(p, γ) 424.2 35 1.52
13C(p, γ) 517.8 40 8.8

Table 2.3: Resonance parameters used for both 12C(p, γ)13N [21] and 13C(p, γ)14N [27] reactions.

The parameters used for the resonance were taken from [20, 27] and shown in

Tab. 2.3. Since the resonance parameters depends on the projectile energy, Ep,

they had to be recalculated for each single proton energy. The wavenumber, k,

was calculated as [1]:

k = 4.125×
(︂M0 +M1

M1

)︂2 106

Ep,LabM0

(2.27)

where M0 and M1 are, respectively, the masses of the projectile and the target in

amu, and Ep,Lab is the laboratory projectile energy in eV. The widths were then

recalculated by using the following relations [1]:

Pl(Ep) = R

(︃
k

F 2
l (η; ρ) +G2

l (η; ρ)

)︃
ρ=kR

(2.28)

Γ = 2Pl(Ep)γ
2 (2.29)

R = 1.2(A
1
3
p + A

1
3
t ) (2.30)

where Pl(Ep) is the penetration factor, F 2
l (η; ρ) and G2

l (η; ρ) are, respectively, the

regular and irregular Coulomb functions, R is the radius of the compound nucleus,

Ap, At, Z1 and Z2 are, respectively, the mass numbers and the charges of the

projectile and the target and γ2 is the reduced width of the resonance, which does

not depend on the projectile energy and incorporates all the unknown properties

of the nuclear interior. For the calculation, only the s-wave was included given the

low energies of the projectile, i.e. only l = 0 contribution of the penetration factor

was calculated.

Finally, once the resonant contribution was calculated for each proton energy it was

therefore fixed and only the direct capture contribution was used as free parameter

of the fit.
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Minimization

It is possible to write the final model as follows:

Ni =
[︂ ∫︂ ∞

−∞
dEγ N(Eγ, σHPGe(Eγ))× (2.31)∫︂ ∞

−∞
dEγ fbroad(Eγ, σDopp, α)× (2.32)

σ(Ep,i)

ϵeff(Ep,i)
ηph(Eγ,i)P (Ep,i)Np∆Eγ,i

]︂
i

(2.33)

This is the final equation that models the shape of the γ-peaks from the primary γ-

ray transitions. By fitting it to the experimental spectra acquired with the HPGe

detector, it was then possible to extract both the cross section and the target

profiles at different stages of the irradiation.

In order to perform the minimization, the MINUIT2 [42] library was used. The

variable that was minimized is the negative logarithm of the Poissonian likelihood

defined as:

L =
∏︂
i

exp (λi)
1

Ni

λNi
i (2.34)

where λi are the calculated values according to Equation 2.33 and Ni are the

observed counts in each i-th bin of the spectrum.

Analysis

During the data taking two different types of runs were performed: the long ones,

which are used to extract the information about the cross section over a wide

energy range, and the reference ones. The latter ones were carefully performed

at the same energy (Ep = 380 keV) and were used to extract the information on

the target profile at different accumulated beam charges, Qacc. These were then

used as the target profiles for the other runs by bounding their parameters in a 3σ

region during the minimization. Since the 13C(p, γ)14N presents several primary

transitions, the γ-peak fitted for the target profile extraction was the DC → gs

being the one with the highest statistics. Additionally, in case of the 13C(p, γ)14N,

a two step target profile was assumed since most of the γ-peaks showed a tail on

the low-energy side. An example of the reference run fits can be seen in Fig. 2.18

and in Fig. 2.19.
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Figure 2.18: An example of the reference fit
for the 12C. The dotted and the dashed areas
indicate, respectively, the resonant and the
DC contributions. The blue line represents
the target profile.
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Figure 2.19: An example of the reference fit
for the 13C. The dotted and the dashed areas
indicate, respectively, the resonant and the
DC contributions. The blue line represents
the target profile.

In order to account for the change in the target stoichiometry, a new parameter,

Ri ≤ 1, was introduced that governs the height of the profile. This change can be

attributed to the presence of a contaminant nuclei inside the target, or e.g. due to

the carbon layer diffusion inside the Ta backing. Since the precise identification of

its origin is out of the scope of this work, it was enough to assume a fresh target

at the beginning of the measurement, i.e. Ri = 1 at Qacc = 0 C, and then calculate

the Ri to re-normalize the results to the first reference run. The evolution of the

target profile for one of the 13C targets can be seen in Fig. 2.20.

In order to check the reliability of the target profiles obtained from the primary

γ-peaks, these were compared with the NRRA scans performed at ATOMKI using

the 1.7 MeV resonance in the 13C(p, γ)14N reaction. The profiles obtained with

the Peak Shape Analysis were used to fit the NRRA scans. The ∆E parameter

was adequately converted by using the stopping power ratios and then left fixed.

All the other parameters were left free to vary. The results for two respective 12C

and 13C targets are shown in Fig. 2.21 and Fig. 2.22. Additionally, the total

degradation of the target was compared by calculating the ratio of the integrals

of the profiles at the beginning and at the end of the irradiation. The results for

two different targets are shown in Fig. 2.23 and Fig. 2.24. In all cases a good

agreement was found between the target profiles from the Peak Shape Analysis

and the NRRA scans.
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Figure 2.20: The evolution of the target profile for a 13C
target.
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Figure 2.21: The fit of the NRRA scans
with the profile obtained with the Peak Shape
Analysis for a 12C target.
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Figure 2.22: The fit of the NRRA scans
with the profile obtained with the Peak Shape
Analysis for a 13C target.
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Figure 2.23: The target degradation evolu-
tion of for a 12C target. The dashed line
shows the result from the NRRA made after
the main measurement.
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Figure 2.24: The target degradation evolu-
tion for a 13C target. The dashed line shows
the result from the NRRA made after the
main measurement.
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After the analyzing the reference runs, all the remaining runs were fitted. The non

resonant cross, σNR(Ep), section was written in terms of the S-factor, SDC(Ep),

which was then left free to vary. All the other parameters were restricted in a

3σ region of the previously obtained values. In case of the ∆E, the value was

calculated run by run (depending on the total beam charge accumulated on target

up to that point) by linearly interpolating its value between the previous and the

next reference run. Additionally, it was scaled to the energy of the given run using

the stopping power ratio at the run energy and at the reference energy. In case

of the 13C(p, γ)14N reaction, as discussed, transitions to several excited states are

present. The same procedure was used for those. In Fig. 2.25 and in Fig. 2.26

some examples of fits for these transitions are showed.
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Figure 2.25: An example of the DC → 2312
keV transition fit (Ep = 190 keV) for the 13C
target. The blue line represents the target
profile.
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Figure 2.26: An example of the DC → 5691
keV transition fit (Ep = 160 keV) for the 13C
target. The blue line represents the target
profile.

To evaluate the statistical error contribution, all the parameters were kept fixed

apart from the S-factor. Then, in order to get the systematic contribution due to

the target profile uncertainty, the statistical contribution was subtracted from the

best-fit error obtained from the initial minimization with MINUIT. The sources

and contributions of all the systematic uncertainties are shown in Tab. 2.4 and in

Tab. 2.5.

Finally, the obtained values of S-factor for both the 12C and 13C, are shown in

Fig. 2.27 and in Fig. 2.28, respectively. The minor transitions for the 13C are

showed in Fig. 2.29 - 2.33. In case of the DC → 4915 and DC → 5691 transitions,

the data are corrected for the angular distribution reported in [27] by calculating
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Source Percentage

Efficiency 2 %
Stopping [43] 6.4 %

Target 1.2 %

Total 6.8 %

Table 2.4: The systematic error sources
for the 12C(p, γ)13N measurement with the
HPGe.

Source Percentage

Efficiency 2.6 %
Stopping [43] 6.4 %

Target 1.7 %

Total 7.1 %

Table 2.5: The systematic error sources
for the 12C(p, γ)13N measurement with the
HPGe.

the attenuation factors in the present geometry [36]. All the S-factor values were

corrected for the screening effect using the prescriptions from [44]. The calculated

screening correction amounted up to 20% for the lowest energies. Nevertheless,

above 150 keV the correction was under 5%. A conservative uncertainty of 50%

was considered for this correction. The obtained S-factor values are 25% and 30%

lower for, respectively, 12C(p, γ)13N and 13C(p, γ)14N literature data, indicating a

new normalization for the cross sections.
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Figure 2.27: The extracted S-Factor for the
12C(p, γ)13N reaction.
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Figure 2.28: The extracted S-Factor of
DC → gs for the 13C(p, γ)14N reaction.

2.3.4 Additional Data

During the HPGe measurement, several other data sets were acquired in order to

check the data consistency. First, runs with a infinitely thick graphite target were

acquired. Additionally, several runs at 55◦ were performed for both the reactions

in order to check any possible angular distribution effects. Finally, some attempts

were made to extract information about the target composition from the acquired

spectra.
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Figure 2.29: The extracted S-factor of DC →
2312 keV for the 13C(p, γ)14N reaction.
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Figure 2.30: The extracted S-factor of DC →
3948 keV for the 13C(p, γ)14N reaction.

100 200 300 400 500 600 700
 (keV)c.m.E

1−10

1

10

210

S
-f

ac
to

r 
(k

eV
 b

)

LUNA (HPGe)

King et al. (1994)

Figure 2.31: The extracted S-factor of DC →
4915 keV for the 13C(p, γ)14N reaction.
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Figure 2.32: The extracted S-factor of DC →
5105 keV for the 13C(p, γ)14N reaction.
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Figure 2.33: The extracted S-factor of DC →
5691 keV for the 13C(p, γ)14N reaction.
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Infinitely Thick Target

A 6.35 mm thick graphite target with a reported purity of 99.999 % was mounted

in the same setup configuration as the evaporated targets. Since the graphite is

thick enough to stop all the beam, it is ideal to cross check the data extracted

with the evaporated target. The reaction yield of the latter strongly depend on

the thickness of the target whereas the former, being infinitely thick and thus

stopping all the beam, is not affected by target profile and degradation, but only

on the S-factor trend as a function of energy. Unfortunately, the graphite could be

used only to test the 12C(p, γ)13N reaction, since the 13C abundance in the natural

graphite is only 1 %.

In total four different runs were acquired: two of them in between one evaporated

target and the other, where the graphite was irradiated with a 380 keV proton

beam both at 1.45 cm and 16.45 cm distances, and then the other two at 380 keV

and 200 keV, both in close distance.

The experimental yield was extracted from the γ-peak using the Equation 1.6. In

the efficiency calculation, the target thickness was added to the detector distance

to account for the smaller solid angle. Additionally, it was necessary to calculate

the correction for the γ-ray absorption due to the graphite layer. The reaction

occurs at the surface of the target, thus the extra material was attenuating the

γ-ray flux. For this purpose, the NIST [45] absorption coefficients were used. For

a 6.35 mm of graphite and a 2.2 MeV γ-ray, the original flux is reduced by 10 %.

In the the Fig. 2.34 an example of the graphite γ-peak can be seen. In Tab. 2.6

the results are reported. The expected yields were calculated by using the S-

factor values from the evaporated targets. It was observed that the second set of

measurements shows consistently lower yield values with respect to the expected

values, probably due to an incorrect positioning of the HPGe detector. The first

two, instead, agree very well with the expected values.

Angular Distribution

For the angular distribution check, the same target chamber was used but the

HPGe was positioned at an angle of 55◦ and distance of 14 cm. This position was

selected since the Legandre polynomial of second order vanishes at 55◦. Addition-

ally, the higher distance guarantees a smaller solid angle, thus higher precision in

angle determination and lower uncertainty in efficiency calculation. At this dis-

tance, in fact, the summing in and summing out have much lower impact than in
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Figure 2.34: An example of the graphite γ-peak at 380 keV in close geometry. The
green and red lines represents, respectively, the ROI and the calculated background.

Energy Position Observed Yield Calculated Yield Discrepancy

380 keV 1.985 cm (1.24± 0.01)× 1011 1.234× 1011 0.5 %
380 keV 16.985 cm (1.25± 0.01)× 1011 1.234× 1011 1.3 %

380 keV 1.985 cm (9.67± 0.01)× 1012 1.234× 1011 -21.6 %
200 keV 1.985 cm (4.02± 0.02)× 1014 5.029× 1014 -20.1 %

Table 2.6: Results for the graphite target. The second set of measurements shows a consistent
discrepancy with the calculated values.
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close distance.

The new geometry was calibrated in efficiency. The procedure was the same as

the one described in Section 2.3.2. The systematic error for the efficiency ranges

from 2.2 % at 2 MeV to 4.6 % at 8 MeV. The result of the multiparametric fit can

be seen in Fig. 2.35.
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Figure 2.35: The result of the multiparametric fit for the efficiency in the 55◦ geometry. In the
upper panel the result of the Monte Carlo treatment is displayed.

The γ-peaks were integrated and the yields calculated. In case of the 13C(p, γ)14N,

the values were corrected with the angular distributions reported in [27]. The

discrepancies with respect to the yields extracted at 0◦ are shown in Tab. 2.7 and in

Tab.2.8. The 12C(p, γ)13N reaction yields agree well with the isotropic distribution

reported in the literature. For what regards the 13C(p, γ)14N, all the transitions

agree with the angular distributions reported in [27] apart for the 5105 keV one. It

is the only one for which the angular distribution is not reported in the literature.

Nevertheless this transitions makes only 0.5 % of the total transition probability

thus should not affect the total reaction rate.
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Energy (keV) Discrepancy (%)

341.8 3± 4
294.8 1± 4
248.0 3± 4

Table 2.7: The discrepancies between the results at 0◦ and 55◦ for the 12C(p, γ)13N. The calcu-
lated uncertainty is both statistical and systematic due to the efficiency.

Transition Energy Discrepancy
(keV) (%)

0 keV 343.4 2± 4
287.2 −3± 4
192.6 −2± 4

2312 keV 343.4 1± 10
287.2 5± 10
192.6 −6± 9

3948 keV 343.4 −7± 9
287.2 −3± 9
192.6 −5± 9

Transition Energy Discrepancy
(keV) (%)

4915 keV 343.4 −2± 9
287.2 −7± 9
192.6 −4± 9

5105 keV 343.4 45± 22
287.2 68± 22
192.6 52± 20

5691 keV 343.4 −4± 9
287.2 −5± 9
192.6 −6± 9

Table 2.8: The discrepancies between the results at 0◦ and 55◦ for the 13C(p, γ)14N. The reported
uncertainty is the sum of the statistical and the efficiency one.
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Target Composition

The isotopic purities of the 12C and 13C targets reported by Sigma-Aldritch were

tested by analyzing the spectra of the reference runs. Since these were performed

consistently during the irradiation, they permitted to look for any change in the

isotopic ratio during the irradiation.

Initially, the search was made for any possible contaminant other than carbon.

For this, all the γ-peaks in the spectra were identified. In Fig. 2.8 an example of

spectra for both the reactions are shown. No evidence of contaminants other than
19F, which is a well-know Beam Induced Background (BIB) at LUNA [30], were

found in the spectra.
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Figure 2.36: The spectra for both the 13C(p, γ)14N (upper panel) and 12C(p, γ)13N (lower panel).

The 13C and 12C peaks were then analyzed in spectra of both the reactions. The

yield were calculated by integrating the γ-peaks. Then the following relation was

used:

Y12C

Y13C

=
R
∫︁
∆E

σ12C(E)

ϵ(E)

(1−R)
∫︁
∆E

σ13C(E)

ϵ(E)

(2.35)

where the cross sections are the ones previously obtained, and the R parameter is

the isotopic ratio of carbon inside the target, and ϵ(E) is the stopping power in
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case of pure either 12C or 13C target. The results are shown in Tab. 2.9.

Target 12C/13C Ratio

nat3 0.988± 0.002
nat4 0.978± 0.002
nat7 0.991± 0.002
nat8 0.992± 0.002

graphite 0.991± 0.001

Target 12C/13C Ratio

enr1 0.022± 0.003
enr2 0.026± 0.003
enr3 0.013± 0.003

Table 2.9: Results for the isotopic ratio for the 12C (left table) and the 13C (right table) targets.

In case of the 13C targets, the amount of the contaminating 12C is higher than

the expected one for two different targets. On the other hand, the 12C targets

seem to have an amount of 13C consisted with the reported one, apart for one of

the targets. This is due to the fact that the Ta backing was recycled from the
13C(α, n)16O measurement [32]. Nevertheless, all the values fall well within the

previously reported target uncertainty.

2.4 BGO Campaign

The second measurement of both the reactions was focused on the use of a 4π BGO

detector. The high efficiency and the segmentation in six independent crystals

permitted to push the detection limit lower than with the HPGe while losing

the ability to discriminate between the different transition, given the much worse

energy resolution of the BGO. An example of the spectra taken with the BGO at

a beam energy of Ep = 380 keV is shown in Fig. 2.37.

In the first section, the method for obtaining the detection efficiency will be ex-

plained. In this case it was not viable to extract it with the multi parametric

approach and thus simulations had to be exploited. Then the two analyses proce-

dures for the respective reactions will be illustrated.

2.4.1 BGO Detector

The detector consisted of six BGO segments, each approximately 58 cm2 × 28 cm

in size, placed around a cylindrical borehole. It was shielded with a 10 cm thick

lead castle to reduce the environmental background. The scheme of the setup is

shown in Figure 2.38. These crystals were arranged in a way to entirely cover the

target located at the center of the borehole for maximum detection efficiency of
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Figure 2.37: (Upper Panel) BGO spectrum of the 13C(p, γ)14N reaction at Ep = 380 keV. (Lower
Panel) BGO spectrum of the 12C(p, γ)13N reaction at Ep = 380 keV.

γ-rays. The detector was designed to utilize the advantageous properties of BGO

for highly efficient γ-ray detection and coverage of a large solid angle with the

sensitive detector volume.

The crystals signals were read out separately by photomultiplier tubes, which

were positioned at the end of the bars. The other end (towards the beamline)

was covered by a plastic light reflector. The segmentation of the detector enabled

the potential to recover some information about individual γ-rays in the cascades.

On the contrary, by adding the single crystal signals in coincidence, the efficiency

could be maximized, similar to having a detector with one large crystal.

The detector segments’ six PMTs were powered by a programmable CAEN V6533

VME high voltage supply. This module had six independent channels, which meant

that the voltage for each PMT could be adjusted separately. This feature enabled

setting the gain of each channel such that the relationship between the amplitude

of the electronic signal of the PMT and the γ-ray energy deposited in the detector

was approximately the same for each channel (gain matching). The cathode output

of each PMT was connected to the ORTEC preamplifiers. Additionally, a pulser

signal was provided to the test input of the six preamplifiers and the test input of
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Figure 2.38: A simplified scheme of the BGO detection setup.

an additional preamplifier.

For the BGO detector, a digital data acquisition system was established. This

setup involved using the CAEN V1724 digitizer with 8 channels, a resolution of

14 bit, and a sampling rate of 100 MS/s. The digitizer firmware supported pulse

height analysis of the digitized signal on the internal FPGA. The CoMPASS soft-

ware by CAEN was utilized for the acquisition of list mode data, gathering and

saving information event by event. Each saved event included a trigger timestamp,

energy, and some additional information indicating special events and conditions.

The first 7 channels of the digitizer were used to read the output of all the 7

preamplifiers. The remaining channel, instead, was connected to a pulse generator

that was activated by the current integrator. This permitted to acquire one signal

for 1 µC of accumulated charge. These were then used to reconstruct the current

on the target.

Every channel was configured to trigger autonomously. Consequently, the obtained

data consisted of list mode data for each channel, including a time stamp and

energy information for each event. The digitizer supplied synchronization of the

timestamps across various channels internally.
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2.4.2 Efficiency

The efficiency calibration of the BGO detector is based on the Geant4 simula-

tions [37], since the BGO detector is used in summing mode and an analytic de-

scription of the efficiency, as the one described in Section 2.3.2, would be trouble-

some. The efficiency itself heavily depends on the reaction that is being measured.

The 12C(p, γ)13N emits only a single γ-ray, thus the efficiency will approximately

be the sum of efficiencies in all the crystals. However, by summing the spectra from

all the crystals, the events that consists of two Compton scattering in nearby crys-

tals can be successfully reconstructed, modifying the full-energy efficiency. The
13C(p, γ)14N, instead, emits several different γ-rays, making the efficiency much

more complicated. On the other hand, the efficiency can be readily retrieved from

the simulations once the implemented setup was validated them with well-known

calibration sources or nuclear resonances. The geometry used in the simulations

is shown in Fig.2.39.

Lead Shielding

BGO

Target
Holder

Beamline

Figure 2.39: The rendering of the BGO setup used in the Geant4 simulations.

A special care had to be put on the analysis method for the γ-peaks. In order to use

the simulated efficiency, the method of retrieving counts from a γ-peak should be

consistent between the observed spectra and the simulated ones. The BGO crystals

are known for their fluctuating gain, which could make the γ-peak to slightly drift

on run by run basis. Additionally, the BGO resolution is much worse than the

HPGe one and the edges of a γ-peak are not well defined. To overcome these
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difficulties, the fitting of the γ-peak was preferred over the histogram integration.

In this way the number of counts are much less dependant on the selected ROI.

The sum peak was parametrized as follows:

f(Eγ, σγ, Acounts, Aback) = Acounts ×N(Eγ, σγ) + Aback × Fback(Eγ, σγ) (2.36)

where the Acounts and Aback are, respectively the observed signal and backgrounds

events, the N(Eγ, σγ) is the normal distribution and Fback(Eγ, σγ) is a Fermi step

function. All the parameters were left free to vary.

A Monte Carlo was set up in order to verify the validity of this procedure, where

both for the lower and the upper limits of the fitted region were extracted from

uniform distributions. For each iteration, the γ-peak was analyzed using both by

fitting and by integrating the γ-peak with the assumption of a linear background

[33]. The result are shown in Fig. 2.40. As can be seen, the results of the fitting are

peaked around a well-defined value, almost independent from the upper and lower

limits, whereas the integration method shows quite an extensive distribution, being

strongly dependent on the selected region. This confirms that the fitting procedure

is the optimal solution to deal with the γ-peaks measured with the BGO.

In order to validate the simulations, both the calibration sources and the 27Al

resonance were used. In the Fig. 2.43-2.44 the observed and simulated spectra are

shown for, respectively, the 137Cs and the 60Co calibration source. In Tab. 2.10

and in Tab. 2.11 the obtained efficiencies from both observation and simulation

are confronted. A good agreement within 2.5 % was found for both the calibration

sources.

ηph, sim ηph, obs

BGO1 0.0746 0.0763± 0.0002
BGO2 0.0738 0.0745± 0.0002
BGO3 0.0737 0.0745± 0.0002
BGO4 0.0740 0.0754± 0.0002
BGO5 0.0730 0.0711± 0.0002
BGO6 0.0736 0.0732± 0.0002

Sum 0.4744 0.479± 0.005

Table 2.10: Results for the 137Cs calibration
source.

ηph, sim ηph, obs

BGO1 5.12 ×10−3 5.18± 0.05× 10−3

BGO2 5.13 ×10−3 5.23± 0.05× 10−3

BGO3 5.01 ×10−3 5.56± 0.05× 10−3

BGO4 4.91 ×10−3 4.90± 0.05× 10−3

BGO5 4.93 ×10−3 4.55± 0.05× 10−3

BGO6 4.84 ×10−3 4.84± 0.05× 10−3

Sum 0.2656 0.271± 0.004

Table 2.11: Results for the 60Co calibration
source. The sum-peak of the two γ-rays has
been considered.
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Figure 2.40: The comparison of the results for the Monte Carlo sampling of the ROI for the two
methods. The integration presents a wide distribution, being heavily dependant on the ROI,
whereas the fit seems to be reproducible within ∼ 0.5 %.
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Figure 2.41: An example of the fit of the
13C(p, γ)14N sum peak.
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Figure 2.42: An example of the integration
of the 13C(p, γ)14N sum peak.
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Figure 2.43: The observed and simulated
137Cs spectra for the BGO detector.
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Figure 2.44: The observed and simulated
60Co spectra for the BGO detector.

The calibrations sources were able to validate only the low-energy region. In order

to check the efficiency at higher energies the 27Al resonances at 223 keV was used.

The higher lying resonances, instead, showed high background due to the 19F

contamination and could be not used. The branchings from [34] were used for the

simulation. In order to extrapolate the efficiency, the ratio between the 1.8 MeV

and 10 MeV γ-peak were calculated for both the observed and the simulated

spectra. For the latter, it was necessary to use a double-Gaussian parametrization

since at those energies the single-escape γ-peak is not negligible and overlaps with

the full-energy one. An example is shown in Fig. 2.46. The results can be seen in

Tab. 2.45. An agreement within 4 % has been found for all the crystals.

Crystal Observed Simulated

BGO1 0.869± 0.09 0.894
BGO2 0.823± 0.09 0.826
BGO3 0.856± 0.10 0.866
BGO4 0.860± 0.08 0.831
BGO5 0.856± 0.10 0.837
BGO6 0.875± 0.09 0.846

Figure 2.45: Ratios between the 1.8 MeV
and 10 MeV γ-peaks for 27Al(p, γ)28Si res-
onance. All the results are withing 4 % of
discrepancy.
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Figure 2.46: An example of the double-
Gaussian fit for 10 MeV γ-peak from the
27Al resonance at 223 keV.
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2.4.3 13C(p, γ)14N - Sum Peak Analysis

In case of the proton capture on the 13C nucleus the total energy of the emitted

γ-rays is high due to the high reaction Q-value. Hence, the BGO detector could

be used in summing mode to construct the sum γ-spectrum from all the crystals

by putting a time coincidence window of 0.2 µs [46]. This meant that that the sum

γ-peak of the 13C(p, γ)14N lied in a background-less region of the BGO spectrum

thanks to the cosmic ray reductions provided by the LNGS environment. The

observed counts could then be easily calculated with the fitting method explained

in the previous section. Once the counts were obtained, the reaction yield was

calculated with the following formula:

Yexp =
Ncounts

η(Eγ)Np

(2.37)

where Ncounts is the number of signal counts inside the peak, the Np is the number

of incoming protons and η(Eγ) is the sum peak efficiency obtained with Geant4. In

order to simulate the 13C(p, γ)14N reaction, the direct capture branchings obtained

from the HPGe analysis were used. To investigate its impact on the efficiency

uncertainty, the reaction was simulated 1000 times with the branchings being

drawn from an uniform distribution which had upper and low limits are defined

by 3σ interval of the calculated branchings. The obtained distribution can be seen

in Fig 2.47. The error due to the branching uncertainty is calculated to be 0.5 %

thus the efficiency is faintly dependant on these.

Since the beamspot was observed to be circular with a radius of approximately

3 mm and off-centered, the reaction was simulated 6 mm off center in the region

observed on the irradiated targets. To do this, a Gaussian profile of the beam with

a σ of 3 mm was assumed from which position of the emitted γ-rays was drawn

from. The simulated region is highlighted in Fig. 2.48 where the changes of the

detection efficiency is highlighted across all the target. The simulation was then

repeated varying the position and the size of the beamspot center. It was observed

that changing the radius of the beamspot and shifting it along the θ angle had no

impact on the efficiency. The only parameter that affects the detection efficiency

is the beamspot center. By assuming that the beamspot position is known within

2 mm, an uncertainty of 1.4 % was calculated for the beamspot uncertainty.
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Figure 2.47: The results from the Monte
Carlo sampling of the 13C(p, γ)14N branch-
ings.
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Figure 2.48: The results from beamspot
sampling of the 13C(p, γ)14N reaction. The
red circle shows the beamspot observed at
LUNA. The obtained efficiencies are nor-
malized to the value at the center of the
target.

Target Degradation Since the BGO resolution does not permit to obtain any

information about the target thickness, every ∼ 10 C of accumulated charge on

target a measurement with the HPGe detector at 55◦ was performed and the Peak

Shape Analysis applied. The HPGe was put in far geometry, at approximately

16 cm. No efficiency calibration was needed in this case since the target profile

does not depend on it. The stoichiometry, instead, was obtained relatively to the

first measurement.

The results for each target can be seen in Fig. 2.49. For one of the targets, the

initial irradiation was performed for ∼ 5 C of accumulated charge in order to check

the target behaviour at the beginning of the irradiation. No major deviations were

found.

S-factor Calculation In order to obtain the S-factor from the reaction yields,

the Equation 1.6 and Equation 1.4 were used. By assuming the S-factor to be

constant inside the range of the target profile, P (E), it was possible to calculate

the integral and extract the S-factor. In order to correct for this assumption, the

effective energy, Eeff, was calculated for each S-factor using the Equation 1.7. Ad-

ditionally, the extracted S-factors were corrected for the screening effect following

the prescriptions from [44].
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Figure 2.49: The degradation of two different targets that were used with the BGO. The enr7
target presents no unexpected behaviour during the initial prolonged irradiation.

The results are listed in Table 2.13 and can be seen in Fig. 2.50 where they are con-

fronted with the literature and with the previous HPGe dataset. A good agreement

was found between the two different approaches. The errors are divided between

the statistical ones, given from Poisson counting in the γ-peak, and the systematic

one coming from the uncertainty on the target profile. The uncertainties of the

target profile were propagated in the Equation 1.6 with the use of the covariance

matrix obtained from the fit. All the sources of systematic error are listed in

Tab. 2.12.
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Figure 2.50: The total S-factor of the
13C(p, γ)14N reaction extracted from the
BGO data confronted with the HPGe
dataset and the literature. The only avail-
able dataset for the total capture is the [27].
Only statistical uncertainties are considered
in the plot.

Source Percentage

Efficiency 4 %
Stopping [43] 6.4 %

Target 2− 0.5 %
Beamspot 1.4 %
Branching 0.5 %

Total 7.8− 7.6 %

Table 2.12: The systematic error sources
for the 13C(p, γ)14N measurement with the
BGO.
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Eeff, c.m. S-factor
(keV) (keV barn)

363.9 27.62± 0.02stat ± 0.6target
356.5 25.35± 0.02stat ± 0.5target
347.0 23.29± 0.01stat ± 0.5target
338.0 20.85± 0.01stat ± 0.4target
328.9 19.60± 0.01stat ± 0.4target
319.4 18.55± 0.08stat ± 0.4target
310.3 17.52± 0.05stat ± 0.4target
300.3 16.33± 0.01stat ± 0.3target
291.5 15.41± 0.02stat ± 0.3target
282.1 14.67± 0.01stat ± 0.3target
273.0 13.83± 0.04stat ± 0.3target
263.6 13.03± 0.01stat ± 0.3target
254.5 12.65± 0.02stat ± 0.3target
245.0 12.12± 0.01stat ± 0.2target
235.7 11.45± 0.03stat ± 0.2target
226.5 11.00± 0.02stat ± 0.2target
217.2 10.56± 0.04stat ± 0.2target

Eeff, c.m. S-factor
(keV) (keV barn)

208.0 10.21± 0.02stat ± 0.2target
198.6 9.94± 0.08stat ± 0.2target
189.5 9.55± 0.04stat ± 0.2target
180.1 9.26± 0.1stat ± 0.2target
171.1 9.00± 0.05stat ± 0.1target
161.7 8.7± 0.1stat ± 0.1target
152.6 8.5± 0.1stat ± 0.1target
143.2 8.34± 0.07stat ± 0.1target
134.0 8.15± 0.04stat ± 0.1target
124.7 7.97± 0.05stat ± 0.1target
115.8 7.81± 0.06stat ± 0.09target
106.5 7.58± 0.05stat ± 0.07target
97.2 7.37± 0.07stat ± 0.05target
88.3 7.2± 0.1stat ± 0.04target
79.1 7.1± 0.2stat ± 0.04target
70.0 6.9± 0.4stat ± 0.04target
60.7 6.6± 0.5stat ± 0.04target

Table 2.13: The extracted S-factors for the 13C(p, γ)14N with its statistical and systematic
uncertainty due to the target profile.
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2.4.4 12C(p, γ)13N - Activation Method

For the measurement of the 12C(p, γ)13N reaction with the BGO detector the β+

decay of the unstable 13N daughter was exploited. Due to the fact that the Q-value

of the reaction is low, the sum γ-peak lied in a region still affected by the detector

intrinsic background. By using the activation technique, i.e. counting the number

of 13N decays, the background could be drastically reduced and the measurement

sensitivity could be pushed to the limit. During these measurements only thick

natural graphite disks were employed.

In the following the technique will be thoroughly explained. Then the calculation

and validation of the detection efficiency will be dealt with. Finally the results for

the 12C(p, γ)13N reaction will be presented.

Introduction

The BGO setup at LUNA provides many features suitable for the application

of the activation technique. The 511 keV γ-rays that are emitted in a e+ - e−

annihilation are marked by a very specific signature since they are emitted at 180◦

from each other. Hence, since the detector is segmented in 6 different crystals,

they can be detected in coincidence in opposite sides of the detector. In this way

the intrinsic and environmental background are drastically reduced. Additionally,

the 12C(p, γ)13N reaction does not produce high energy γ-rays, thus the γ-ray

interaction with the BGO crystals does not produce significant e+ - e− that could

generate unwanted background events.

The innovative application of the BGO setup permitted to perform an in situ

irradiation, meaning that the data were acquired both during the irradiation and

the counting periods. On the contrary, literature studies which used the activation

technique usually performed the irradiation and the measurement in two different

experimental setups. The data were acquired in a devoted counting station. For

this purpose, the upstream Faraday cup was connected to an Arduino board that

was controlled through self-made scripts that opened and closed the cup according

to the previously established schedule.

The differential equation that governs the amount of radionuclide in a sample that

is being irradiated is:

62



Chapter 2. Experimental Campaign at LUNA 2.4. BGO Campaign

dN

dt
= P (t)− λN(t) (2.38)

where N(t) is the number of radioactive nuclei, λ is the decay constant and P (t)

is the production rate. In case of a nuclear reaction, the latter can be expressed

in terms of the reaction yield, Y , and the rate of incoming protons, Rp(t). Thus:

dN

dt
(t) = Y ×Rp(t)− λN(t) (2.39)

The solution of this differential equation gives the amount of radionuclide present

at different points of time, depending only on the initial condition, the reaction

yield and the incoming proton rate.

In order to retrieve the information about the reaction yield from the data, an

iterative fit procedure was developed. The quantity that is directly observed and

then is used for the fitting is the sample activity, A(t), coming from the observed

511 keV radiation. In order to get rate of the 511 keV coincidences, the time

window of 0.2 µs was set and an energy window of 511 ± 150 keV were used to

search for signals in two opposite BGO crystals. The activity can be then written

as follows:

A(t) = η × λN(t) +Rback +Nprompt ×Rp (2.40)

The first term is the activity of the 13N produced in the reaction multiplied by

the detection efficiency. The second term is the rate of the random coincidences

due to the environmental background. The last term, instead, parameterizes the

background rate due to the the prompt γ-ray produced in the reaction. In fact,

both the Compton events and the e+ − e− pairs produced during the interaction

of high-energy prompt γ-rays the detector can mimic either one or both 511 keV

events in coincidence. Since the γ-rays amount are proportional to the proton

beam current, the latter depends on the proton rate.

This equation was then used to fit the observed 511 keV coincidence rates. The

reaction yield, Y , was left free to vary. The environmental background, Rback, was

estimated from a 20 days long background rate with a value of (0.0130± 0.0002)
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evt/s−1 and it was used as a nuisance parameter in the fit. The other background

parameter, namely the Nprompt, was left free to vary.

At each iteration of the fit, the differential equation had to be solved numerically.

The initial condition, N0, was calculated from the first data point. The Poissonian

likelihood was then calculated and maximized with the use of MINUIT2 package.

This procedure permits to easily include the presence of others nuclei that can be

present inside the target by solving their differential equations and adding their

activity to Equation 2.40. Nevertheless, in the case of 12C(p, γ)13N reaction, no

other β+ unstable nuclei was found in the target thus no other contribution was

added in the fit.

Finally, a crucial parameter to be fixed in the fitting procedure was the detection

efficiency for the 511 keV coincidences, whose determination is described in the

next section.

Activation Efficiency

The efficiency calibration was based on the use of the Geant4 simulations. Two

different scattering chambers were used: the same one used for all the other mea-

surements, namely with a brass target holder and a steel target chamber, and an

aluminum target holder and an aluminum target chamber, used to improve the

statistics at low energies due to reduced passive layers. The simulation framework

is the same one described in the previous sections.

The β+ decay simulation, however, is more subtle than the prompt γ-ray one.

The generated positron has to annihilate somewhere in the setup, and thus the

detection efficiency of the emitted 511 keV γ-rays strongly depends on the geometry

of the setup. Additionally, the energy distribution of the emitted positrons have

to be taken into account in the simulation since the higher the energy the more

probable it is for the positron to escape.

In order to validate the efficiency obtained with the Geant4 simulation, a 14N

target was irradiated at the 274 keV resonance, producing the 15O which is β+

unstable (T1/2 = 2.041 ± 0.006 min [47]). The measurement was performed with

both target chambers. The obtained efficiencies from the simulation for the brass

and aluminum holder are 19.5 % and 29.6 %, respectively. The data were then

fitted against the differential equation as explained in the previous section. A

sample fit in case of the brass holder can be seen in Fig. 2.51.
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Figure 2.51: (Upper panel) The rate of the 511 keV coincidences for the 15O activation on the
259 keV 14N resonance. The red line is the best-fit. The shaded areas represents the irradiation
time slots. (Lower panel) The current on the target.
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After the yields were extracted from the activation analysis, the sum γ-peak for

the same runs was analyzed and the yields were extracted. In Table 2.14 the

comparison between the two analyses can be seen. A good agreement was obtained

between the sum γ-peak and activation yields for both the setups.

Setup Yprompt Yactiv
Brass 6.70± 0.04× 10−12 6.64± 0.05× 10−12

Aluminum 6.60± 0.03× 10−12 6.68± 0.04× 10−12

Table 2.14: The comparison between the yields obtained with the activation and the prompt-γ
methods for the two different target chambers.

While preparing the simulations it was observed that the detection efficiency of two

511 keV γ-rays in coincidence is very sensible to both the position of the beamspot

and the depth at which they decay inside the target. The simulated radionuclide

was generated slightly off-centered, following observed beamspot, and the depth of

the radionuclide was carefully studied through the use of SRIM calculations. Just

as an example, the difference on the detection efficiency between the surface of the

target and a depth of 1 µm is approximately 2 %, as can be seen in Fig. 2.52. For

what regards the beamspot uncertainty, the same procedure as in the 13C(p.γ)14N

case was followed. The result is shown in Fig. 2.53. In case of the 511 keV coin-

cidences, the dependency on the beamspot position is much higher than respect

to the previous case. In this case, by varying the beamspot within its observed

uncertainty, analogously to Section 2.4.2, an error of 3 % can be attributed to this

effect.

Once the Geant4 simulations were validated, the efficiencies for both the brass and

aluminum setups were calculated, amounting to 22.2 % and 35.6 % for the respec-

tive setups. The higher value with respect to the 14N(p, γ)15O simulation is due to

the target differences. The 14N was, indeed, deposited on a Ta backing, which can

easier absorb the 511 keV γ-rays than the natural graphite. A conservative error

of 4 % was additionally attributed to the simulated efficiency as follows from the

Section 2.4.2.

An additional check was performed to verify the efficiency value obtained for the

brass holder. It consisted in an ex situ counting with the HPGe detector. The 12C

target was initially irradiated inside the BGO with a beam energy of Ep = 400

keV. The beam was then switched off and the activated target was brought in

front of the HPGe detector at a distance of ∼ 14 cm. A Ta plate was put on top

of the target in order to confine the annihilation of positrons emitted from the
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vation. The different efficiencies in the two
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Figure 2.53: The efficiency for the 511 keV
coincidences in function of the beamspot
position. The red curve shows the position
of the observed beamspot.

target surface. After that, the sample was brought back inside the BGO for the

finale stage of counting. The HPGe detector was then calibrated in efficiency by

the use of radioactive sources that emit γ-rays in region close to 511 keV. During

the calibration, the sources were put under the same Ta plate to reproduce the

same geometry. Finally, normalized for the respective efficiencies, the data were

fitted with an exponential distribution with a fixed half-life that corresponds to

the 13N one. The result of the simultaneous fit for both the datasets can be seen

in Fig. 2.54 and a picture of the HPGe counting can be seen in Fig. 2.55. A good

agreement was found between the BGO and HPGe data.

Finally, it was possible to use the simulation to extract the probability of having

prompt γ-rays to mimic the 511 keV coincidence signal inside the BGO. This is

done by simulating only the γ-rays of the reaction of interest and applying the

same cuts to get the 511 keV coincidences. For the 14N(p, γ)15O and 12C(p, γ)13N

reactions values of respectively 0.25 % and 0.22 % were found. The value for the

former reaction can be cross-checked with the results of the previous fit. The best

fit value for the Nprompt is 0.13±0.02 µC−1. When multiplied by the beam current,

a value of 1.4± 0.2 c/s is obtained. Instead, by using the obtained reaction yield,

the same current on the target and the probability of having a random coincidence

67



2.4. BGO Campaign Chapter 2. Experimental Campaign at LUNA

0 500 1000 1500 2000 2500 3000 3500
Time (s)

0

2000

4000

6000

8000

10000)
-1

R
at

e 
(s

BGO Data

HPGe Data

Fit

0 500 1000 1500 2000 2500 3000 3500
Time (s)

0.15−
0.1−

0.05−
0

0.05
0.1

R
es

id
ua

l (
%

)

Figure 2.54: Results of the ex-situ calibra-
tion with the HPGe. The half-life used for
the fit was taken from the literature [47].
In the lower panel the residuals are shown.
A good agreement within 5 % has been
achieved.

Figure 2.55: Picture of the sample in front
of the HPGe used for the ex-situ calibration.
The Ta plate was put on the graphite target
to increase annihilation probability.

obtained from the simulation, a value of 1.2 c/s is calculated, very close to the

previous value.

Hydrogen Implantation

During the measurements with the brass holder, the 380 keV runs were repeated

three different times. It was observed that the yield of these runs consistently

decreased. The results can be seen Fig. 2.56 and in Table 2.57.

The reason behind it is the fact that by irradiating it with a very intense proton

beam, implantation of hydrogen inside the graphite target occurs. The presence of

implanted 1H slightly changes the stoichiometry of the target, which then directly

affects its yield. It is not a trivial effect to correct for. First of all, the depth of

implantation depends on the proton energies, i.e. the highest energies will implant

the hydrogen in deeper layers, whereas the low energies will implant nearer the

surface. Additionally, the effect on the reaction yield depends on the irradiating

energies, e.g. if the protons are implanted with energies of 380 keV and then a

200 keV run is performed, the latter will not be affected since the protons will not

reach the implanted layer. Thus the runs that affect the target composition the

most are the low energy ones where usually 5 C of charge was accumulated. On

the other side, the runs that are the most affected by the implanted layers are the

highest energies, e.g. Ep ≥ 250 keV, since in these protons reach the implanted
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Figure 2.56: The observed yield reduction
for the 380 keV runs w.r.t. to the first mea-
surement in function of the accumulated
charge.
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Figure 2.57: The observed yields for the
380 keV runs and the respective reduction
w.r.t. the first run.

layer with highest energies.

For the purpose of studying the hydrogen implantation effect, the runs with the

aluminum target holder were conducted after the main measurements. The mate-

rial of the setup was changed due to the improvements made for the future LUNA

measurements, to get higher efficiencies. Two different datasets were acquired.

The first one consisted in measuring all the data points starting from 400 keV

down to 250 keV. By going from the highest to the lowest energy, the hydrogen

implantation effect could be avoided for these energies. The second dataset con-

sisted in performing a 380 keV run and an overnight run at 90 − 80 keV several

times to accumulate as much charge as possible. The latter served to create a

model that could be used to correct the previous measurements and then compare

them with the former dataset that should not be affected by the hydrogen.

In order to calculate the correction factor, few assumptions have been made:

• The saturation ratio of H/C in each layer layer is 0.4 [48].

• Only the z-dimension, i.e. the depth of the target, was considered.

• The overabundance of H was redistributed towards the deeper layers of the

target. This comes from the fact that the implanted layers will have smaller

stopping powers, thus the H nuclei tends to travel slightly deeper.

The implantation profiles for each irradiation energy were simulated within the

SRIM framework. Starting from the first run, the target profile was constructed
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by summing the calculated H profiles, scaled by the number of incoming protons,

Np. When the H/C limit was reached, the overabundance was redistributed at

deeper layers. An example of this can be seen in Fig. 2.58.

0 1 2 3 4 5
Depth ( m)

1015

1016

1017

1018

N
 o

f H
yd

ro
ge

n 
At

om
s

Saturation LimitEv
ap

or
at

ed
 Ta

rg
et

Run Energies
200 keV
380 keV
130 keV

Figure 2.58: An example of the hydrogen profile inside the target after three different experi-
mental runs. The shaded area shows the carbon layer width in case of an evaporated target.
The red line indicates the saturation level for the hydrogen inside carbon.

Before calculating the correction for each experimental run, the model was vali-

dated by using the data obtained with the aluminum chamber. As previously said,

these runs consist in intermittent long runs at ∼ 90 keV followed by reference runs

at 380 keV. After the hydrogen profiles were obtained for each of theses run, the

yield correction was estimated by calculating the effective stopping power with

the hydrogen layers included. The results are shown in Fig. 2.59. In the figure

two other models are included: one where the hydrogen is redistributed closer to

the target edge and one where the hydrogen above the saturation limit is just

excluded and not redistributed. As can be seen, an excellent agreement is found

in case of the hydrogen being redistributed in deeper layers. Additionally, it can

be clearly seen that the yield reduction saturates already at about 10 C of accu-

mulated charge, as expected due to the saturation density reported in [48]. Since
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all the corrected yields lies very close to the original ones, a 1 % uncertainty was

attributed for this effect.
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Figure 2.59: The effect of the correction factor for the hydrogen implantation inside the carbon.
Three different assumption on the hydrogen redistribution are shown. The one where the hydro-
gen is redistributed in the deeper layers seems to describe better the data.

Finally, after the model used to correct for the implanted hydrogen was validated,

the correction was analogously calculated and applied for each run of the main

measurement. All the calculated correcting factors were lower than 5% and be-

came insignificant for runs at Ep ≤ 300 keV.

S-factor Calculation

The main measurement of the 12C(p, γ)13N reaction consisted in using two different

graphite disks, one for the brass target holder and one for the aluminum holder,

and irradiating it with different beam-on and beam-off cycles. The yield for these

runs was obtained as explained in the previous sections, and corrected according

to the hydrogen implantation model.

Since the target consisted in an infinitely thick disk, it was not possible to extract

the S-factor directly from the yield. In fact, it contains the contributions of all

the energies since the beam is entirely stopped in the carbon layer. Hence, in
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order to simulate a thin target, the yields of consecutive runs in terms of energy

were subtracted. This permitted to treat the difference as the yield of a thin

target since the runs were done mostly either in 20 keV or 10 keV steps. This

permitted to proceed with the S-factor extraction from the yield analogously to

the 13C(p.γ)14N case. The extracted S-factor values were associated to the effective

energies which were calculating using the Equation 1.7. For what regards the run

at the lowest energy, it was assumed that the S-factor is constant along the entire

target thickness and it was accordingly calculated from the yield without any

subtraction.

Finally, the S-factor values are reported in the Tab. 2.15 and shown in Fig. 2.60.

All the error contributions are reported in Tab. 2.16. The results are in excellent

agreement with the S-factors obtained from the HPGe campaign.

Eeff, c.m. S-factor
(keV) (keV barn)

358.9 21.96± 0.05
341.7 14.13± 0.03
323.3 9.74± 0.03
304.8 7.21± 0.03
286.4 5.95± 0.01
268.0 4.57± 0.04
249.6 4.04± 0.01
231.2 3.34± 0.01
212.9 3.03± 0.01
194.5 2.79± 0.02
176.2 2.51± 0.01
157.9 2.21± 0.01
136.9 2.03± 0.02
112.6 1.83± 0.02
97.1 1.68± 0.06
87.8 1.57± 0.07
79.2 1.5± 0.2
67.9 1.6± 0.3

Table 2.15: The extracted S-factors for the
12C(p, γ)13N measurement with the BGO
detector with its statistical uncertainty.

Source Percentage

Efficiency 4 %
Stopping [43] 6.4 %

Target 1 %
Beamspot 3 %

Total 8.2 %

Table 2.16: The systematic error sources for
the 12C(p, γ)13N activation measurement
with the BGO.
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Figure 2.60: The S-factors for the 12C(p, γ)13N measurement with the BGO detector confronted
with the values attained with the HPGe detector and the literature. Only statistical uncertainty
is plotted. The R-Matrix extrapolation is taken from the Appendix A.
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Sum Peak Check

Since the γ-ray from the 12C(p, γ)13N reaction could still be observed and well

resolved with the BGO detector at proton energies above 200 keV, the same anal-

ysis as in the 13C(p, γ)14N sum γ-peak method was followed. First, the Geant4

simulation was performed and the efficiency value of 49% was obtained. Then the

observed sum γ-peak was analyzed by fitting into with the use of Equation 2.36.

An example of the fit can be seen in Fig. 2.61.
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Figure 2.61: An example of the fit for the BGO sum-peak of the 12C(p, γ)13N reaction at Ep = 380
keV.

The yield were then calculated and cross checked with the values obtained from

the activation method fit. In Tab. 2.17 the values for all the runs where the
12C(p, γ)13N γ-peak was still visible are shown. The agreement for all the runs is

within 3%.
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Ep Yield Yield Discrepancy
(keV) (Sum-Peak) (Activation) (%)

400.0 2.33× 10−11 2.40× 10−11 −3
380.0 1.30× 10−11 1.28× 10−11 1
360.0 6.98× 10−12 7.09× 10−12 −2
340.0 4.16× 10−12 4.06× 10−12 2
320.0 2.38× 10−12 2.34× 10−12 1
300.0 1.33× 10−12 1.31× 10−12 1
280.0 7.41× 10−13 7.41× 10−13 0
260.0 4.07× 10−13 4.00× 10−13 2
240.0 2.12× 10−13 2.07× 10−13 2
220.0 1.00× 10−13 1.01× 10−13 −1

Table 2.17: Comparison of yield values between the sum-peak and activation methods. The
discrepancy between all the values is withing 3%.
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12C(p, γ)13N at Felsenkeller

The results found at the LUNA experiments suggested a different normalization

for the broad resonances of both the 12C(p, γ)13N and 13C(p, γ)14N reactions. How-

ever, given the limited energy range of the LUNA 400 kV accelerator, it was not

possible to cover the energy range of the respective resonances. For this reason, the

Felsenkeller laboratories, located in Dresden, Germany, were selected as the best

place to investigate the resonance energy range. The laboratory is provided with

a 5MV Pelletron accelerator that can provide proton beam up to 2MeV in lab-

oratory frame. Additionally, the laboratory is located in a previously abandoned

tunnel that provides approximately 45m of rock shielding that helps to reduce

the cosmic background. Only the 12C(p, γ)13N reaction was investigated given the

limited amount of time. The 13C(p, γ)14N measurements, however, are planned to

be performed in the near future.

In the following chapter, the 12C(p, γ)13N cross section measurement at the Felsenkeller

laboratories will be thoroughly explained. First, the Felsenkeller laboratory will

be introduced and the experimental setup explained. Then the measurements and

the analysis will be d. Finally, the newly obtained cross section will be shown and

discussed.

3.1 Felsenkeller Laboratory

The Felsenkeller tunnels, located in Dresden, Germany, were built between 1856-

1859 and were initially used to store ice for the Felsenkeller brewery. After the

tunnels were abandoned, two experimental bunkers were installed in tunnel VIII

and IX, surrounded by 40 cm thick reinforced concrete wall, floor, and ceiling. The
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concrete walls were designed to limit both the γ-rays originating from the natural

radioactivity of the surrounding rocks and the neutron background produced in

the walls by (µ, n) reactions. This, alongside the rock shield, permits to obtain a

significant background reduction with respect to the surface. The scheme of the

tunnels is shown in Fig. 3.1.

Figure 3.1: The Felsenkeller tunnel system taken from [49]. The nuclear astrophysics laboratory
is located in tunnel VIII and IX. The tunnel IV has already been containing a low background
counting experiments from 1982.

Subsequently, a 5MV Pelletron accelerator was installed in between the tunnel

VIII and IX. Two different sources can be used for the accelerator. The first one is

a cesium sputtering source that can provide 12C beam up to 100µA. The second

one is an internal RF source similar to the LUNA 400 kV one. It can provide both

the proton and helium beams ranging between 10 – 100µA. Thus the accelerator

can be used in two different modes depending on the nucleus of interest that has

to be accelerated.

In case of the 12C(p, γ)13N experiment, a molecular H2 beam of about 10 µA was

used. This means that at the interaction time the actual proton energy was half

of the H2 one: at the first interaction with the target, the two H nuclei splits in

two with, respectively, half of the initial beam energy.

3.2 Experimental Setup

The setup at the Felsenkeller laboratories consists of several different parts. The

beamline that drives the beam towards the target consists in a analyzing magnet
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and several collimators used to improve the beam quality. The beam then impinges

on the target that is mounted on a steel target holder. The target is mounted

on a Cu layer that is cooled by liquid nitrogen, in order to prevent the target

degradation through diffusion. In front of the target, a Cu pipe is both cooled

by liquid nitrogen and put at a voltage of −200V to prevent that the secondary

electrons escape from the target and to prevent any build up of contaminants on the

target. A permanent magnet was located under the target chamber. It was needed

to improve the secondary electron suppression as it was observed that the Cu pipe

was not enough and decreasing the voltage had no effect on the acquired current.

By placing the magnet underneath, in a way that the electrons were guided back to

the target, all the current was to be correctly acquired. The position was selected

by searching for a place for which the current reading was at minimum.

Around the target holder, in total 4 different HPGe clusters and one single-crystal

HPGe were mounted. Their structure and positions are shown in Table 3.1. Three

different clusters were mounted with the BGO crystals around them to permit the

reduction of the Compton scattering by vetoing the HPGe events.

Cu Pipe (-200 V) LN2

A

B

ED

C

Beam

Target

Figure 3.2: Schematic top view of the present setup. The detector main features are summarized
in Tab. 3.1. The yellow regions indicate the BGO crystals around the clusters.

For the DAQ, four different CAEN V1724 boards were used. Two of them were set

with a low gain, the other two, instead, with a high one. Since all of the detectors
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Detector ID Cluster Type Relative Efficiency Angle Distance
% (°) (cm)

A 7 crystals 7×60 90 6.1
B 7 crystals 7×60 114 19.2
C single crystal 100 22 28.7
D 3 crystals 3×60 122 44.1
E 3 crystals 3×60 55 42.8

Table 3.1: Detectors used, their types, size, angle to the target normal (uncertainty 2°), and
distance from detector endcap to target center (uncertainty 0.2 cm).

had two identical outputs, it was possible to connect one detector to two different

boards. This configuration permitted to look at the high energy γ-rays without

the need of changing the DAQ settings.

Finally, the current was acquired in list mode by collecting the accumulated charge

with ORTEC Model 439 Digital Current Integrator that emitted one pulse for each

1 µC of accumulated charge. This was made both for the current on the target

and the current on the Cu pipe. The pulses were then injected into the DAQ.

3.2.1 Targets

Three different targets were used for the experimental campaign: two evaporated
12C powders on the Ta backings and one 6mm thick graphite disk. The former

were made at the ATOMKI facility analogously to the ones used for the LUNA

campaign. The latter was bought from the Sigma-Aldrich which reported 99%

isotopic purity and was used to check the normalization of the evaporated targets.

The evaporated targets were characterized directly at the Felsenkeller laboratory.

The atomic +H beam was used to scan the 1.7MeV narrow resonance of the
13C(p, γ)14N reaction. This was done twice: just after the target was mounted in

the target chamber and just before dismounting it. Only 11C and 4C of charge

was accumulated on the respective targets. The NRRA scans were then fitted with

the use of the double Fermi function (Equation 2.15). The straggling effect was

included in the analysis due to the high proton energies, as described in Section

2.3.3. The NRRA scans for one of the targets is shown in Fig. 3.3. No degradation

has been observed for the evaporated targets.

Additionally to the NRRA scans, the γ-peak of the central crystal of the A detector
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Target NRRA Peak Shape
(keV) (keV)

L1 13.3± 0.8 13.8± 0.7
L4 15.4± 0.8 15.9± 0.7

Table 3.2: The target thicknesses (at Ep =
380 keV) obtained from both the NRRA
scans and the Peak Shape Analysis. Both
values lies withing 1σ.
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Figure 3.3: The NRRA scans for the evap-
orated target labeled L1 (Qacc = 11.3 C)
both at the mounting (red) and dismount-
ing (green) time. No degradation has been
observed.

was used to perform the Peak Shape Analysis to retrieve the target thickness

information. As in the case of the LUNA experiments, the runs at Ep = 380 keV

were constantly repeated during the irradiation. Also in this case no degradation

has been observed for neither target. In Tab. 3.2 the results are shown for both

the analyses. The thicknesses shows good agreement between the two techniques.

3.3 Analysis

During the experiments several different data were acquired. First, the detection

setup efficiency was calibrated with the use of well-known calibration sources and

the 992 keV resonance in the 27Al(p, γ)28Si reaction [50]. Then two different goals

were pursued. The first one involved the absolute measurement of the 12C(p, γ)13N

cross section, with proton energies ranging from 340 – 640 keV in approximately

10 keV steps. The second one, instead, consisted in measuring the angular distri-

bution of the γ-ray emitted in the reaction at three different energies (below, on

and above the 421 keV resonance). Finally, the thick graphite target was irradiated

to check the normalization given by the finite thickness of the evaporated targets.

In the following the analysis procedure of the acquired data will be explained.

First the efficiency calculation for all the HPGe detectors will be illustrated. Then

the reaction yield calculation and the angular distribution will be discussed. Then

the S-factor extraction will be explained. Finally, the data normalization check

with the thick graphite target will be discussed.
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3.3.1 Efficiency

In order to calibrate the efficiency of all the detectors the 137Cs, 60Co and 22Na

radioactive sources available at the Felsenkeller laboratory were used. Additionally,

a run on a 27Al target on Ta backing was performed by using a H+ beam at

approximately 1MeV to exploit the 992 keV resonance in the 27Al(p, γ)28Si [50]

reaction and extend the calibration curve up to 10MeV.

The procedure was analogous to the one described in Section 2.3.2, with the only

difference that the D(d,Eγ) term was neglected. This is due to the fact that only

one configuration was possible without changes of the detector distances. The

yields were extracted from all the γ-peaks of the radioactive sources. In case of

the 27Al(p, γ)28Si, only the 1.7MeV and the 10.7MeV γ-rays were considered being

the ones from the dominant γ-cascade. The other transitions were either poorly

visible in the spectra or the high branching uncertainty made then unsuitable for

the efficiency calibration.

In case of the 22Na source, the equations taken from [51] were used. The 22Na

nucleus decays by through β+ radiation to an excited state of 22Ne which then

de-excites by emitting the 1.2MeV γ-ray. Hence, the prompt γ-ray is effectively

emitted in coincidence with an annihilating positron that immediately creates two

511 keV γ-rays. These, being produced in pairs and having low energies, efficiently

reduce the observed counts in the 1.2MeV γ-peak because of the summing effects,

and thus need special treatment with respect to all the other cases.

Each crystal of the detector was independently calibrated except the crystal 4 and

the crystal 2 of, respectively, detector A and E because they broke during the

experiment and thus were not used in the analysis.

The result for the central crystal of the detector A is shown in Fig. 3.4. The

comparison between all the detectors is shown in Fig. 3.5. The efficiency is not well

constrained in the region above 3MeV given the limited number of high energy γ-

rays in that region. Nevertheless, the uncertainty in the 2 – 2.5MeV region, where

the 12C(p, γ)13N γ-ray is effectively observed, ranges from 5% up to 6.5%.

3.3.2 Yield and Angular Distribution

The yield calculation for the 12C(p, γ)13N was achieved by integrating the only

γ-peak of the reaction and using the Equation 1.6. A step-like background was

assumed since tails on the low-energy side of the γ-peak were observed in some of
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Figure 3.4: The efficiency fit result for the central crystal of the detector A. The grey band
represent the 1σ uncertainty. The not filled markers shows the data without the summing
correction.
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Figure 3.5: The obtained efficiencies for all the detectors used during the experiment. One crystal
for both the detector A and E are not included because they were turned off.
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the detectors. No other contaminants other than the nominal 1% of 13C and the
19F where found inside the targets after carefully inspecting all the spectra, that

are shown in Fig. 3.6 at two different proton energies. The γ-peak at 3090 keV

was identified as coming from the 12C(d, p)13C reaction. Since a molecular beam

was used for the experiment, some of the H2 can be mixed with the deuterium due

to the same charge and almost identical mass. By extracting the yield from the

γ-peak and using the cross section from [52], it was possible to derive the amount

of deuterium contamination inside the beam, obtaining a value of (0.07± 0.01)%.
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Figure 3.6: Two different γ-spectra at two different energies acquired at the Felsenkeller labora-
tory. No unexpected contaminant was observed from the γ-rays.

For all the runs, only the Detector A was used, since the counting statistics was

poor in all the others detectors. A weighted mean was used to calculate the mean

yield from all crystals.

For what regards the angular distribution, four different long runs were performed

at four different beam energies where high statistics were accumulated in all the

detectors. The Detector A, located very close the target and thus covering a large

portion of the solid angle, was not considered in this case. Unfortunately, only

first long run could be used for the Detector C since it was mispositioned during

the other ones. Hence, the angular distribution check was made by calculating

the yield ratio of the observed γ-ray w.r.t. the Detector B, located at 114◦. The

results are showed in Fig. 3.7 indicating an isotropic distribution as expected from

the literature [22]. The error on the angle was calculated by considering the solid

angle subtended by each detector.

Additionally to the 12C(p, γ)13N reaction, the yield was calculated also for the
13C(p, γ)14N reaction on top of the 1.7MeV resonance, used for the target scans.
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Figure 3.7: The obtained yield ratios w.r.t. the Detector B at three different proton energies.
The data indicate uniform distribution of the emitted γ-ray.

Only the 8.5MeV γ-ray was used in this case, since the other transitions were not

clearly visible in the γ-spectra. The following equation was used to calculate the

expected reaction yield:

Y =
λ2

2

ωγ

ϵeff
(3.1)

where λ2 is the DeBroglie wavelength, ωγ is the resonance strength ((7.2±0.4) eV

taken from [28]) and the ϵeff is the effective stopping power for a target made

by 1% of 13C and 99% of 12C. By confronting the expected value with the one

obtained experimentally, it was found that the nominal 1% contamination of 13C

does agree well with the observation.

3.3.3 Astrophysical S-factor

Once the yields for each of the runs were obtained, the astrophysical S-factor was

calculated with the use of Equation 1.6. The target profiles for each target were

taken from the NRRA scans. The effective stopping power was calculated with

the use of SRIM tables considering a 99% pure 12C target with 1% of 13C.

Once the S-factor was calculated, it was necessary to calculate the effective en-

ergy, Eeff, to associate to it. Since the data covered the whole broad resonance,
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which cross section strongly depends on the energy, special care was took for this

part. First, since the measured points were rather dense on the resonance peak,

the points were fitted with a polynomial line. This was then used to iteratively

calculate the effective energy using the following algorithm:

1. Calculation of the Eeff for each point with Equation 1.7.

2. Updating the polynomial line with the new Eeff values.

3. Checking the difference of Eeff with the previous values.

If the change in the Eeff was lower than 0.01 keV, the calculation was stopped.

In order to check this procedure, the Eeff was in parallel calculated by using the

literature cross sections. The difference in the calculated energies with respect to

the previous method was less than 0.1 keV.

Additionally, it was possible to test the energy calculation even further with the use

of the Peak Shape Analysis. All the information on the procedure are reported

in Section 2.3.3. Only the central crystal of Detector A was used. Its energy

resolution was calibrated with the use of the γ-peaks from the calibrations sources.

The result can be seen in Fig. 3.8. For the fit, the polynomial line made from the

previously calculated S-factor points was used. The target profile was left free

to vary within the uncertainties of the NRRA profile. In this way, the only free

parameter was the scaling factor w.r.t. the previously extracted S-factor curve.

This permitted to both check the S-factor values and its trend with an another

technique. The result for all the fits is reported in Fig. 3.9. The 95% confidence

interval was calculated that indicates an accordance of 5% between the calculated

S-factor curve and the γ-peak shape analysis.

Finally, the obtained S-factors are shown in Fig. 3.10. The obtained results do

agree very well with the cross sections found in the previous LUNA experiment.

In Tab. 3.3 all the systematic uncertainties are reported.

3.3.4 Thick Target Test

After the main measurement, the 6mm thick graphite targets was mounted in the

target chamber, which was then irradiated with the H2 beam at several energies.

Since all the beam is stopped inside the target itself, the data could be used to the

test the target normalization of the evaporated targets.

The reaction yield was calculated from the observed counts in the 12C(p, γ)13N γ-
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Figure 3.8: The resolution calibration of the
central crystal of the Detector A. The 60Co,
136Cs and 22Na sources were used. The col-
ored region indicates the 3σ uncertainty.

350 400 450 500 550 600 650
c.m.E

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2

N
or

m
al

iz
at

io
n 

P
ar

am
et

er

PSA Result

95% CI

Figure 3.9: The Peak Shape Analysis re-
sult of the scaling factor for the S-factor.
The calculated 95% confidence interval in-
dicates that all the points lies within 5%
indicating a well reproduced energy depen-
dence of the cross section.

100 200 300 400 500 600

 (keV)c.m.E

1

10

210

S
-f

ac
to

r 
(k

eV
 b

)

Felsenkeller
LUNA - HPGe
LUNA - BGO

rky et al. (2023)uGy
Vogl et al. (1963)
Rolfs et al. (1974)
Bailey et al. (1950)
Burtebaev et al. (2008)
Lamb et al. (1957)
R-Matrix (This Work)

RGB (20 MK)
AGB (20 - 120 MK)

EXPLOSIVE (100 - 400 MK)

Figure 3.10: The obtained S-factors for the 12C(p, γ)13N reaction at the Felsenkeller confronted
with the literature and with the LUNA experiment. Three regions for three different astrophysical
scenarios are highlighted. The results seems to agree with the different data normalization found
at LUNA.

86



Chapter 3. 12C(p, γ)13N at Felsenkeller 3.3. Analysis

Source Percentage

Efficiency 6.5 %
Stopping [43] 3.5 %

Target 3 %
Charge 1.5 %

Total 8.5 %

Table 3.3: The systematic error sources
for the 12C(p, γ)13N measurement at
Felsenkeller. The stopping power uncer-
tainty is lower than in LUNA case since the
measured energy range is different.

Ec.m. S-factor Ec.m. S-factor
(keV) (keV b) (keV) (keV b)

325.6 9.05± 0.03 445.4 80.7± 0.5
330.2 10.36± 0.04 449.9 64.0± 0.4
334.8 11.40± 0.04 454.6 47.2± 0.2
339.4 12.42± 0.03 459.2 39.6± 0.2
344.0 13.42± 0.08 463.8 30.0± 0.2
348.6 14.7± 0.1 468.4 23.9± 0.2
353.2 16.8± 0.1 473.0 20.0± 0.1
357.8 18.7± 0.1 477.6 16.9± 0.1
362.4 21.30± 0.04 482.3 13.89± 0.07
367.0 24.7± 0.1 486.9 12.27± 0.08
371.6 28.8± 0.1 491.5 10.58± 0.06
376.2 33.5± 0.2 496.1 9.60± 0.08
380.9 40.8± 0.2 500.7 7.95± 0.04
385.5 46.2± 0.3 505.3 7.59± 0.05
390.1 60.6± 0.3 509.9 6.57± 0.05
394.7 71.9± 0.2 514.5 6.01± 0.05
399.3 96.7± 0.3 519.1 4.99± 0.03
403.9 120.8± 0.5 523.8 4.73± 0.04
408.5 165.4± 0.9 528.4 4.24± 0.03
410.3 174± 1 533.0 3.94± 0.03
412.1 192± 1 537.6 3.55± 0.02
414.0 201.2± 0.8 542.2 3.27± 0.02
415.9 210.7± 0.6 546.8 3.17± 0.03
417.7 229.1± 0.4 551.4 2.78± 0.02
419.6 221.9± 0.7 556.0 2.46± 0.01
421.4 222.0± 0.2 560.6 2.41± 0.02
423.3 218± 1 565.3 2.16± 0.01
425.1 210.3± 0.8 569.9 2.01± 0.02
426.9 207± 1 574.5 1.82± 0.01
428.8 191.4± 0.8 579.1 1.73± 0.01
430.6 176.9± 0.9 583.7 1.63± 0.01
432.5 159.5± 0.8 588.3 1.56± 0.01
434.3 141.0± 0.6 592.9 1.41± 0.01
436.2 134.1± 0.4 597.5 1.31± 0.01
438.0 120.5± 0.7 602.1 1.21± 0.01
439.8 104.7± 0.6 611.4 1.10± 0.01
441.7 96.1± 0.5 620.6 0.96± 0.01
443.5 85.6± 0.5

Table 3.4: The extracted S-factor value
of the 12C(p, γ)13N measurement at
Felsenkeller. Only statistical uncertainty is
included.
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Ebeam Yobs Ycal

(keV)

360 (5.04± 0.09)× 10−12 5.17× 10−12

380 (1.22± 0.03)× 10−11 1.20× 10−11

387 (1.47± 0.03)× 10−11 1.47× 10−11

393 (1.72± 0.03)× 10−11 1.76× 10−11

400 (2.20± 0.04)× 10−11 2.21× 10−11

407 (2.74± 0.04)× 10−11 2.78× 10−11

413 (3.47± 0.05)× 10−11 3.43× 10−11

420 (4.49± 0.09)× 10−11 4.44× 10−11

429 (6.7± 0.1)× 10−11 6.41× 10−11

436 (8.9± 0.1)× 10−11 8.78× 10−11

443 (1.26± 0.02)× 10−10 1.24× 10−10

450 (1.86± 0.02)× 10−10 1.80× 10−10

460 (2.96± 0.02)× 10−10 2.96× 10−10

Figure 3.11: The observed and
calculated reaction yields for the
thick graphite disks.
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Figure 3.12: (Upper panel) The measured and the
calculated reaction yields for the infinitely thick
graphite disk. (Lower panel) The residuals between
the calculated and the measured values and the 95%
CI.

peak. Only the central crystal of the Detector A was used. No efficiency correction

was applied since the solid angle covered by the detector remained unchanged. The

expected yield was then calculated using the Equation 1.6 and using the S-factor

values obtained from the evaporated targets data.

In Fig. 3.12 the results are shown. By calculating the 95% confidence interval,

it was derived that the measured yields agrees with the previous results within

4%, which is lower than the reported systematic error for the S-factors. Hence,

an excellent agreement was found.
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Chapter 4

Conclusions

This PhD. thesis has undertaken a comprehensive investigation into the 12C(p, γ)13N

and 13C(p, γ)14N cross sections, essential for understanding of the 12C/13C ratio

in astrophysical scenarios. The experimental data obtained from rigorous exper-

iments conducted at both the LUNA and Felsenkeller laboratories have provided

new precise cross section values for both the reactions. Several different additional

measurements were undertaken and analyzed in order to reduce the systematic ef-

fects as much as possible. The results for both the reactions indicates a significant

normalization problem of the literature values. The deviation ranges between 25%

and 30% and was recently confirmed for the 12C(p, γ)13N in [53]. The reason of

the different normalization seems to lie in the different stopping power values used

in the literature studies.

Finally, in order to calculate and provide new 12C/13C ratios that can be used in

the stellar models, it was necessary to extrapolate the cross section in the energy

range of the astrophysical scenarios. For this purpose, the phenomenological R-

matrix approach was followed, which calculations are explained in Appendix A,

where additionally the new reaction rates for both reactions are calculated and

compared with the literature ones.

After obtaining the new extrapolation curves and calculating the reaction rates,

it was possible to extract the carbon isotopic ratios, 12C/13C, that are reached in

stellar regions where the CNO cycle is in equilibrium. For this, the Bayesian fits

in Appendix A were taken as reference since their uncertainty estimation is more

reliable than the one of the frequentist approach. The Fig. 4.1 shows the isotopic

ratio in the temperature range of interest.
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Figure 4.1: The 12C/13C ratio in function of the temperature. The new values are compared
with the NACRE and NACRE2 compilations. The new ratio agrees within big uncertainties
present in literature, but provide a much more precise value.

The calculated isotopic ratio is much more precise with respect to the literature

ones. In the temperature region of interest (T9 = 20 − 120 MK), the ratio can

be considered constant within the uncertainty. This is due to the fact that in this

region the extrapolations are only dominated by the DC without any significant

resonant contributions. The estimated value for the carbon isotopic ratio in that

region is (3.5 ± 0.3). With an improved uncertainty of only 10%, this value can

be used to help constraining the RGB and AGB mixing models. Nevertheless,

the impact of these values is currently under study and will be evaluated in the

future.
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Appendix A

R-matrix Analysis

The R-matrix theory is a quantum physics tool used to describe scattering states

resulting from the interaction of particles or systems of particles such as nucle-

ons, nuclei, electrons, atoms and molecules. The initial aim of the theory was to

characterized the resonances in the nuclear reactions. The full R-matrix theory is

well-established in the literature [54, 55] and its detailed procedure is out of the

scope of this work. Its nature lies in the solving of coupled-channel Schrödinger

equations in the continuum. First, the theory divides the configuration space into

two regions, the internal and external regions. Secondly, the scattering wave func-

tion in the external region is approximated with its known asymptotic expression.

The R-matrix is then calculated as the inverse of the logarithmic derivative of

the wave function at the boundary and is used to match with the solution in

the external region to provide the scattering matrix. From information on bound

states and low-energy resonances, the R-matrix theory can accurately parametrize

both resonant and non-resonant parts of low-energy cross sections using only a

small number of physical parameters. Since nuclear models are still unable to

reliably calculate the cross sections for capture reaction at astrophysical energies,

the R-matrix approach is particularly useful and frequently used for extrapolating

the cross sections at low-energies. It offers the possibility of exploiting all the

experimental information about the reaction, such as cross sections, ANCs, angu-

lar distribution and resonance proprieties in a meaningful way and thus having a

robust and reliable way of estimating the uncertainties.

In the following the R-matrix analysis for both the 12C(p, γ)13N and 13C(p, γ)14N

reactions will be presented. First the R-matrix analysis will be described. Then

the 12C(p, γ)13N and the 13C(p, γ)14N analysis will be showed. Finally, the newly
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obtained uncertainties for the reaction rates will be discussed and the new 12C/13C

isotopic ratios illustrated.

A.1 Analysis Approach

The R-matrix analysis is a complex subject that can be dealt with in several

different ways, which can result in quite different results. Thus it is of fundamental

importance to clearly lay out the procedure that was followed and the choices that

have been made.

First of all, the excited states in the compound nucleus of interest has to be

selected. In fact, due to both the computational limit and the lack of knowledge for

the highest lying states that approach the continuum, it is not possible to include

them all. This limit, however, can be bypassed by including artificial resonances,

called poles, far from the energy range of interest when necessary, i.e. when the

included states are not enough to describe the data. In this way, the effect of

all the resonances of a given Jπ can be summed up in the pole. Secondly, the

reaction channels that involve the compound nuclei of interest must be included.

In the case of the two reactions under study, only the (p, γ) and the (p, p) channels

are considered since there are no other open channels. Then, all the literature

information has to be collected and included in the analysis, which involves not

only the cross section data but also the resonance parameters and the asymptotic

normalization constants (ANC) that governs the direct capture contribution and

can be indirectly measured in different ways [56]. Finally, the R-matrix framework

should include a possibility of fitting the cross section data against the theoretical

calculation, which can be done with two different approaches, either the frequentist

or the Bayesian one.

The software that includes all of the aforementioned features is AZURE2 [57]. It

manages both the model construction and R-matrix calculations. In principle,

it can also be used to fit the data. Nevertheless, in the following analysis the

AZURE2 installation was controlled by hand made scripts that use the BRICK

package [58]. In this way it was possible to use AZURE2 only to do the R-matrix

calculation and construct the model, whereas all the other task could have been

performed with independent packages. This ensured great flexibility in establishing

the fitting procedure and in evaluating the uncertainties and permitted to easily

use Monte Carlo methods to check the impact of all the different parameters. As

said previously, two different methodologies were used for the fitting:
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Frequentist The best-fit parameters were found with the use of Minuit2 [42]

package by building the following cost function [59]:

χ2 =
∑︂
i,j

(︃
fjyobs,i − ytheo

fjσstat,i

)︃2

+

(︃
1− fj
σsist

)︃2

(A.1)

where the yobs,i are the observed values, ytheo is the theoretical prediction, σstat,i

is the statistical error, σsist is the systematic error and the fj is the normalization

factor. The i-index runs over all the points in a given j-index dataset. The second

term is necessary for the simultaneous fit of different datasets which might disagree

and abnormally increase the χ2 value. The error estimate for the frequentist

approach, indeed, depends heavily on the assumption that the reduced chi-squared,

χ2
dof, is close to 1. This due to the following definition of the σp of the parameters

set p:

χ2
dof (pbest + σp) = χ2

dof (pbest) + 1 (A.2)

Thus, if the χ2
dof is bigger than 1, a small variation of the parameters is enough to

increase the reduced chi-squared by 1. The opposite happens when the reduced chi-

squared is lower than 1. Usually it is noted that in the former case the uncertainties

of the data are underestimated, and in the latter they are overestimated [60]. Since

in most of the cases the introduction of the normalization factor is not enough

to bring the reduced chi-squared down, because of the data scattering inside of

each individual dataset, the errors are inflated in a way to bring the reduced

chi-squared to 1. Then the uncertainties are evaluated [61] and the error on the

extrapolations is obtained by sampling the parameters assuming that they are

gaussianly distributed.

Bayesian The following log-likelihood function was defined:

logL =
∑︂
i

−1

2
log

(︁
2πσ2

stat,i

)︁
− 1

2

(︃
fjyobs,i − ytheo

fjσstat,i

)︃
(A.3)

It was then maximized with the use of the Markov chain Monte Carlo technique

(MCMC) provided by the emcee package [62]. Uninformative priors were defined

for all the parameters, apart from the ANCs and the normalization factors. For the

former, gaussian distributions were assumed given that the values were indepen-

dently measured with the use of indirect techniques. For the latter, the log-normal

distribution were used due to the fact that the data normalization and its system-

atic uncertainty depends on number of factors, e.g. the detection efficiency, the
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target and the stopping power, making it a multiplication of stochastic factors,

for which the log-normal distribution is a good approximation. The number of

walkers, i.e. parallel minimizations with different starting points, was equal to the

number of parameters to prevent any correlation issue. This method is much more

flexible and does not require the inflation of the uncertainties. For instance, the

normalization parameters are naturally included by the use of their prior distri-

bution. Additionally, the uncertainty on the energy and the energy shifts can be

easily handled by introducing gaussian prior distributions peaked at 0 and with σ

taken as the energy precision reported in each study.

Finally, the procedure that was followed to obtain a reliable R-matrix calculation

consisted in four different steps:

1. The literature data and the literature parameters for all the excited state of

interest are discussed and collected. This ensured to use R-matrix models

and parameters that are well established in the literature.

2. The parameters reported in the newest studies are sampled within the stated

uncertainties to assess both the literature consistency and the used R-matrix

tools.

3. Finally, the new cross section data are added and the model is fitted against

the data.

At all steps the reaction rate is calculated from the cross section curve, using Equa-

tion 1.3, and compared with the NACRE and NACRE2 reaction rates compilations

[63, 64] to clearly underline the impact of the different values.

A.2 12C(p, γ)13N Reaction

The 12C(p, γ)13N reaction cross section is dominated by the presence of two broad

resonances at approximately 462 keV and 1700 keV. These corresponds to the

(2364.9± 0.6) keV and (3502± 2) keV states, respectively, in the 13N nuclei [47].

The low-lying resonance was measured and thoroughly studied in Rolfs and Azuma

[21] and Vogl [20] studies. In the first one Breit-Wigner functions were used to

parametrize the resonance, whereas the second one used the R-matrix approach.

Discrepancy of 5 keV exists between the reported positions of the resonance in the

two studies and both studies lack details about the systematic uncertainties that

affects the data and thus the reported parameters. Additionally, it is not trivial
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to extract the obtained Γγ which governs the normalization of the resonance. Its

normalization, in fact, is not well fixed. In [65] the 12C(p, γ)13N literature data are

discussed and the renormalization by a factor of 30% of the Vogl [20] and Rolfs and

Azuma [21] data is proposed in order to reproduce the Γγ of 0.45 eV obtained by

Riess et al. [66] from a lifetime measurement. This normalization factor, however,

was not followed in most of the reaction rate compilations [63, 64].

Regarding the other resonances, the only detailed study of the 1700 keV one is

given by Rolfs and Azuma [21]. Nonetheless, it seems that the position of the

resonance is not well known. This was pointed out by several studies [57, 64]

and is evident by comparing the Rolfs and Azuma [21] results with the precise

elastic scattering data of protons on 12C reported in Meyer et al. [67] and Mazzoni

et al. [68]. These studies were able to cover a wide energy range and give both a

precise estimate for the proton width, Γp, and the location of both the resonances.

Additionally, they points out the presence of a state at (3547 ± 4) keV that has

little impact on the (p, γ) channel but is rather important to reproduce the (p, p)

data [21, 67].

Reference Er (keV) Γp (keV) Γγ (eV)

Vogl [20] 462 33
Rolfs and Azuma [21] 457± 1 36± 2

Meyer et al. [67] 460 33
Ajzenberg-Selove [47] 456.8± 0.5 31.7± 0.8 0.50± 0.04
Zhengmin et al. [69] 471± 5
Burtebaev et al. [22] 456 35± 1 0.65± 0.07
Azuma et al. [57] 461± 3 34.1± 0.8 0.50± 0.125
Artemov et al. [70] 461 33.5± 1 0.63± 0.07

Table A.1: Literature parameters for the
state at 2365 keV.

Reference Er (keV) Γp (keV) Γγ (eV)

Rolfs and Azuma [21] 1699± 2 62± 2
Meyer et al. [67] 1688 55

Ajzenberg-Selove [47] 1689± 2 62± 4 0.64
Burtebaev et al. [22] 1702 62
Azuma et al. [57] 1686± 1 57.9± 1.7
Artemov et al. [70] 1706 46.0± 3.4 0.35± 0.08

Table A.2: Literature parameters for the
state at 3502 keV.

Reference Er (keV) Γp (keV)

Meyer et al. [67] 1739 50
Ajzenberg-Selove [47] 1734± 6 50
Zhengmin et al. [69] 1735± 2 62± 4
Azuma et al. [57] 1735± 2 48.3± 1.9

Table A.3: Literature parameters for the
state at 3545 keV.

Reference ANC (fm−1/2)

Azuma et al. [57] 1.87± 0.24
Li et al. [71] 1.64± 0.11

Artemov et al. [70] 1.63± 0.12

Table A.4: Literature parameters for the
state at 0 keV.

The most recent studies, namely Azuma et al. [57] and Artemov et al. [70], reeval-

uated the resonance parameters with the use of the modern R-matrix formalism

and provided some valuable insights. The former used only the 462 keV resonance

which, indeed, dominates the reaction rate at the astrophysical energies. The lat-
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ter, instead, reports a new independent value for the ANC parameter that governs

the direct capture contribution of the cross section and recalculates the other pa-

rameters accordingly. Additionally, it is stressed that the region in between the

resonances, which is dominated by interference effects, is still poorly constrained

by the data.

All the literature values are reported in Tab. A.1 and Tab. A.2 for, respectively,

the first and the second resonance. In Tab. A.3 the values for a third resonance is

listed, which contribution have not been observed for the (p, γ)channel. Finally,

the ANC values, obtained from indirect techniques and R-matrix fits, are listed in

Tab. A.4.

A.2.1 Literature Sampling

All the resonance parameters and the ANC values were taken from Artemov et al.

[70], being the newest study. Since no uncertainty is reported on the energy of the

resonances, these were taken from the Azuma et al. [57] study. In the sampling,

Gaussian distributions were assumed for all the parameters and these were treated

as independent, i.e. no covariant terms were used. The results can be seen in Fig.

A.1 - A.3. The only prominent feature is the lack of agreement for the second

resonance both in the (p, p) and in the (p, γ) channels. For the former, it seems

that the energy of the resonance is shifted with respect to the data. For the latter,

the normalization of the data seems not to agree well with the model. Nonetheless,

these are well-know problems as stated in the previous section.

Finally, we used the extrapolation to calculate the reaction rate and compare it

with the NACRE and NACRE2 values in [63, 64]. The results are shown in Fig.

A.4. As can be seen, at the lowest energy the trend and the uncertainty is different

with respect to the literature. This is due to the new ANC value provided by [70]

that changes the shape of the cross section at the lowest energies. Nevertheless, an

agreement within the reported uncertainties is found over the whole temperature

range.

A.2.2 Fit

The newly obtained data both from the LUNA experiments and the Felsenkeller

one were added to the fit. In the frequentist method, all the literature errors were

inflated in order to keep their reduced χ2 at 1 since it was observed that their

large scattering did not permit to have a consistent χ2. This permitted to leave
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the errors of the new datasets unchanged, which does not present large scattering

and thus has low impact on the χ2. A nuisance parameter was added in order

to parametrize the energy shift of the Rolfs and Azuma [21] data above 1MeV.

In case of the Bayesian procedure, the prior for the Rolfs high energy data was

uniform between −100 keV and 100 keV. Additionally, for normalization factors

of the Vogl [20] and Rolfs and Azuma [21] datasets the priors were set uniform

as well. In this way they were treated as shape data and the normalization was

dominated by the present work.

In Fig. A.5 - A.8 the results for the frequentist and Bayesian approaches, respec-

tively, are showed. In Tab. A.5 - A.8 the best fit parameters are compared. In

the Appendix (Fig. A.10 and Fig. A.9) the correlation matrices are shown for

Bayesian and frequentist methods, respectively.

Source Er (keV) Γp (keV) Γγ (eV)

Literature 461± 1 33.5± 1 0.63± 0.07
Frequentist 460.6± 0.2 34.5± 0.2 0.46± 0.02
Bayesian 458.9± 0.3 33.5± 0.2 0.43± 0.02

Table A.5: The 2365 keV resonance param-
eters for the fit of the 12C(p, γ)13N.

Source Er (keV) Γp (keV) Γγ (eV)

Literature 1706± 1 46.0± 3.4 0.35± 0.08
Frequentist 1689.9± 0.3 54.2± 0.9 0.37± 0.05
Bayesian 1688.6± 0.4 54.1± 0.4 0.36± 0.02

Table A.6: The 3502 keV resonance param-
eters for the fit of the 12C(p, γ)13N.

Source Er (keV) Γp (keV)

Literature 1735± 2 48.3± 1.9
Frequentist 1737.0± 0.4 49.0± 0.9
Bayesian 1735.7± 0.5 48.9± 0.6

Table A.7: The 3545 keV resonance param-
eters for the fit of the 12C(p, γ)13N.

Source ANC (fm−1/2)

Literature 1.64± 0.11
Frequentist 1.67± 0.04
Bayesian 1.80± 0.03

Table A.8: The ANC parameters for the fit
of the 12C(p, γ)13N.

Source nMeyer nVogl nBailey nBurtebaev nLamb nRolfs Low nRolfs High nLUNA HPGe nLUNA BGO nFelsenkeller

Frequentist 1.00± 0.01 0.74± 0.03 1.01± 0.06 0.73± 0.07 1.12± 0.09 0.74± 0.04 0.61± 0.04 0.98± 0.04 0.98± 0.04 1.05± 0.05
Bayesian 1.01± 0.01 0.70± 0.03 1.04± 0.05 0.67± 0.04 1.17± 0.07 0.70± 0.03 0.68± 0.03 1.00± 0.04 0.99± 0.04 0.97± 0.04

Table A.9: The normalization parameters for the fit of the 12C(p, γ)13N.

Source χ2
dof Source χ2

dof

Meyer 0.13 Rolfs Low 0.09
Vogl 0.11 Rolfs High 0.19
Bailey 0.03 LUNA HPGe 0.08

Burtebaev 0.01 LUNA BGO 0.03
Lamb 0.01 Felsenkeller 0.16

Table A.10: Reduced χ2 values for the fit of the 12C(p, γ)13N.
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The results for both the methods are quite similar. The reduced χ2 for the final fit

amounts to 0.84, which indicates that the new data are very well described by the

R-matrix model. The ∆ERolfs High in each procedure is found to be (24 ± 1) keV.

By using the correlation matrix it is possible to observe how the different datasets

influence the results. More importantly, the γ-width, Γγ, of the first resonance is

dominated by the new datasets. All the normalization factors are highly correlated

with each other. The energy of the resonances are highly driven by both the proton

scattering data and the new dataset. On the contrary the Rolfs and Azuma [21]

data have rather low effect on it. Additionally, there is one striking difference

between the two methods. In the Bayesian procedure the energies of the second

and third resonance seems highly correlated, which is not true in the frequentist

approach. In general, many of the correlations are lower in the frequentist case

due probably to the fact that the minimization stuck in one minimum instead the

Bayesian approach seems to explore much better all the parameter space. Finally,

the reaction rate uncertainty is drastically reduced with respect to the literature

values for both the methods.

A.3 13C(p, γ)14N Reaction

In case of the 13C(p, γ)14N reaction, the situation is more complicated. There

are six different γ-ray transitions to be considered and two broad resonances

at approximately 550 keV and 1342 keV which corresponds, respectively, to the

(8062± 1) keV and (8776± 7) keV excited states in 14N nuclei. The only complete

study of all the transitions has been done by King et al. [27] where the data covers

only the first resonance. All the other studies concentrated on the transition to the

ground state, being the dominant one. Of these, only the Genard et al. [29] study

reports a slightly different normalization, approximately 15% lower. For what

regards the resonance energy, a small offset is present between the King et al.

[27] study and the Vogl [20] one. The literature values for the state at 8062 keV

are reported in Tab. A.11. The second broad resonance at around 1342 keV was

studied only in Zeps et al. [28], but the data are not normalized and must be used

as shape data only. The literature values are reported in Tab. A.12. At higher

energies, there are present many narrow resonances, which contribution seems not

to be dominant on the reaction rate. Their values are reported in Tab. A.13. For

what regards the ANC parameters, two extensive studies have been made, namely

the Artemov et al. [72] and Mukhamedzhanov et al. [73], mostly in agreement with

each other, shown in Tab. A.14. These were used in the most recent R-matrix
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Figure A.10: The correlation matrix for the 12C(p, γ)13N R-matrix fit with the Bayesian ap-
proach.
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analysis done in Chakraborty et al. [74], where two different background poles (0−

and 1−) had to be included to reproduced the ANC values from the literature.

Finally, the elastic scattering data are scarce: the only ones that cover the low

energy resonance are the Hebbard and Vogl [75] and Milne [76] ones. The most

recent study, namely Latorre and Irvine [77], only covers the energy range above

1MeV, whereas it is the low lying resonance that dominates the reaction rate.

Reference Er (keV) Γp (keV) Γγ (eV)
R → Total R → 0 keV R → 2312 keV R → 3948 keV R → 4915 keV R → 5105 keV R → 5691 keV

Seagrave [24] 550± 1 32.5± 1
Hebbard and Vogl [75] 550± 1

Vogl [20] 555± 1.5
Galster et al. [78] 551.5± 1.2 33.8± 1.2 11.3± 1.6 9.0± 1.3

Ajzenberg-Selove [47] 551± 1 23± 1 12.3
King et al. [27] 557.6± 0.5 40± 1

Artemov et al. [72] 556 33.5± 1 11.67 9.2 0.22 1.53 0.265 0.077 0.6
Genard et al. [29] 557.5± 0.5 34.5± 1.1

Chakraborty et al. [74] 557± 3 37.2± 0.3 11.80± 0.07 9.09± 0.05 0.22± 0.04 1.544± 0.009 0.26± 0.01 0.074± 0.008 0.612± 0.006

Table A.11: Literature parameters for the state at 8062 keV.

Reference Er (keV) Γp (keV) Γγ (eV)
R → Total R → 0 eV R → 3948 eV R → 5105 eV R → 5691 eV

Ajzenberg-Selove [47] 1320± 7 410± 20 51.2
Zeps et al. [28] 1347± 7 440± 8 25.2± 2

Chakraborty et al. [74] 1347 460 41.97 40.96 0.556 0.23 0.23

Table A.12: Literature parameters for the state at 8776 keV.

A.3.1 Literature Sampling

The parameters from the Chakraborty et al. [74] study were used and sampled

considering normal distributions for each parameter. Since no uncertainty for

the ANCs is reported, the values from Mukhamedzhanov et al. [73] were used

by converting the data from JJ coupling scheme to LS one with the Wigner’s

6-j symbols. Additionally, since the reported resonance values do not include the

systematic uncertainty, i.e. during the fitting procedure the data normalization

was not varied, the 11.3% reported by the King et al. [27] was added to each

resonance parameter, analogously to what have been done in Chakraborty et al.

[74]. All the narrow resonances were excluded from the fit, assuming that their

effect on the extrapolation is negligible and that their contribution to the reaction

rate, Ri, can be calculated with their resonance strength, ωγi, as follows:

Ri =
1.54× 1011

T
3/2
9

(︃
Mp +M13C

MpM13C

)︃3/2

ωγi exp

(︃
−11.605

Ei

T9

)︃
(A.4)
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Reference Er (keV) Γp (keV) ωγ (eV)

Ajzenberg-Selove [47] 448.5± 0.5 < 0.37 0.022
1012± 2 < 0.2 0.01
1152± 2 3.8± 0.3 1.3
1462± 3 16.2± 2 0.67± 0.07
1523± 2 < 1 0.003
1540± 3 8± 2 0.13
1700.5± 1 < 1
1747.6± 0.9 0.135± 0.008 9.1± 0.5
1980± 3 13± 3
2110± 3 41± 2 7± 1
2319± 4 15± 3 0.11± 0.01
2743 12± 3 0.37± 0.03
3105± 5 33± 3 22.8± 1.3

Zeps et al. [28] 1156± 2 4.0± 0.3 1.03± 0.07
1462± 3 16.2± 2 0.72
1523± 2 8± 2 0.13
1747.6± 0.9 0.135± 0.008 9.2± 0.6

Table A.13: Literature parameters for narrow resonances.

Reference ANC (fm−1/2)
0 keV (s = 0) 0 keV (s = 1) 2312 keV 3948 keV (s = 0) 3948 keV (s = 1) 4915 keV 5105 keV (s = 0) 5105 keV (s = 1) 5691 keV

Mukhamedzhanov et al. [73]a 1.68± 0.12 4.03± 0.13 2.98± 0.15 0.98± 0.03 1.39± 0.04 5.74± 0.33 0.49± 0.02 0.40± 0.02 3.21± 0.11
Artemov et al. [72]a 1.61± 0.24 3.84± 0.30 3.49± 0.27 0.84± 0.06 1.19± 0.09 3.69± 0.16 0.59± 0.04 0.49± 0.03

Chakraborty et al. [74]b 1.37 (1.98) 3.99 (1.78) 2.97 (3.32) 0.85 (0.81) 1.24 (1.01) 6.03 (5.26) 0.69 (0.74) 0.34 (0.01) 4.71 (6.04)

a The ANC are provided in JJ scheme, they were converted to LS scheme
b The values correspond to the fit with (without) background poles

Table A.14: Literature ANC parameters.
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where T9 is the temperature in giga Kelvin, Mp and M13C are respectively the

proton and 13C masses in amu unit, and Ei is the energy of the resonance.

The results of the sampling are showed in Fig. A.11 - A.14. A good agreement,

within the uncertainties, was found for both the extrapolation and the reaction

rate. The slightely difference in the latter is due to the new ANCs values, as

observed in the Chakraborty et al. [74].
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Figure A.11: The literature S -factor for the
transition to the gs state and the extrapo-
lation obtained with the literature parame-
ters.
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Figure A.14: The calculated reaction rate
for the literature parameters compared with
NACRE and NACRE2 values.

A.3.2 Fit

The new LUNA data were added and the fit was constructed. First of all, only the

[27] and [28] data were considered for the (p, γ) channel. The former one represent
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the only comprehensive study for all the transitions. The latter, instead, is the

only measurement above the lowest lying resonance. In the fit, no background pole

was considered. This is due to the fact the data are well described without them

and the resonance at 1347 keV is quite sensitive to their presence by interfering:

since the [28] are shape-only, when adding the background poles a value close to

the [74] is found for the γ-width for the resonance, which is almost double of what

the original study reports.

The results can be seen in Fig. A.15 - A.18 and the best-fit parameters are showed

in Tab. A.15 - A.19. The correlation matrices can be seen in Fig. A.19 - A.20.

In case of the Bayesian procedure no energy shift was considered due to the fact

that it implies the recalculation of external capture integrals at each step of the

minimization. This is computationally expensive given the much higher number

of transitions being considered with respect to the 12C(p, γ)13N case. For the

frequentist fit, the uncertainty of the literature data was inflated according to their

contribution to the reduced χ2 given in the literature fit, since the [27] data always

resulted with reduced χ2 higher than 1. On the other hand, the new datasets did

not increased the χ2 significantly.

Both the approaches seems to give consistent results. The Bayesian procedure

seems to show slightly lower rate at the lowest temperatures because the normal-

ization constants for the LUNA data are lower, ie. it prefers to give more impor-

tance to the new data. In the frequentist approach, instead, the normalizations are

slightely closer to [27] values. Nevertheless, the two results are still in agreement

within the uncertainty and much improved w.r.t. the literature values. Moreover,

the reduced χ2 values for the new datasets confirms the quality of the new data

and their power in describing the theory. The 1342 keV resonance gives much more

similar values to what was reported in [28] with respect to the Chakraborty et al.

[74] value. Finally, as in the 12C(p, γ)13N case, the Bayesian approach shows higher

correlation between the parameters with respect to the frequentist approach.
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Figure A.15: The S -factor for the transition
to the gs state and the fit result with both
the approaches.
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and the fit result with both the approaches.
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for the fit both the approaches compared
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Reference Er (keV) Γp (keV) Γγ (eV)
R → 0 keV R → 2312 keV R → 3948 keV R → 4915 keV R → 5105 keV R → 5691 keV

Literature 557± 3 37.2± 0.3 9.09± 0.05 0.22± 0.04 1.544± 0.009 0.26± 0.01 0.074± 0.008 0.612± 0.006
Frequentist 557.2± 0.2 36.5± 0.3 6.26± 0.32 0.14± 0.02 1.36± 0.08 0.26± 0.02 0.047± 0.004 0.51± 0.03
Bayesian 557.3± 0.1 36.7± 0.2 6.31± 0.36 0.14± 0.01 1.40± 0.09 0.23± 0.01 0.050± 0.006 0.49± 0.03

Table A.15: The 8062 keV resonance parameters for the fit of the 13C(p, γ)14N.

Reference Er (keV) Γp (keV) Γγ (eV)
R → 0 eV R → 3948 eV R → 5105 eV R → 5691 eV

Literature 1347 460 40.96 0.556 0.23 0.23
Frequentist 1380± 6 500± 13 30± 2 4.8± 2.4 0.7± 0.7 2.5± 0.9
Bayesian 1371± 8 500± 6 30± 2 0.6± 0.4 0.8± 0.3 1.8± 0.02

Table A.16: The 8776 keV resonance parameters for the literature fit of the 13C(p, γ)14N.

Source ANC (fm−1/2)
0 keV (s = 0) 0 keV (s = 1) 2312 keV 3948 keV (s = 0) 3948 keV (s = 1) 4915 keV 5105 keV (s = 0) 5105 keV (s = 1) 5691 keV

Literature 1.68± 0.12 4.03± 0.13 2.98± 0.15 0.98± 0.03 1.39± 0.04 5.74± 0.33 0.49± 0.02 0.40± 0.02 3.21± 0.11
Frequentist 3.33± 0.27 3.03± 0.19 2.82± 0.17 2.61± 0.34 1.16± 0.09 4.26± 0.16 0.67± 0.12 0± 3 3.28± 0.11
Bayesian 2.50± 0.23 2.70± 0.14 2.62± 0.13 0.85± 0.39 1.20± 0.06 4.58± 0.06 0.57± 0.07 0.25± 0.07 3.34± 0.11

Table A.17: The ANC parameters for the literature fit of the 13C(p, γ)14N.

Source nHebbard nKing 0 nKing 2312 nKing 3948 nKing 4915 nKing 5105 nKing 5691 nZeps nLUNA 0 nLUNA 2312 nLUNA 3948 nLUNA 4915 nLUNA 5105 nLUNA 5691 nLUNA Tot

Frequentist 1.04± 0.02 0.69± 0.04 0.75± 0.07 0.89± 0.05 0.93± 0.06 0.83± 0.08 0.83± 0.05 0.037± 0.002 1.06± 0.06 1.07± 0.06 1.03± 0.06 1.03± 0.06 1.05± 0.07 1.05± 0.06 1.05± 0.04
Bayesian 1.04± 0.02 0.69± 0.04 0.65± 0.05 0.92± 0.06 0.86± 0.04 0.73± 0.06 0.81± 0.06 0.038± 0.002 1.03± 0.06 0.99± 0.06 1.00± 0.06 1.04± 0.04 1.04± 0.07 1.05± 0.07 1.03± 0.04

Table A.18: The normalization parameters for the literature fit of the 13C(p, γ)14N.

Source χ2
dof Source χ2

dof

Hebbard 0.15 LUNA 0 0.01
King 0 0.09 LUNA 2312 0.02

King 2312 0.01 LUNA 3948 0.02
King 3948 0.11 LUNA 4915 0.04
King 4915 0.11 LUNA 5105 0.03
King 5105 0.02 LUNA 5691 0.01
King 5691 0.02 LUNA Total 0.01

Zeps 0.07

Table A.19: Reduced χ2 values for the fit of the 13C(p, γ)14N.
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Figure A.19: The correlation matrix for the 12C(p, γ)13N R-matrix fit with the frequentist ap-
proach.
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Figure A.20: The correlation matrix for the 12C(p, γ)13N R-matrix fit with the bayesian approach.
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W. Haeberli, P. A. Quin, and J. Sromicki. Parity mixing of the 0+-0− I=1

doublet in 14N. Phys. Rev. C, 51(3):1494–1520, March 1995. doi:

10.1103/PhysRevC.51.1494.

[29] G. Genard, P. Descouvemont, and G. Terwagne. S-factor measurement of

the 13C(p,γ)14N reaction in reverse kinematics. In Journal of Physics

Conference Series, volume 202 of Journal of Physics Conference Series, page

012015, January 2010. doi: 10.1088/1742-6596/202/1/012015.

[30] C. Broggini, D. Bemmerer, A. Caciolli, and D. Trezzi. LUNA: Status and

prospects. Progress in Particle and Nuclear Physics, 98:55–84, 2018. ISSN

0146-6410. doi: 10.1016/j.ppnp.2017.09.002.

[31] A. Formicola, G. Imbriani, M. Junker, D. Bemmerer, R. Bonetti,

C. Broggini, C. Casella, P. Corvisiero, H. Costantini, G. Gervino,

C. Gustavino, A. Lemut, P. Prati, V. Roca, C. Rolfs, M. Romano,
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