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Abstract

Despite decades of research on the physiological and psychological effects of the menstrual cycle, 

studies have not sufficiently adopted consistent methods for operationalizing the menstrual cycle. 

This has resulted in substantial confusion in the literature and limited possibilities to conduct 

systematic reviews and meta-analyses. In order to facilitate more rapid accumulation of knowledge 

on cycle effects, the present paper offers a set of integrative guidelines and standardized tools 

for studying the menstrual cycle as an independent variable. We begin with (1) an overview 

of the menstrual cycle and (2) premenstrual disorders, followed by (3) recommendations and 

tools regarding data collection in cycle studies. These recommendations address selecting the 

appropriate study design, sampling strategy, managing demand characteristics, identifying a 

sample of naturally-cycling individuals, measuring menstrual bleeding dates, ovarian hormones, 

and ovulation. We proceed with suggestions for (4) data preparation and coding of cycle day 

and phases, (5) data visualization, statistical modeling, and interpretation of menstrual cycle 
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associations. We also provide (6) recommendations for using menses start day and ovulation 

testing to schedule visits in laboratory studies and end with a (7) comprehensive summary and 

conclusion. Regardless of whether the influence of the menstrual cycle is of central interest in a 

study or should be controlled to accurately assess the effects of another variable, the use of these 

recommendations and tools will help make study results more meaningful and replicable.
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1. Introduction

The monthly menstrual cycle causes normative changes in female1 physiological 

functioning (Schiller et al., 2016), and can cause severe changes in emotional, cognitive, and 

behavioral functioning for hormone-sensitive individuals, such as those with premenstrual 

dysphoric disorder (PMDD; Wei et al., 2018) and premenstrual exacerbation (PME) of 

underlying psychiatric disorders (Hartlage et al., 2004). However, despite decades of 

research, laboratories studying the menstrual cycle have not adopted consistent methods 

of operationalizing the menstrual cycle (Allen et al., 2016; Eisenlohr-Moul et al., 2017; 

Hampson, 2020). This leads to significant confusion in the literature and frustrates 

attempts at systematic reviews and meta-analysis. For example, in a recent meta-analysis 

on fluctuations of cardiac vagal activity across the natural menstrual cycle, previous 

inconsistencies in the literature could be partially resolved by applying a common definition 

of cycle phases to the 37 included studies (Schmalenberger et al., 2019).

The present work reviews current best practices in the field of menstrual cycle research 

and integrates and expands on existing recommendations to present a set of standardized 

tools and practical guidelines for studying the menstrual cycle. In the course of presenting 

this material, a uniform vocabulary will be presented which will allow future studies 

to specify their approaches in a more precise and standardized manner. Following these 

recommendations will help make study results more meaningful and replicable and, thus, 

facilitate more rapid accumulation of knowledge on the emotional, cognitive, and behavioral 

effects of the menstrual cycle. Critically, this standardization may also help to clarify why 

some individuals demonstrate large changes in function across the menstrual cycle, and 

others do not.

2. Overview of the Menstrual Cycle

The menstrual cycle is a natural process in the female reproductive system that repeats 

monthly from menarche (i.e., the first menstrual bleed during puberty) to menopause, 

allowing fertilization and pregnancy. Starting with the first day of menses and ending with 

the day before the subsequent bleeding onset, the average cycle length is 28 days. However, 

1Throughout the paper, the term female is used in a very limited sense to refer to individuals with at least one functioning ovary who 
experience a natural menstrual cycle. This is done with a full recognition that “female” refers to a much broader group, but because the 
focus is on the menstrual cycle, these are the relevant individuals.
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healthy cycles vary in length between 21 days (possible diagnosis of polymenorrhoea if 

shorter) and 37 days (possible diagnosis of oligomenorrhoea if longer; Long, 1990). The 

menstrual cycle phases are characterized by predictable fluctuations of ovarian hormones 

estradiol (E2) and progesterone (P4), as displayed in Figure 1 (for absolute levels see 

section 4.6). The follicular phase derives its name from the maturation of the ovarian 

follicles containing oocytes. It begins with the onset of menses (i.e., shedding of the 

proliferated endometrium) and lasts through the day of ovulation (i.e., oocyte release by 

the dominant follicle). While P4 levels remain consistently low, E2 rises gradually through 

the mid-follicular phase and then spikes dramatically just before ovulation. The luteal phase, 

defined as the day after ovulation through the day before menses, transforms the remains 

of the dominant follicle into the corpus luteum. The corpus luteum produces P4 and E2; 

thus, the luteal phase begins with gradually rising P4 and E2 levels. The mid-luteal phase 

is characterized by peaking P4 and a secondary peak in E2. If no fertilization of the oocyte 

occurs, the corpus luteum involutes, causing rapid perimenstrual withdrawal of E2 and P4 

and triggering menstruation. With this subsequent menstrual onset, the cycle begins again.

Due to the predictable lifespan of the corpus luteum, the luteal phase has a more consistent 

length than the follicular phase. The average length of the luteal phase is 13.3 days (SD = 

2.1; 95% CI: 9–18 days), whereas the follicular phase generally lasts 15.7 days (SD = 3; 

95% CI: 10–22 days; see Fehring et al., 2006, for meta-review). Although the differences 

may appear subtle, a study of 141 participants (1,060 cycles) found 69% of the variance in 

total cycle length could be attributed to variance in follicular phase length, whereas 3% of 

the variance was attributed to the luteal phase length.

3. Premenstrual Disorders

Rigorous longitudinal and experimental studies demonstrate that a subset of females have 

abnormal sensitivity to normal ovarian hormone change. This manifests as emotional, 

cognitive, and behavioral symptoms appearing primarily in the context of normative ovarian 

hormone changes during the midluteal and perimenstrual phases of the cycle (Schmidt et al., 

1998; Wei et al., 2018). While females with PMDD (American Psychiatric Association, 

2013) experience a severe luteal phase emergence of core emotional symptoms (i.e., 

affective lability, irritability, depressed mood, anxiety) that remit fully in the mid-follicular 

phase, females with PME of an underlying disorder suffer from cyclical worsening of 

a chronic disorder or symptom, such as depressive disorders (Hartlage et al., 2004) and 

borderline personality disorder (BPD; Eisenlohr-Moul et al., 2018; Peters et al., 2020).

It is crucial for research and healthcare to carefully identify hormone-sensitive individuals 

to (1) provide the right diagnosis and (2) investigate underlying psychopathology. Studies 

comparing retrospective and prospective premenstrual symptoms have found a remarkable 

bias toward false positive reports in retrospective self-report measures of premenstrual 

changes in affect (i.e., they do not converge better than chance with prospective daily 

ratings; Eisenlohr-Moul et al., 2017; Rubinow et al., 1984). Even more problematically, 

studies show that beliefs about premenstrual syndrome (PMS) may influence retrospective 

PMDD measures (Hart et al., 1987; Marván and Cortés-Iniestra, 2001). As a result, 

the Diagnostic and Statistical Manual of Mental Disorder (DSM-5) requires prospective 
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daily monitoring of symptoms for at least two consecutive menstrual cycles for a PMDD 

diagnosis (American Psychiatric Association, 2013). We have developed a standardized 

system for diagnosing PMDD and PME based on daily symptom ratings, called the Carolina 

Premenstrual Assessment Scoring System (C-PASS; Eisenlohr-Moul et al., 2017). A paper 

worksheet, excel macro, R macro, and SAS macro for the C-PASS are available via 

the author’s website (www.cycledx.com). The C-PASS allows clinical and non-clinical 

researchers to screen samples for females experiencing a cyclical mood disorder, which may 

be a confounding variable.

4. Data Collection in Menstrual Cycle Studies

4.1. General Recommendations Regarding Study Design

Because females differ in their vulnerability to both “cyclical” changes and “non-cyclical” 

background symptoms (Wei et al., 2018), any effect of a between-subject cycle predictor 

variable will conflate the within-subject variance (i.e., variance attributable to changing 

hormone levels) with the between-subject variance (i.e., variance attributable to each 

woman’s baseline or “trait” levels of symptoms). Thus, the menstrual cycle is fundamentally 

a within-person process and should be treated as such in clinical assessment, experimental 

design, and statistical modeling. For this reason, repeated measures studies are the gold 

standard approach to cycle research, while treating the cycle or corresponding hormone 

levels as between-subject variables lacks validity. Therefore, daily or multi-daily (i.e., 

ecological momentary assessments; EMA) ratings of the outcome is the preferred method 

of data collection. For difficult-to-collect data such as psychophysiological or task-based 

outcomes, we recommend thoughtful selection of the number and timing of assessments 

after considering several factors, as follows. First, clearly state the purpose of the study 

and the hypotheses to be tested, and specify the required sampling structure across the 

cycle (and associated hormone levels or dynamics) required to test such a hypothesis. For 

example, researchers hypothesizing a positive association of E2 levels with performance on 

a computerized cognitive task may wish to sample at least in the mid-follicular phase (low 

and stable E2 and P4) and the periovulatory phase (peaking E2, low P4), while researchers 

hypothesizing an interaction between E2 and P4 in the prediction of heart rate variability 

(HRV) may wish to assess HRV in the mid-follicular phase (low and stable E2 and P4), 

the periovulatory phase (peaking E2, low P4), midluteal phase (elevated P4 and mildly 

elevated E2), and perimenstrual phases (falling E2 and P4; see section 5.2 for how to 

code menstrual cycle phase). Second, consider statistical approaches in advance, noting the 

number of observations that may be required to model variance appropriately. Given that the 

most reasonable basic statistical approach for analyzing menstrual cycle data are multilevel 

modeling (or random effects modeling) approaches which require at least three observations 

per person to estimate random effects of the cycle (see section 6 for detailed information), 

three repeated measures of the outcome across one cycle could be considered the minimal 

acceptable standard for estimating within-person effects of the menstrual cycle. However, 

for reliable estimation of between-person differences in within-person changes across the 

cycle (which we know to be substantial; Schmidt et al., 1998), three or more observations 

across two cycles allows for greater confidence in reliability of between-person differences 

(Kiesner, 2011). In general, it is best to have as many assessments as possible; however, 
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when repeatedly assessing psychophysiological or task-based outcomes (e.g., cognitive 

tasks), possible order and training effects should be also be considered. We recommend 

avoiding them by counterbalancing the order of phase at first assessment.

Research on PMDD revealed that retrospective reporting on cycle changes of psychiatric 

symptoms is prone to biases (Eisenlohr-Moul et al., 2017; Rubinow et al., 1984), rendering 

cross-sectional study designs unsuitable for investigating the association between the cycle 

and psychiatric functioning. However, in studies in which the menstrual cycle is not 
the primary variable of interest (but its potential effects on primary variables should be 

controlled), a cross-sectional design is a defensible choice. In naturally-cycling participants, 

we recommend (1) scheduling the timing of samples to a constant cycle phase (rather than 

measuring and modeling menstrual cycle phase as a covariate or predictor) in combination 

with (2) screening participants to include only those with typical cycle lengths of 25–35 

days. This enables proper phasing and reduces error variance related to the cycle. When 

visits are scheduled in the same phase for all participants, note that there is no true 

“baseline” phase of the cycle in which hormones would not affect an outcome; rather, the 

choice of phase should be made carefully after considering the specific research question 

at hand alongside the scientific knowledge about sex differences or cycle effects on the 

outcome. For example, as studies suggest that vagally-mediated HRV shows significant 

P4-related fluctuations across the natural menstrual cycle (Schmalenberger et al., 2020), 

future studies wishing to avoid the impact of P4 on HRV should consistently schedule all 

HRV assessments of their naturally-cycling participants to the mid-follicular phase (cycle 

days 5 to 10) which is characterized by low and stable P4 levels. In cases where this type 

of consistent phase scheduling is not possible, obtaining both forward- and backward- count 

(see section 5) cycle information can provide a covariate that is preferable to a lack of 

assessment.

4.2. Individual Differences in Cycle Effects and Sample Planning

Decades of research suggest naturally-cycling females differ greatly in their sensitivity 

to the cycle. We recommend three possible approaches to account for these between

person differences when sample planning: (1) Studies could identify hormone-sensitive 

females via prospective data collection of cycle-related psychiatric symptoms and compare 

to healthy controls. Carefully sampling hormone-sensitive females has been done in 

seminal experimental studies on PMDD (e.g.; Schmidt et al., 2017, 1998), postpartum 

depression (PPD; Bloch et al., 2000), and perimenopausal depression (Schmidt et al., 

2015), thus contributing significantly to understanding their underlying psychopathology. 

(2) Alternatively, when sampling from the general population, the sample should be large 

enough to observe and statistically model between-person differences in hormone sensitivity 

(e.g., Gehlert et al., 2009); drawing from small convenience samples is unlikely to provide 

enough statistical power to investigate individual differences and yield clear conclusions. (3) 

In that context, it may also be useful to overrecruit based on factors shown to be associated 
with the severity of hormone sensitivity. Among those are historical exposure to extreme 

stress (i.e., history of trauma; Bertone-Johnson et al., 2014; Eisenlohr-Moul et al., 2016; 

Perkonigg et al., 2004; Pilver et al., 2011), recent stressful life events (Gordon et al., 2016), 
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current stress (Gollenberg et al., 2010; Jahromi et al., 2011), impulsivity (Martel et al., 2017; 

Roberts et al., 2018), and BPD features (Eisenlohr-Moul et al., 2015).

4.3. Demand Characteristics in Menstrual Cycle Studies

Many menstrual cycle studies have been rightfully criticized for implying that all females 

experience a perimenstrual deterioration in function. We recommend that researchers take 

care to reduce demand characteristics of their studies, noting on recruitment materials that 

people with menstrual cycles can experience positive, negative, or no hormone effects.

4.4. Identifying a Sample of Naturally-Cycling Individuals

A simple Reproductive Status Questionnaire (RSQ; Appendix 1) can probe developmental 

state of the reproductive organs and general level of ovarian hormones in order to determine 

if an individual is “normally-cycling” and therefore suitable for study participation. Ideally, 

these questions would be repeated at the beginning and end of the study in order to detect 

any changes in reproductive status that may have occurred during the study.

4.4.1. Evaluating Gender and Sex—First, we strongly recommend that researchers 

take care to conceptually separate biological sex from gender identity. The first questions 

of the RSQ therefore inquire about gender identity (female/woman, male/man, nonbinary, 

genderfluid, other; question 1), preferred pronoun (he, she, other; question 2), biological 

sex assigned at birth (female, intersex, male; question 3), and which reproductive organs 

are present at the time of the assessment (question 4). We strongly encourage inclusivity 

of all gender identities, as many cycle studies receive valid criticism for overvaluing 

identification with female roles. Researchers can respect individual gender identity by 

applying recruitment and study materials which refer to “people” or “individuals” with 

menstrual cycles, rather than “females” or “women.” After the initial assessment of the 

participant’s gender identity, the individual should always be addressed using the indicated 

pronoun.

4.4.2. Puberty and Menopause—Menarche and menopause are the two bookend 

reproductive milestones for the fertile phase of life during which females typically 

experience regular and ovulatory menstrual cycles. However, the phases surrounding these 

milestones (i.e., peripubertal, perimenopausal) are characterized by irregular cycle lengths 

and increased anovulatory cycles (Fehring et al., 2006). Studies focusing on the regular 

cycle or ovarian hormones should therefore utilize caution when including participants near 

these two milestones.

With regard to potential peripubertal participants, RSQ question 6 collects the participant’s 

age of menarche. If the participant experienced menarche within the past 3 years, the cycle 

may not yet be regular enough to qualify for study participation. In addition to the RSQ, 

we recommend including the Pubertal Development Questionnaire (Carskadon and Acebo, 

1993; Shirtcliff et al., 2009). Regarding potential perimenopausal participants, question 8 

asks participants to identify typical symptoms of perimenopause. We suggest additionally 

using the Stages of Reproductive Aging Workshop (STRAW +10) staging system (Harlow et 

al., 2012) for participants above age 40 to measure menopausal status.
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4.4.3. Pregnancy and Breastfeeding—Pregnancy and postpartum breast-feeding 

suppress fertility (and thus a regular menstrual cycle) for a variable time. The duration 

of breastfeeding-induced amenorrhea (i.e., absence of menstruation) shows great variability 

between and (in case of multiple children) within females. As breastfeeding declines, regular 

menstrual cycles resume; however, the first few menstrual cycles are generally unlikely 

to support a pregnancy due to low production of P4 by the corpus luteum (McNeilly, 

2001). For this reason, menstrual cycle studies should exclude females who are currently 

pregnant or breast-feeding, (RSQ; question 9). We recommend participants experience three 

menstrual cycles post-breast feeding before participation in menstrual cycle research.

4.4.4. Hormonal Medications—Hormonal medications, while administered for various 

reproductive and non-reproductive reasons, may alter the natural cycle. Their use should be 

carefully assessed when recruiting potential study participants. Questions 10–14 of the RSQ 

determine whether study participation is possible for participants on hormonal medications.

Hormonal contraceptives (i.e., pill, patch, implant, injection, and vaginal ring) prevent 

ovulation-related hormone flux, thus altering the natural menstrual cycle (RSQ; question 

10). Intrauterine devices (IUDs) need special consideration, as there are both hormone

containing IUDs (which, like other hormonal contraceptives, prevent ovulation) and copper 

IUDs (which do not alter the natural cycle; question 11). Depending on the research 

question, the use of one of these hormonal contraceptives might be exclusionary for study 

participation or should be covaried separately as a dichotomous medication variable in the 

analyses. If the study focus is the natural menstrual cycle, we recommend that at least 

two natural menstrual cycles have been experienced since the last use of the hormonal 

contraceptive.

Intake of other hormones should also be assessed for potential cycle-altering effects 

(question 12). For example, testosterone for gender confirmation treatment among female to 

male transgender participants can alter the cycle (Coleman et al., 2012). Also, any diagnosed 

gynecologic condition (i.e., polycystic ovarian syndrome) or any medical condition that 

affects a potential participant’s hormones or hormone cycling should be inquired (question 

13). Finally, a complete list of medications should be obtained for all potential participants 

to determine potential impact on cyclical mood changes (i.e., selective serotonin reuptake 

inhibitors (SSRIs); see questions 14).

4.5. Measuring Menstrual Bleeding Dates

With low additional costs, researchers can approximate position within an individual’s 

menstrual cycle by using two dates: (1) the start date of the preceding cycle, and (2) the start 

date of the following cycle. With the widespread use of smartphone menstrual cycle tracking 

applications (Moglia et al., 2016), most individuals can easily access their exact start date. 

If a participant does not know the date, researchers can use the next menses start date to 

facilitate the preferred backward-count method. Participants should be notified during the 

consent process that they may be contacted 30 days after their study participation to report 

the start date of their next period. A brief daily survey for measuring menstrual bleeding 

days is provided in Appendix 2.
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4.6. Measuring Ovarian Hormones and Associated Substances

In the following sections, reference ranges are provided for various hormones based on large 

samples reported in the literature; however, it is best practice to establish reference values 

within a given laboratory, or, when possible, within a given sample.

4.6.1. Luteinizing Hormone (LH) and Follicle-Stimulating Hormone (FSH)—
During the menstrual cycle, FSH stimulates the growth of ovarian follicles, and LH triggers 

oocyte release by the dominant follicle (i.e., ovulation). Both FSH and LH levels show 

systematic variations across the natural cycle, including a singular pre-ovulatory peak. FSH 

serum concentrations are approximately 10 to 20 mIU/ml and peak around 40 mIU/ml, 

while LH concentrations are approximately 18 to 25 mIU/ml and peak around 60 mIU/mL 

(Barbieri, 2014). FSH and LH levels can be measured in samples of blood serum, plasma 

(via radioimmunoassay; RIA), or urine (via test stripes).

Given that ovulation typically occurs 10 to 12 hours after the LH surge (Park et al., 2002), 

LH-testing is traditionally used to determine if a menstrual cycle is ovulatory and when 
ovulation occurs. In research settings, commercially available home urinary LH-tests are 

frequently used. These tests have a sensitivity of 10–70 mIU/L and generate a positive 

result (i.e., indication of ovulation) once the sensitivity threshold is exceeded. In the case 

of LH-tests, where participants must compare the control line with the test line to obtain 

a result, researchers may increase reliability by requesting that participants electronically 

send photos of each test to the study personnel for verification. If the financial resources are 

available, for a standardized interpretation of the ovulation tests, we recommend the more 

costly tests delivered with electronic read-out. Anecdotally, LH tests without a computerized 

determination of the result lead to more participant confusion and allow greater room for 

error in interpretation of the result. For recommendations on how to use LH-testing to 

schedule laboratory visits see section 7.

In contrast, measuring basal FSH levels (on cycle day 3) in premenopausal women is 

traditionally used to evaluate ovarian reserve (Abdalla and Thum, 2004) which can clarify 

(in)fertility issues. Given that general FSH levels demonstrate a significant increase near 

perimenopause, FSH testing is informative on menopausal status as well (for an overview, 

see for example Burger et al., 1999).

4.6.2. Progesterone (P4) and its Metabolites—Across the natural menstrual cycle, 

P4 is mainly produced by the corpus luteum in the luteal phase. With generally low serum 

concentrations around 0.5 ng/ml, P4 levels start to rise within 12 hours of the initiation of 

the LH surge and peak mid-luteally around 11 ng/ml (Barbieri, 2014). Since anovulatory 

cycles show no change in P4 levels, a luteal increase of P4 validates the occurrence of 

ovulation and marks the start of the luteal phase of an ovulatory cycle.

P4 levels can be measured in samples of urine, saliva, blood plasma, or blood serum via 

RIA or gas-chromatography-mass spectrometry (GC-MS), each of which offers various 

sampling advantages and disadvantages (for an overview, see Tivis et al., 2005). In short, 

drawing blood for research requires high-cost preparations, such as highly trained personnel 

(e.g. phlebotomist, nurse), facilities capable of disposing of biohazard blood, and protocols 
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for managing risk (e.g. fainting, bruising). In contrast, both saliva and urine sampling can 

be conveniently done in almost any research environment. However, saliva sampling does 

require potential disruptions to the participant’s daily routine (e.g., no smoking, no soft 

drinks). Those may be minimized by protocols that require higher participant compliance, 

such as having participants take saliva samples at home, store them in their freezer, and 

bring the samples to the laboratory at a later date. Assuming excellent compliance, studies 

suggest a high correlation between salivary and serum levels of P4 (Choe et al., 1983). 

Weighing relative advantages and disadvantages of each method is recommended for each 

study, but should remain consistent for all participants within a study.

An increasing body of research suggests some effects of P4 may be mediated by its 

neuroactive metabolites, among which pregnanolone and allopregnanolone (ALLO) are the 

most studied (Hantsoo and Epperson, 2020). These neuroactive steroid metabolites modulate 

the GABA system (i.e., the major inhibitory system of the adult central nervous system) 

by acting as a positive allosteric modulator of GABA-A receptors. While their common 

effect is inhibitory (e.g., anesthetic, sedative, anticonvulsant, anxiolytic), studies suggest that 

a small subgroup of naturally-cycling females have adverse effects (negative mood, anxiety, 

irritability or aggression) upon exposure (Andréen et al., 2009; Bäckström et al., 2011; 

Timby et al., 2016). Levels of neuroactive steroid metabolites like ALLO or pregnanolone 

can be measured in blood serum samples via RIA, GC-MS, or liquid chromatography‐mass 

spectrometry (LC-MS).

4.6.3. Estradiol (E2)—During the early follicular phase, serum concentrations of E2 

start very low (around 40 pg/ml) then ascend due to additional E2 production by growing 

follicles. The rise of the dominant follicle results in the mid-to-late follicular spike of E2, 

during which serum E2 concentrations reach levels around 200 pg/ml (Barbieri, 2014). This 

E2 surge is followed in 24–36 hours by ovulation (Park et al., 2002) and is therefore well 

suited to determine if and when ovulation happens. The secondary mid-luteal E2 surge 

reaches concentrations around 120 pg/ml (Barbieri, 2014). Similar to P4, E2 levels can be 

measured in samples of urine, saliva, blood plasma, or blood serum via RIA or GC-MS. 

However, in contrast to P4, there is some evidence that serum and saliva E2 fail to correlate 

(Choe et al., 1983), while more recent studies suggest salivary E2 assessments to be an 

adequate estimate of serum E2 (Fiers et al, 2017).

Of note, neither E2 nor P4 levels show reliable between-person differences (for review, see 

Eisenlohr-Moul and Owens, 2016).

4.7. Measuring Cyclical Changes in Basal Body Temperature (BBT)

Across the natural menstrual cycle, P4’s effects on the hypothalamus cause predictable 

changes in BBT, or the body’s lowest temperature at rest. BBT is low across the follicular 

phase, demonstrates a dip (nadir) before ovulation, increases sharply at ovulation, and 

then remains high across the luteal phase. This temperature rise has typically been defined 

as BBT surpassing the threshold of 37°C (de Mouzon et al., 1984) or in relative terms, 

an increase from follicular levels by 0.2 to 0.3°C (Colombo et al., 2000; Ecochard et 

al., 2001). Ovulation can thus be approximated by two different definitions: (1) the BBT 
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nadir or (2) the first day of the sustained temperature rise (de Mouzon et al., 1984; 

Ecochard et al., 2001; Martinez et al., 1992; Tenan et al., 2013). When compared against 

LH-testing methods, 210 biphasic assessments showed BBT nadirs occurring within one 

day of the urinary LH surge in 75% of cases and within two days in 90% of cases. Given 

that only a sustained temperature rise confirms the luteal phase, BBT is considered most 

accurate for retrospective identification of the periovulatory phase (Martinez et al., 1992). 

For research purposes, BBT should be collected every morning before arising across a 

complete menstrual cycle. Participants can utilize commercially-available oral or vaginal 

BBT thermometers and note their own results, or participants can continuously wear devices 

(e.g., a wristband, finger ring) with integrated thermometers that record BBT measures 

during the night and save them electronically.

Several factors should be considered when deciding whether to use BBT assessment or 

LH testing for determining ovulation in a given study. First, one must consider the focus 

and design of the study. For example, if it is necessary to immediately know about when 

the LH surge (ovulation) is happening so that the study team can schedule a periovulatory 

phase laboratory visit, LH-testing is required (see section 7 for detailed information on how 

to schedule visits) since BBT does not allow for confirmation of ovulation timing until 

much later in the cycle. However, if it is sufficient for the study’s purpose to retrospectively 

validate that the cycle was ovulatory, BBT assessments are a suitable choice. Second, cost 

should be considered alongside the available budget; historically, the use of a thermometer to 

capture BBT has been cheaper than the use of LH tests with computerized interpretation 

of results. However, this area of technology is rapidly evolving, and costs should be 

evaluated in light of currently available options and their evolving quality (e.g., LH tests 

with electronic read-out devices are highly accurate but more expensive than LH tests which 

are manually read out; BBT wristbands provide more accurate continuous monitoring of 

temperature but are a more expensive choice than oral BBT thermometers). Third, one must 

consider the burden that each approach puts on the participant (e.g., daily urine sampling for 

LH-testing vs. wearing a wristband for BBT monitoring vs. taking a temperature at the same 

time of day for BBT monitoring) and associated feasibility issues (e.g., daily urine sampling 

might be challenging for a highly distressed peripubertal clinical sample). In sum, given that 

BBT assessments and LH testing for determining ovulation are comparable in their ability 

to retrospectively confirm ovulation (Martinez et al., 1992), and given the rapidly evolving 

landscape of biomedical technologies, we do not recommend urine-based LH testing over 

BBT; rather, we recommend weighing timing considerations, cost, accuracy, feasibility, and 

burden of each method in each study in order to make a thoughtful selection that will 

facilitate the best possible science.

5. Data Preparation and Coding in Menstrual Cycle Studies

5.1. Coding Menstrual Cycle Day

Once two “bookend” menstrual cycle start dates are available (marking the beginning of 

two contiguous cycles), a cycle day variable can be calculated for each observation using a 

combination of forward-count and backward-count methods. First, count forward ten days 

from the prior period start date, where the first day of menstrual bleeding is day 1. If 
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the observed date of interest is within this timeline from day 1 to 10, that observation’s 

cycle day is set as the forward-count value (e.g., +2). Next, for the same observation, count 

backward from the onset of the subsequent menses, where the day before the next menstrual 

bleeding is day −1. If the observation date is between −15 and −1 on that timeline, that 

observation’s cycle day is equal to the backward-count value (e.g., −10). If the observation 

date falls on both the forward- and backward-count timelines, the backward-count value 

is preferred. This creates a cycle day variable that ranges between −15 and +10. Step-by

step instructions for coding menstrual cycle day in any statistic software are available in 

Appendix 3. Of note, this raw variable creates an intuitive timeline relative to menses onset 

such that −1 is the day before menses onset, and +1 is the day of menses onset, but does 

not include 0; if continuous modeling methods (described in section 6) are used, days +1 

through +10 should be recoded as days 0 to +9, in order to eliminate the single-day gap 

between days −1 and +1. Although the omission of day 0 on the timeline for cycle phase 

coding may cause confusion, it is preferred due to the strong and intuitive tradition of 

labeling the first day of menstrual bleeding as “day one” of the cycle.

5.2. Coding Menstrual Cycle Phase

The study of menstrual cycle phases aims to test hypotheses about the impact of discrete 

hormonal events (levels and/or acute changes) on outcomes of interest. However, methods 

used to determine these phase variables differ widely between studies. In this section, 

we propose several methods of cycle phase coding and verification. The most simple and 

straightforward is to categorize cycle day (see section 5.1) into phases based on forward- 

and backward-count day; LH-tests, BBT, and hormone levels can all be used in this process 

as well. Below, for commonly measured phases, we (a) describe the hormonal events that 

occur during that phase, (b) indicate best practices for coding and validating that phase 

using measures described above, and (c) indicate coding variations that could be used to 

test specific hypotheses. The proposed methods are divided into recommended phasing 
procedures (Table 1a), phasing procedures to use with caution (Table 1b), and phasing 
procedures to use with extreme caution (Table 1c). We additionally recommend phasing 

procedures for two exploratory menstrual cycle phases (Table 1b). A graphical overview of 

all menstrual cycle phases is provided by Figure 2.

5.2.1. Recommended Phasing Procedures—The following menstrual cycle phases 

are recommended for investigation in empirical studies as they are characterized by clearly 

delineated hormonal events rather than relative changes in hormone levels. Studies that 

determine these phases precisely produce more meaningful results regarding the association 

between specific hormonal events and outcomes in question. Step-by-step instructions for 

coding these cycle phases in a statistic software are available in Appendix 3.

Mid-luteal Phase.: The mid-luteal phase is hormonally characterized by a primary peak 

in P4 and secondary peak in E2 levels. Because the forward-count method does not allow 

for individual differences in cycle length, invariantly setting the mid-luteal phase as days 

17 to 21 (which would only be correct in the case of a typical 28-day cycle), the precise 

determination of the mid-luteal phase cannot be achieved by the forward-count method 

alone. Therefore, to precisely determine the mid-luteal phase, it is highly recommended 
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to first determine the individual’s day of ovulation (gold standard measure: LH-testing or 

BBT). With the day of ovulation set as day 0, the mid-luteal phase is defined as days 

+6 to +10 following the positive LH-test or the nadir in BBT. If no individual ovulatory 

information is available, the mid-luteal phase can also be determined with the backward

count method defining it as days −9 to −5 before the onset of the subsequent menses. 

However, the backward-count approach is less precise than the ovulation-based procedures, 

since it cannot ascertain whether ovulation occurred in this cycle. Anovulatory cycles, 

even among healthy young females, are not uncommon and usually go unnoticed since the 

following cycle still starts with bleeding.

Perimenstrual Phase.: The perimenstrual phase is hormonally defined as active withdrawal 

in E2 and P4 levels occurring approximately between premenstrual day −3 and menstrual 

bleeding day 3. In studies of PMDD, days −3 to +3 are consistently the most symptomatic 

days (Epperson et al., 2012; Hartlage et al., 2012), suggesting that for some females 

(Schmidt et al., 1998, 1991), active hormone withdrawal occurring during that timeframe 

may be critical for triggering psychiatric symptoms (Lovick et al., 2017). The recommended 

perimenstrual phasing procedure is a combination of backward- and forward-counting from 

cycle days −3 to +2; this captures the days in which perimenstrual symptoms are expected 

to be the highest, but also avoids progression into the follicular phase. In studies with 

laboratory appointments, researchers should determine a consistent rule for whether or not 

perimenstrual laboratory visits can be scheduled on day 1 of the participant’s menstrual 

cycle. Up to 50% of menstruating women experience some degree of dysmenorrhea (i.e., 

painful menstrual cramps) – especially in the first 24–36h after the onset of bleeding 

(Dawood, 2006). If, for example, psychological variables such as cognitive performance are 

to be examined in the laboratory appointment, it is possible that pain or discomfort could 

alter responses on the task.

Mid-follicular Phase.: The mid-follicular phase is hormonally defined as a slight rise in 

E2 levels and very low P4 levels. As mentioned, typical cycles range between 21 and 35 

days, with a relatively robust 14-day luteal phase. This results in a follicular phase that 

starts at day 1 and ends between day 8 (in a 21-day cycle) and day 21 (in a 35-day cycle). 

Due to this large variance in the follicular phase length, we recommend determining the 

mid-follicular phase based on an individual’s date of ovulation and setting it to days −7 to 

−3 prior to the first positive LH-test or the nadir in BBT (gold standard). If no individual 

ovulatory information is available, the mid-follicular phase can also be determined using 

the forward-count method. As mentioned, the premenstrual E2 and P4 withdrawal roughly 

occurs between cycle days −3 to +2; thus hormone levels should be low and stable on 

cycle day +4. To account for inter- and intraindividual differences in cycle lengths, the 

mid-follicular phase is measured as days +4 to +7, as even individuals with short cycles (<21 

days) are not expected to ovulate before day +8.

Periovulatory Phase.: Hormonally, the periovulatory phase is characterized by a steep 

increase, a primary peak, and a subsequent fall in E2 levels, while P4 levels start to slightly 

increase. We recommend individual measurement of ovulation via LH-testing or BBT 

assessment for periovulatory cycle phasing. This not only serves the purpose of knowing 
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when ovulation took place, but also if it took place at all. As ovulation typically lasts 24–36 

hours, the periovulatory phase is defined as the day of individually determined ovulation 

(i.e., day 0; positive LH-test or BBT nadir) and the following day. If ovulation testing is 

not available, the backward-count approach is the next best estimation of the periovulatory 

phase. Given the relatively robust 14-day luteal phase, the backward-count method defines 

the periovulatory phase as days −15 to −12 before the onset of the subsequent menses. 

Again, the backward-count method is less precise than ovulation-based methods, as it cannot 

ensure that ovulation took place in the cycle.

Pre-ovulatory and Post-ovulatory Phases.: In some cases, investigators have specific 

hypotheses regarding E2 surges (prior to ovulation) vs. high levels of E2 (the 24–36 hours 

of ovulation) vs. falling E2 (post-ovulation). In such cases, the use of either daily E2 levels 

or daily LH-testing is defensible to pick out two pre vs. post-ovulation days for comparison 

to other phases (e.g., the early-to-mid follicular phase, when E2 is low and stable) or each 

other. Roberts et al. (2018) found that among females with ADHD symptoms, symptoms 

increased in the post-ovulatory vs. pre-ovulatory days, which may indicate that falling E2 is 

deleterious for cognitive function among hormone-sensitive females. More work is needed 

to flesh out these methods, but they are reasonable when either LH-testing or E2 levels allow 

clear determination of the E2 peak.

5.2.2. Phasing Procedures to Use with Caution—In the following section, the 

premenstrual and menstrual weeks are assumed to be distinct cycle phases that can be 

studied. It is important to note that these time frames are defined by their relative position 

to menstruation, rather than with reference to a measurable hormonal change or status. 

Therefore, it is only defensible to use these phase designations if the study aims to 

understand events in relation to the premenstrual week or menstrual bleeding rather than 

in relation to hormonal events. However, since the study of cycle phases generally intends 

to test hypotheses about the association of discrete hormonal events with outcomes, it is 

usually advisable to code the phases surrounding the onset of menses such that they focus on 

hormone changes, as described above (i.e., mid-luteal, perimenstrual, mid-follicular phases). 

For this reason, we recommend the use of the following phases only in rare instances.

Full Menstrual Week.: From a hormonal perspective, the menstrual week is characterized 

by falling E2 and P4 levels during the first half and subsequent low and stable E2 and P4 

levels during the second half, making this week heterogeneous both in hormonal state and 

potential mechanisms of effects. Furthermore, menstruation falls under the follicular phase, 

which accounts for the majority of cycle length variability; a typical menstrual flow can 

actually span 3–7 days, drawing into question the label “menstrual week”. The menstrual 

week can be determined via the forward-count method which defines it as days +1 (i.e., 

menses onset) to +7. This phase may be of interest to those studying dysmenorrhea or 

other phenomena directly related to menstrual bleeding. Importantly, if one is interested 

in studying actual menstrual bleeding (as opposed to the hormonal withdrawal that is 

signposted by menstrual bleeding onset), using daily reports of actual menses (with, for 

example, the survey in Appendix 2) and related outcomes of interest is the more appropriate 

choice.
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Full Premenstrual Week.: The full premenstrual week is hormonally characterized by high 

E2 and P4 levels during the first half that show an abrupt fall in the second half, making 

this week also heterogeneous with respect to hormonal state and potential mechanisms of 

effects. A straightforward premenstrual week can be determined by counting backward 7 

days from the onset of menses (i.e., days −1 to −7, where menses onset is day +1 and there 

is no day 0). Due to the relatively robust 14-day luteal phase, the premenstrual week can also 

be defined on the basis of the individually determined day of ovulation. The premenstrual 

week spans days +8 to +14 based on LH-testing or BBT, where day 0 is a positive LH-test or 

the BBT nadir, respectively.

5.2.3. Phasing Procedures to use with Extreme Caution—Systematic reviews of 

menstrual cycle research (e.g., Schmalenberger et al., 2019) show that many studies draw 

comparisons between the two halves of the cycle (i.e., follicular vs. luteal). However, many 

different hormonal events and levels characterize the follicular and the luteal phase of a 

menstrual cycle. The influence of a particular hormonal event on the outcome of interest 

cannot be accurately assessed by these two broad phases, and effects themselves may be 

washed out by dynamic changes within each phase; thus, this method of coding is not 

recommended for empirical studies. Nevertheless, due to its prevalence in current literature, 

we provide a brief discussion of these two possibilities.

Luteal Phase.: From a hormonal perspective, luteal phase P4 rises at the beginning, peaks in 

the middle, then abruptly drops. E2 drops at the beginning, subsequently rises, demonstrates 

a secondary peak halfway through the phase, and then abruptly drops with P4 in the final 

days of the luteal phase. Due to the relatively robust 14-day luteal phase, the backward

counting method sets the luteal phase from day −15 until day −1 before the subsequent 

menstrual onset. Ovulation-based methods define the luteal phase as the time span from the 

day +1 following the detected ovulation (i.e. day 0) until the subsequent onset of menses.

Follicular Phase.: The beginning of the follicular phase is characterized by an initial 

hormone withdrawal followed by stable and low E2 and P4 levels. E2 levels begin to rise 

mid-follicularly and peak towards the end of the phase right before ovulation occurs, while 

P4 levels remain consistently low throughout. A combination of forward- and backward

count methods defines the follicular phase as menstrual onset until day −15 before the 

subsequent onset of menses. According to ovulation-based methods, the follicular phase 

begins the day of menses onset and lasts until the day after the detected ovulation (day +1 

where day 0 is a positive LH-test or the BBT nadir).

6. Visualization and Statistical Modeling of Menstrual Cycle Effects

6.1. Visualizing Menstrual Cycle Effects

Prior to exploratory or hypothesis-driven modeling, the effects of the cycle variable on 

(1) the raw outcome and (2) the person-centered outcome should be graphed for each 

person individually (e.g., spaghetti plots, see Singer and Willett, 2003), then for the group 

as a whole, in order to detect potential outliers or patterns relevant to later modeling 

strategies. The person-centered approach is based on generating an individual’s mean 
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across all observations and subtracting that mean from each individual observation. This 

results in a repeated variable that represents how each observation stands in relation to the 

individual’s typical levels of that variable (i.e., how much lower than one’s mean, or higher 

than one’s mean, is this particular observation?; see Eisenlohr-Moul et al., 2015; Enders 

and Tofighi, 2007). Person-centering the outcome variable is recommended for visualizing 

menstrual cycle effects because it allows researchers to observe pure within-person variance 

across the cycle, which may be obscured by between-person variance in raw outcomes. For 

publication, we recommend presenting a graph of the person-centered outcome across the 

full span of the cycle day variable (usually from −15 to +10; see example in Figure 3). 

This ensures transparency with respect to all potential patterns in the data, allows other 

scientists to draw their own conclusions about the impact of the cycle on the outcome, and 

reduces the risk of reviewer bias in selecting cycle phase definitions that maximize the size 

or statistical significance of their findings. For the purposes of clearer visualization, some 

authors choose to apply a five-day rolling average transformation to their outcome data prior 

to person-centering and graphing; this may reduce the impact of idiosyncratic spikes in 

symptoms and produces a clearer graph of cyclical change (e.g., Klump et al., 2008).

6.2. Multilevel Modeling of Menstrual Cycle Effects

As noted above, repeated measures approaches are critical for effective modeling of 

menstrual cycle effects. Since there is ample experimental (Wei et al., 2018) and longitudinal 

(Gehlert et al., 2009) evidence for large between-person differences in response to the 

cycle, we recommend that models allow for random effects of within-person cycle phase or 

hormone levels. In other words, analyses should allow for the modeling of between-person 

differences in within-person change across the cycle. The most common method that meets 

these criteria is linear mixed modeling or multilevel modeling (MLM), which can be carried 

out in various statistical packages including SAS (PROC MIXED), HLM, STATA (xtmixed), 

R (lme4), mplus (TWOLEVEL), and SPSS’ multilevel modeling package (mixed). Because 

using repeated measures data will produce non-independent (i.e., clustered) observations, 

it is also methodologically critical to apply MLM to appropriately account for the nested 

structure of the data. Data should be prepared in a “long” format, where each daily/weekly 

(or otherwise repeated) observation has its own row in the data set, identified by a 

consistent between-subject identifier for each participant (ID number) and a time-varying 

cycle variable (day 1, 2, 3, etc).

One major benefit of MLM is that it allows for the estimation of both average cycle 

effects in the full sample (i.e., fixed effects) as well as individual differences in the size 

and direction of those effects (i.e., random effects); cross-level interaction terms (e.g., 

the interaction of trait impulsivity and cycle phase) can be used to identify which between

person characteristics might account for between-person differences in cyclical change. 

Modeling random effects of the cycle requires at least three observations. For each random 

effect in the model, one must specify an appropriate covariance structure for within-person 

error; model fit is generally used to compare the options and select the best-fitting structure. 

When daily repeated measures are used, one should specifically consider the appropriateness 

of an autoregressive error structure (usually day-1) to account for temporal correlations. 
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Strategies for operationalizing and modeling within-person cycle effects, which can be 

categorical or continuous, are described below.

6.3. Categorical Cycle Phase Contrasts

The most straightforward method of testing for cycle effects is to examine within-person 

contrasts between cycle phases using MLM. In this approach, the within-person cycle 

phase variable is category coded such that a reference phase is specified, allowing pairwise 

comparisons between the means of each cycle phase for a given individual (Singer and 

Willett, 2003, pp. 194–195). In these cases, alternation of the reference group is necessary 

to observe all pairwise cycle phase comparisons. Random intercepts should be included to 

account for the nesting of each data point within a given individual and to model the degree 

of between-person variability in average values (i.e., intercept) of the outcome. Random 

effects of each cycle phase contrast should also be included, except where a likelihood ratio 

test indicates that their inclusion significantly worsens model fit (Singer and Willett, 2003); 

if the latter is true, this would suggest that the sample is homogeneous with respect to the 

cyclical effect.

6.4. Continuous Approaches

The menstrual cycle can also be conceptualized as a nonlinear function of time (Singer 

and Willett, 2003) and modeled using a continuous “cycle day” variable (see section 5.1); 

however, these approaches are more complex and can be difficult to correctly specify. 

The time axis can be specified as we have described above, with time ideally ranging 

from −15 to +10. If backward-count data are not available, one could specify time as 

a forward-count cycle day variable, although forward-count methods are prone to error 

due to the length variability of the follicular phase. Visualizations should be utilized to 

determine the appropriate shape of the time function. When a cycle day variable ranging 

from −15 to +9 (including zero) is used, a quadratic effect will generally capture the typical 

perimenstrual rise and postmenstrual fall of symptoms among hormone-sensitive individuals 

(Eisenlohr-Moul et al., 2019). When two cycles of data are available, a quartic function 

extends the quadratic effect to the second cycle (Kiesner, 2011). Once these units of analysis 

have been derived, various statistical tools can examine how cyclicity of different symptoms 

intercorrelate (e.g., cluster analysis, Kiesner, 2011; structural equation modeling, Kiesner 

and Granger, 2016). Finally, it should be noted that time series analysis techniques represent 

promising but as yet untapped options for characterizing the temporal dynamics of the 

association of hormones or cycle phases with symptoms.

6.5. Approaches to Modeling Individual Differences in Cyclical Change

Whether using continuous or categorical approaches, it is important to consider modeling 

between-person predictors of within-person cycle effects. Top-down, hypothesis-driven 

approaches can be tested using cross-level interactions in MLM, in which between-person 

characteristics (e.g., genotypes, early life stress exposure) are specified as moderators of 

within-person cycle effects (e.g., Eisenlohr-Moul et al., 2016; Roberts et al., 2018). Of note, 

some authors have utilized a bottom-up approach to derive unique groups of change across 

the cycle using cluster analysis of cosine trajectories across two cycles (Kiesner, 2011) and 

Schmalenberger et al. Page 16

Psychoneuroendocrinology. Author manuscript; available in PMC 2021 August 13.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



group-based trajectory modeling of quadratic or cubic trajectories across the perimenstrual 

frame (Eisenlohr-Moul et al., 2019).

6.6. Interpretation of Results

How should significant effects of the menstrual cycle be interpreted? In short, they 

should be regarded as correlations rather than evidence for causation. Only experimental 

manipulation of specific aspects of the cycle can demonstrate true effects of hormone 

levels or changes on outcomes (see Schmidt et al., 1991, for an example). It is tempting 

to assume that finding an association between an outcome and a particular cycle phase 

implies that the concurrent hormonal events drove the symptom change. However, at least 

with respect to symptoms of PMDD, studies suggest delayed effects of hormone change, 

such that the emergence of symptoms occurs in a different phase than the hormonal event. 

One study modeling longitudinal associations between hormones and PMDD symptoms 

found strong evidence for delayed rather than concurrent effects (Wang et al., 1996), and 

another demonstrated that hormone effects can be dependent on the derivative/direction of 

hormone change (McNamara et al., 2014). Even more importantly, experimental work in 

PMDD has demonstrated that periovulatory hormone changes provoke transient symptoms 

peaking roughly two weeks later before receding after about one month (Schmidt et 

al., 2017, 1998). Another study found that abrupt induction of hormone withdrawal in 

the midluteal phase did not impact the course of PMDD symptoms at all; the authors 

concluded that PMDD symptoms were therefore caused by (substantially) delayed impacts 

of periovulatory hormone change (Schmidt et al., 1991). In contrast, some studies provide 

evidence for concurrent (relatively immediate) effects of experimental hormone withdrawal 

on symptoms in menopause (Schmidt et al., 2015), around parturition (Bloch et al., 2000), 

and surrounding the perimenstrual phase (Eisenlohr-Moul et al., 2018) in individuals 

diagnosed with reproductive mood disorders.

Even when correlations with hormones and cycle phases are robust, observational studies 

should be extremely careful to not imply causation. Instead, interpretations of cycle 

correlations should emphasize the complex and often delayed nature of cycle pathways. 

When appropriate, studies should call for experimental tests to clarify the causal role of 

specific hormone changes in a given outcome.

7. Using Menses Start Day and Ovulation Testing to Schedule Visits in 

Laboratory Studies

Depending on the research question, studies can require participants to complete laboratory 

visits during certain cycle phases. The several methods for determining cycle phase 

discussed above each have a unique applicability for scheduling laboratory visits. First, 

analyzing hormone levels from blood or saliva is suitable only for retrospective validation 

of cycle phase, not for scheduling lab visits, due to the cost and resources required to 

analyze a sample. Second, regarding the periovulatory phase, the LH-surge method is the 

only suitable method to schedule a lab visit reliably. Given that ovulation happens 10–12 

hours after the LH surge, participants should perform one LH-test per day several days 

before the expected ovulation. We recommend participants identify the shortest cycle of the 
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previous six months, then subtract 14 days (i.e., the relatively robust length of the luteal 

phase) from this cycle length; this identifies the earliest cycle day on which the participant 

is likely to have ovulated in the past six months. Approximately four days before this cycle 

day, the participants should start daily ovulation testing which ensures that ovulation is not 

missed, even if the cycle in question is unexpectedly short, and familiarizes the participant 

with the testing routine early on. Ideally, the periovulatory lab visit should happen the 

day of the positive test or the following day. In contrast, the BBT method is best used 

for retrospectively identifying the periovulatory phase (Martinez et al., 1992) since only a 

sustained temperature rise indicates that ovulation has happened. Third, both the LH-surge 

or BBT method can be used to schedule mid-luteal, premenstrual, or perimenstrual lab 

visits by adding a corresponding number of cycle days to the detected day of ovulation (see 

section 5.2). Finally, for arranging menstrual and mid-follicular lab visits, a corresponding 

number of cycles days should be added to the reported day of menstrual onset (counting 

method).

8. Summary of Scientific and Reporting Recommendations

In this paper, we have provided recommendations for studying the effects of the human 

menstrual cycle on outcomes of interest. Here, we summarize the most important points:

1. Start with a hypothesized mechanism (usually ovarian hormones, neuroactive 

steroid metabolites) and select phases and design based on that (or use daily 

ratings)

2. Consider between-person differences in the sensitivity to the cycle (see section 3)

3. Measure the cycle as a within-person variable (see section 4.1)

4. Characterize your sample’s reproductive status (see section 4.4 and Appendix 1: 

Reproductive Status Questionnaire)

5. Select the best possible method for cycle phasing given your resources and 

questions of interest (see section 5)

6. Model the cycle as a within-person variable that differs in its effects between 

people (see section 6)

7. Visualize the full cycle using person-centered variables (see section 6.1)

10. Conclusion

Although the menstrual cycle and its effects on the physiological and psychological 

functioning of some individuals have been studied for years, we lack standardized guidelines 

regarding the questions of (1) how to select appropriate study designs, (2) how to collect 

and characterize study samples, (3) how to determine cycle phases (by means of measuring 

cycle days, testing LH-surge, assessing BBT, and analyzing hormone levels), and (4) how 

to statistically model the cycle for hypothesis testing. The present work fills these gaps in 

the literature by reviewing the current gold standards in the field of menstrual cycle research 

and by drawing recommendations for future studies. In addition, we present a uniform 

vocabulary to allow future studies to document their approach in a precise and standardized 
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manner. Regardless of whether the influence of the cycle is of central interest in a study 

or should be controlled to accurately assess the effects of another variable, following these 

recommendations will help make study results more meaningful and replicable.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Highlights:

• We provide guidelines and tools for standardizing menstrual cycle research.

• Use a repeated measures design to study the menstrual cycle.

• Select your sample of naturally-cycling individuals carefully.

• Select the best cycle phasing method given your resources and research 

question.

• Use statistical modeling techniques appropriate for within-person data.
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Figure 1. 
An idealized 28-day cycle with the characteristic fluctuations of the ovarian hormones 

estradiol (E2) and progesterone (P4) in the follicular and luteal menstrual cycle phase.
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Figure 2. 
Graphical overview of the menstrual cycle and its phases.
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Figure 3. 
Recommended graphing method for visualizing menstrual cycle effects on person-centered 

outcomes across the full span of the cycle day variable (from −15 to +10, where menstrual 

onset is day +1 and there is no day 0).
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Table 1a.

Overview of recommended procedures for cycle phasing.

Recommended Phasing Procedures

Mid-luteal Perimenstrual Mid-follicular Periovulatory

Hormonal 
Status and 
Definitions

High, stable E2/P4 Falling E2/P4, low E2/P4 Slight rise in E2, very 
low P4

Strong rise and fall of E2, slight 
increase of P4

Counting 
Methods

(2) day −9 to −5 before 
menstrual onset

(1) Day −3 before 
menstrual onset to Day 2 
after onset

(2) Day +4 to +7 after 
menstrual onset

(2) day −15 to −12 before menstrual 
onset

LH-Test 
Definitions

(1) day +6 to +10 
following positive test

N/A (1) Day −7 to −3 before 
positive test

(1) Day −2 before positive test to 
day of and day +1 following positive 
test

BBT 
Definitions

(1) day +6 to +10 
following nadir

N/A (1) Day −7 to −3 before 
nadir

(1) Day −2 before nadir to day of 
and day +1 following nadir
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Table 1b.

Overview of phasing procedures for exploratory phases and commonly used phasing procedures to use with 

caution.

Phasing Procedures for exploratory phases 
(Recommended) Phasing Procedures to Use with Caution

Pre-ovulatory Post-ovulatory Menstrual week Full premenstrual week

Hormonal 
Status and 
Definitions

Strong E2 peak Falling E2, rising P4 End of withdrawal, low 
E2/P4

High E2/P4, then abrupt falling 
E2/P4

Counting 
Methods

N/A N/A (1) Day of menstrual 
onset to day +7 following 
menstrual onset

(1) Day −7 to day −1 before 
menstrual onset

LH-Test 
Definitions

(1) Day −2 to −1 before 
positive test

(1) day of and day +1 
following positive test

N/A (2) Day +8 to day +14 following 
positive test

BBT 
Definitions

(1) Day −2 to −1 before 
nadir

(1) day of and day +1 of 
nadir

N/A (2) Day +8 to day +14 following 
nadir
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Table 1c.

Overview of phasing procedures for broad phases.

Phasing Procedure for broad phases (Use with Extreme Caution)

Luteal Follicular

Hormonal Status and 
Definitions

Complex: rising and high E2/P4, withdrawal of E2/P4 Complex: falling and low E2/P4, rising E2

Counting Methods Day −15 until day −1 before menstrual onset Day 1 of menstrual onset until day−15 before menstrual 
onset

LH-Test Definitions Day following positive test until menstrual onset Day of menstrual onset until the day following positive test

BBT Definitions Day following nadir until menstrual onset Day of menstrual onset until the day following nadir

Note. The numbering of the different methods in a cycle phase column ranks suitable methods for determining this cycle phase, with (1) being gold 
standard. See text for further explanation. N/A=not applicable.
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